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Resumo

Apesar de fundamentais para a compreensa̋o do papel desempenhado pela água
como participante em reacções qúımicas e/ou como o meio em que estas ocorrem,
as propriedades electrónicas da água em fase condensada são ainda pouco com-
preendidas. No que diz respeito a propriedades electrónicas, a água ĺıquida pode
ser descrita como um isolante ou um semi-condutor e o correspondente potencial
de ionização usualmente definido como uma quantidade vertical. Um valor comu-
mente aceite 8.7 ± 0.5 eV. No entanto, a definição de um potencial de ionização
para a água ĺıquida depende em ultima análise do conhecimento dos mecanismos
elementares de ionização/excitação em fase condensada. Um exemplo bem con-
hecido e largamente debatido na literatura é a produção de electrões solvatados
por fotoabsorção a energias bastante inferiores (∼6.5 eV).

Vários autores sugeriram que a capacidade de reorganizaça̋o das moléculas de
água em torno de espécies neutras e carregadas bem como a natureza reactiva de
estados electrónicamente excitados deveriam ser tomados em conta para explicar
estas propriedades. Nomeadamente, foi sugerido uma via adiabática para aceder
à banda de condução da água ĺıquida, associada à reorganização das moléculas
de água em torno do catião hidrónio H3O+ e do radical hidroxilo OH, bem como
a presença de um electra̋o deslocalizado. A energia associada a este processo
corresponde ao potencial de ionização adiabático da água ĺıquida, ∼6.9 eV, J.V.
Coe [Int. Rev. Phys. Chem. 20, 33, 2001].

Neste trabalho, é proposta uma estimativa teórica para duas quantidades fun-
damentais para definir o “band gap” adiabático da água ĺıquida: a entalpia de
hidratação do radical hidroxilo e a afinidade electrónica da água liquida. É também
avaliada uma metodologia sequencial baseada em métodos do funcional de densi-
dade e simulaça̋o Monte Carlo. Como o potencial de ionização adiabático para a
água ĺıquida é definido por quantidades macroscópicas, foi também realizado um
estudo das popriedades electrónicas de pequenos agregados de moléculas de água
como verificação microscópica do quadro adiabático proposto por J.V. Coe.
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Abstract

Electronic properties of condensed phase water are not very well understood. They
are, however, of fundamental importance for a molecular level understanding of
the properties of water as well as the role of water, both as participant and medium
where chemical reactions occur. It is generally accepted that bulk water can be
described as a lone pair amorphous insulator or a large gap lone-pair amorphous
semiconductor and the condensed phase ionization potential defined as a vertical
quantity. A usually accepted value is 8.7 ± 0.5 eV. However, a definition of con-
densed phase properties such as the condensed phase ionization potential is not
straightforward and ultimately dependent our understanding of the elementary
mechanisms for ionization/excitation in condensed phase water. A longstanding
issue is the concearns the fact that hydrated electrons are produced by photoab-
sorption at ∼6.5 eV.

It has recently been pointed out that the ability of water to reorganize about
charged (and neutral) molecules, as well as the reactive nature of electronically ex-
cited water molecules, should be taken into account in explaining observed aqueous
anion thermochemical and photochemical properties. Moreover, it has been shown
that an adiabatic route for accessing the conduction band of liquid water can be
defined and that the bottom of the conduction band is characterized by the re-
organization of the water molecules around the H3O+ cation and OH radical as
well as by the presence of a delocalized or quasi-free electron. A ∼6.9 eV value
was proposed by J.V. Coe [Int. Rev. Phys. Chem. 20, 33, 2001], based on known
aqueous anion thermochemical and photochemical properties,

The present work presents a theoretical estimate for two key reference quantities
required for the quantitative estimate of the adiabatic band gap of pure liquid
water as defined by J.V. Coe: the hydration energy of the hydroxyl radical and
the electron affinity of liquid water. The hydration of the hydroxyl radical was
investigated by microsolvation modeling and statistical mechanics Monte Carlo
simulation. The electron electronic density of states and affinity of liquid water was
investigated trough a sequential Quantum Mechanical / Monte Carlo methodology.
Finally, as the adiabatic approach for a definition of a band gap for pure liquid
water is based on macroscopic quantities, a molecular level verification of the
adiabatic picture was also undertaken.
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Foreword

The work presented in this thesis was carried out in the Mathematical Physics
Group and Molecular Energetics Group, under the supervison of Prof. Benedito
José Costa Cabral and Prof. José Artur Martinho Simões.

The body of the present thesis rests on three selected papers, framed within a
specific context: the electronic structure of liquid water. The topics covered in the
remaining papers, also published during my formative period as a PhD student,
mirror the diverse and stimulating scientific environment I was fortunate to find
on both groups. Although not focused in one particular subject, I have found this
open approach to chemistry has worked to my advantage since the understand-
ing gained as each chemical problem got worked out was proven, more often than
not, to result in new opportunities and fresh insight into other chemical problems.
Naturally, the perspective by which the subject of the present thesis is approached
draws on much of this work. It is however an incomplete view on this subject
due to the endless ways the relation between electronic structure, intermolecular
interactions and properties can be explored.

This thesis is structured as follows:

• A brief overview of hydrogen bonding, hydrogen bonding in water as well as
its consequences on bulk water electronic structure is presented in Chapter
1. A brief discussion on the electronic properties of liquid water as discussed
by J.V. Coe [Int. Rev. Phys. Chem. 20, 33, 2001] is also presented. This
provides the necessary background based on which the scope and purpose of
the present thesis is presented.

• A brief outline of computational methods is presented in Chapter 2. Al-
though an effort has been made to be succinct, and at the same time, cover
the relevant issues and methodologies, many aspects and details have in-
evitably been left out.

• A brief introduction and relevant results in each paper I-III are presented in
Chapters 3-5.

• In Chapter 6, a summary of the main results and a brief discussion on future
perspectives is presented.

A deliberate effort was made to avoid duplication of information or discussions
already contained in Papers I-III. Emphasis was placed on background information
required to a clear understanding of the goals and motivation of the present thesis.
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Chapter 1

General introduction

“Water’s H2O, hydrogen two parts, oxygen one, but there’s also a
third thing, that makes it water and nobody knows what that is.”

D.H. Lawrence, Pansies, 1929

Understanding and predicting the chemical and physical transformations of matter
in terms of its constituent atoms and molecules, or in other words, bridging quan-
tum and classical reality, is one of the major challenges in chemical sciences [1–6].
In the case of water, the motivation is particularly clear: although it is phenomeno-
logically well known that water is implicated in geological, biological, and chemical
scale processes [7], a molecular level understanding of such phenomena is yet to
be fully attained [8–14]. This is clearly illustrated by the current status of com-
puter simulation of water: the construction of a simple model, able to accurately
predict the properties of water in a broad range of environments and thermody-
namic conditions has proven to be an elusive goal [14–21]. Condensed matter
properties are size dependent [22–24], and thus arise from the collective behav-
ior of a critical number of atoms or molecules, below which, such properties are
not observed [2]. The question of whether and how properties depend on system
size, originally posed by Lord Kelvin in 1871 regarding the melting temperature
of small particles (clusters or finite aggregates of 2−104 atoms or molecules), can
be reformulated in a broader context as: “What is the minimal cluster size for
which its properties become size invariant and do not differ in any significant way
from those of the macroscopic sample of the same material?” [23]. The answer
obviously depends on the property under consideration and the chemical species
involved [23–25]. An illustrative example of size-dependence is the transition from
disordered to bulk-like structural patterns in clusters: the onset of structural order
in water clusters requires a few hundred molecules [26], whereas it occurs for a few
tenths of molecules in CO2 clusters [26], and does not seem to occur up to ∼105

atoms in argon clusters [27]. Conversely, as the result of collective behavior, the
properties of the interacting species are modified, as illustrated by the increase of
the molecular dipole moment in water clusters as cluster size increases [28].
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Chapter 1 General introduction

This cyclic causality relationship highlights a well known fact: the description
of intermolecular interactions and its consequences on both molecular and macro-
scopic properties is ultimately an electronic many-body problem [5,6].1 Therefore,
a detailed knowledge of the relation between hydrogen bonding and ground/excited
state electronic structure, both from a molecular [29–31] and macroscopic [32–35]
perspective, is of fundamental importance for an understanding of the properties of
water as well as its role, both as participant and medium where chemical reactions
occur [36,37].

1 The many-body problem may be defined as the study of the effects arising from the interaction
between n particles (molecules or electrons) on the behaviour of a n-particle system, e.g. a
drop of water or a water molecule, in terms of its constituent water molecules or electrons and
nuclei, respectively. In either case, the behaviour of such systems cannot be easily described
since the number of degrees of freedom increases rapidly with system size.
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1.1 Hydrogen bonding

1.1 Hydrogen bonding

The concept of hydrogen bonding is usually associated to the early work of Huggins
[38,39], Lewis [40], Latimer and Rodebush [41], as well as Pauling [42]. Due to its
central role in the properties of both molecular liquids [8, 9] and crystals [43, 44],
biomolecules [44,45] and both the properties and reactivity of molecules in solution
[10, 46], the hydrogen bond has long been the subject of continued and intense
experimental and theoretical work [47–51].

1.1.1 Definition and nature of the hydrogen bond

According to the International Union of Pure and Applied Chemistry (IUPAC),
the hydrogen bond is currently defined as [52]:

“A particular type of multicenter (three center - four electron bond)
X−H· · ·Y in which the central hydrogen atom covalently linked to an
electronegative atom X (C,N,O,S· · · ) forms an additional weaker bond
with atom Y (N,O,S· · · ) in the direction of its lone electron pair orbital.
The energy of hydrogen bonds, which is usually in the range of 3-15
kcal/mol (12-65 kJ/mol), results from the electrostatic interaction and
also from the orbital interaction of the antibonding σ*(X−H)MO of
the molecule acting as the hydrogen donor and the nonbonding lone
electron pair MOnY of the hydrogen acceptor molecule.”

The energy of an hydrogen bond is not a physical observable and consequently its
absolute value cannot be directly measured. However, unlike intramolecular hydro-
gen bonds [53–56],2 the energy of a intermolecular hydrogen bond can be derived
from the temperature dependence of the equilibrium constant for the association
of 1:1 hydrogen-bonded complexes in the gas phase [57]. From the theoretical
standpoint, the interaction energy (or binding energy) of two hydrogen-bonded
molecules can be obtained within the supermolecular approach [58], where the
reference state corresponds to the energy of the non-interacting configuration:

X− H + Y −→ X− H · · ·Y (1.1)

∆E = E[X− H · · ·Y]− E[X− H]− E[Y] (1.2)

The formation of a hydrogen bond is associated with the change of specific struc-
tural, vibrational and electronic properties, the extent of which is usually correlated
with hydrogen bond strenght and taken as general criteria for its existence [48,50].

2 The theoretical and experimental determination of the energy of an intramolecular hydrogen
bond is a challenging problem on its own. Discussions on this subject can be found in
Lipkowski et al. [53], Estácio et al. [54], Gromak [55] and Buemi [56].
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Chapter 1 General introduction

The red-shift of the ν(X−H) stretch frequency is interpreted as the result of charge
transfer from the proton acceptor lone pair MOnY to the anti-bonding σ* (X−H)
proton donor molecular orbital, weakening (and thus lengthening) the X−H cova-
lent bond. The extent of red-shift and X−H bond lengthening has been shown to
correlate with hydrogen bonding strength. Other structural consequences, such as
the shortening of the X· · ·Y and the XH· · ·Y distances, have also been found to
correlate with hydrogen bond strength [48,50]. The electron density redistribution
induced by hydrogen bonding leads to a reduction of the electron density associ-
ated with the bridging hydrogen. The corresponding NMR 1H downfield shift is
found to correlate with the X· · ·Y distance [48,50].

Although the concept of hydrogen bonding is almost a century old, the precise
definition of what constitutes an hydrogen bond is still under discussion [59–63].
Exceptions to definitions or criteria for the existence of an hydrogen bond are
widely known [64–66]. The difficult task of producing an accurate yet compre-
hensive definition reflects the composite nature of the hydrogen bond [61], which
stems from the interplay of interactions that differ in their nature, magnitude,
additivity, and both angular and distance dependence [6].

From a theoretical standpoint, the hydrogen bond energy can be partitioned3

into a pairwise additive term (electrostatic), that arises as if molecular electron
distribution remains unchanged upon hydrogen bonding, and non-additive terms
(exchange repulsion, polarization, charge transfer and dispersion), which arise from
changes in the electronic density induced by intermolecular interaction [67–70].
The focal point of the longstanding controversy on the nature of hydrogen bonding
is the relative importance of charge transfer interactions [59,60], often interpreted
as covalent. There are however instances where the importance of charge transfer
is not disputed, e.g. strong symmetric, single well, three-center four-electron hy-
drogen bonds as found in enol forms of β-diketones and dicarboxylic acids [71,72],
or charged species such as the [F-H-F]− anion [73]. In such cases, proton donor
and acceptor become indistinguishable and the distinction between an intermolec-
ular interaction and a chemical bond becomes ambiguous. As hydrogen bonding
weakens, it becomes increasingly dispersive [62,74].

Within these borders, theoretical [75–77] and experimental [78–82] results sug-
gest that hydrogen bonding is best described as the result of a continuum of relative
contributions from electrostatic, exchange repulsion, dispersion, polarization, and
charge transfer interactions, which in turn spans a continuum of energies and prop-
erties [61]. A reevaluation of the concept of hydrogen bonding and its relation to
intermolecular interactions is well underway [63].

3 As is the case for the energy of an hydrogen bond, the quantities into which it may be
partitioned are not physical observables and their definition is ambiguous. It is thus difficult
to determine which partition scheme provides a realistic picture of the nature of hydrogen
bonding.
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1.1 Hydrogen bonding

1.1.2 Hydrogen bonding and cooperativity

Cooperative behavior is usually referred to as the deviation from a strictly pair-
wise additive behavior [6, 50, 83], the latter only observed when the molecular
electron density remains unchanged upon intermolecular interaction. For a molec-
ular cluster of size n, the extent of redistribution of molecular electronic density
induced by hydrogen bonding (Figure 1.1), hence the extent of non-additivity, can
be qualitatively represented by the electronic density difference, ρD,n(r),

ρD,n(r) = ρn(r)−
n∑
i=1

ρi(r) (1.3)

where the electron densities of the non-interacting monomers in the equilibrium
geometry of the cluster ρi(r) are taken as the reference state and ρn(r) is the
density associated with a cluster of size n [84, 85].

  

n=2

n=3 n=4 n=5

Figure 1.1: Electron density difference for cyclic (HF)2−5 clusters. The isosurfaces for
ρD,n(r) correspond to -0.001 (dark) and +0.001 (white) eÅ−3 and represent the overall
effect of charge depletion (dark) and accumulation (white) induced by hydrogen bonding,
relative to the non-interacting monomers. It should be noted that maxima for ρD,n(r)
are size-dependent: 0.03 (n = 2), 0.07 (n = 3), 0.10 (n = 4), 0.08 (n = 5), 0.12 (n = 6),
0.12 (n = 7), 0.12 (n = 8) in eÅ−3.

As consequence of electron density redistribution induced by intermolecular in-
teractions, the ability of an hydrogen-bonded molecule to form a hydrogen bond is
altered by already existing hydrogen bonds [86], e.g. the electron redistribution in
the HF dimer (n=2, Figure 1.1), enhances the proton acceptor and proton donor
capabilities of the proton donating and accepting HF molecules respectively .
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Chapter 1 General introduction

Manifestations of cooperative behavior are apparent in the size dependence of
the stepwise binding energy ∆En,n−1 (Figure 1.2a), defined as the energy increase
per hydrogen bond resulting from the insertion of a monomer into a n−1 molecule
cluster:

(HF)n−1 + HF −→ (HF)n (1.4)

∆En,n−1 = E[(HF)n]− E[(HF)n−1]− E[HF] (1.5)

The variation of ∆En,n−1 with cluster size (Figure 1.2a) is accompanied by the
corresponding trends for structural and vibrational properties (Figure 1.2b), known
to be correlated with hydrogen bond strength [50, 83]. It should be noted that in
the absence of cooperative effects, ∆En,n−1 would be a constant and identical to
the binding energy of the dimer.

  

(a) (b)

Figure 1.2: a) Stepwise binding energy ∆En,n−1 (kJ mol−1) vs cluster size n for (HF)2−10

cyclic clusters b) Average F−H stretching frequency shift ∆ν (cm−1) vs cluster size n
in (HF)2−10 cyclic clusters. The experimental curve for ∆ν vs n was derived from the
frequencies reported in Andrews et al., J. Chem. Phys. 84, 3452, 1984. The inset shows
∆ν vs the average F−H bond length in Å.

Non-additivity in a cluster of n hydrogen-bonded molecules can be quantitatively
accounted for through the decomposition of the total interaction energy ∆En into
a sum of n-body interaction terms [6, 83]:

∆En =

{
n∑
i=1

E(i)− nEmon
}

+
n∑
i<j

∆2E(ij) +
n∑

i<j<k

∆3E(ijk) + · · · (1.6)

The first term, corresponds to the sum of the energetic cost of monomer geometry
deformation, where Emon is the energy of a non-interacting monomer in its mini-
mum energy geometry and E(i) corresponds to the energy of the non-interacting
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1.1 Hydrogen bonding

monomer i in the geometry of the cluster. The second term corresponds to the
sum of unique two-body interaction energies ∆2E(i, j), defined as:

∆2E(i, j) = E(ij)− {E(i) + E(j)} (1.7)

where E(ij) is the total energy of an ij dimer in the geometry of the cluster. E(i)
and E(j) are the energies of the corresponding non-interacting monomers also in
the geometry of the cluster. Similarly, the third term corresponds to the sum of
unique three-body ∆3E(ijk) interactions:

∆3E(ijk) = E(ijk)−{E(i)+E(j)+E(k)}−{∆2E(ij)+∆2E(ik)+∆2E(jk)} (1.8)

Analogous expressions can be readily written for the remaining n-order terms. In
a recent energy decomposition study of the interaction energy for (HF)2−8 cyclic
clusters [87], the calculated total monomer deformation energy for n = 3 − 8
accounts for 3% to 15% of the total interaction energy. Most importantly, the
total contribution of non-additive interactions accounts for 21% (n = 3) to as
much as 56% (n = 8) of the total interaction energy.

Many-body or cooperative effects, and the ensuing deviation from a strictly
pairwise additive behavior, constitutes a departure from the classical electrostatic
picture of hydrogen bonding interactions. The accurate description of such ef-
fects is a fundamental requirement for the prediction and understanding of the
properties of hydrogen bonded systems [6, 43,50,83].

1.1.3 Hydrogen bonding in water

The lack of a clear picture for the nature of hydrogen bonding and the high cost
of an accurate account of many-body effects inevitably leads to an incomplete
understanding of condensed phase properties of hydrogen bonded systems. Such
shortcomings are also apparent in the understanding of the properties of condensed
phase water [13–15]. Such an understanding requires a quantitative knowledge of
how both molecular properties and interactions, evolve onto bulk properties, with
the degree of association and thermodynamic conditions.

The water molecule

The water molecule belongs to the C2v symmetry group, i.e. it has a two-fold
rotation axis (x axis) and two mirror planes: a xy plane, where each hydrogen
atom is covalently bonded to oxygen, and a xz plane perpendicular to the molec-
ular plane. The experimental gas phase O−H bond length and H−O−H angle is
0.95718 Å and 104.474◦, respectively [9]. The total electron density has an uneven
distribution along the two-fold symmetry axis, mainly centered around the oxygen

7



Chapter 1 General introduction

atom, giving rise to a dipole moment of 1.854 D [88]. Upon condensation, the
average intramolecular covalent O−H bond length and bond angle in liquid water
increase to 0.970 Å and 106.1◦ [89]. The molecular dipole moment is estimated
to be 2.9±0.6 D based on X-ray and neutron diffraction data [90]. Theoretical
estimates range from 2.43 to 3.0 D [91–96].

The ground state molecular orbital configuration of an isolated water molecule
is (1a1)2(2a1)2(1b2)2(3a 1)2(1b1)2 [9] (Figure 1.3). The two lowest occupied molec-
ular orbitals 1a1 (core) and 2a1 (inner valence) correspond mainly to contributions
from the atomic O1s, O2s and H1s atomic orbitals respectively. In the outer va-
lence region, the two lowest energy occupied molecular orbitals, 1b2 and 3a1, the
result of a linear combination of O2py and O2px with H1s atomic orbitals respec-
tively, are bonding in character, whereas the highest energy occupied molecular
orbital 1b1 (HOMO) corresponds to the O2pz atomic orbital and is thus non-
bonding in character. The two lowest energy unoccupied orbitals, 4a1 (LUMO)
and 2b2, correspond to the antibonding counterparts of the occupied valence or-
bitals 2a1 and 1b2 respectively.

1b2

2a1

3a1

1b1

4a1

2b2

Figure 1.3: Electron isodensity surfaces for valence and unoccupied molecular orbitals
of the water molecule.

The continuous charge distribution around oxygen [97] allows effective hydrogen
bonding from tetrahedral to trigonal local geometries [98]. This structural versatil-
ity is apparent, as one progresses from a nearly perfect tetrahedral local geometry,
∼109.47◦ in ice Ih [99], to an average near tetrahedral geometry in liquid water,
where water molecules are connected by a random three-dimensional macroscopic
hydrogen bond network, giving rise to a broad distribution of local hydrogen bond-
ing configurations with strained or broken hydrogen bonds [100]. Interpretations
of experimental data from X-ray and neutron diffraction spectroscopy [100, 101]
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1.1 Hydrogen bonding

and X-ray absorption spectroscopy [31,102,103] range from a continuous distribu-
tion of local hydrogen bonding configurations (“symmetrical” model, tetrahedral
coordination) [101], to the prevalence of specific local hydrogen bond configura-
tions (“asymmetrical” model, chain and/or rings) [31]. The prevailing view is that
although liquid water fluctuates through a wide variety of local hydrogen bonding
environments, the overall tetrahedral structure is maintained [101]. This view is
supported by classical and ab-initio molecular dynamics calculations which predict
the observed X-ray absorption spectra and simultaneously an average tetrahedral
local structure for liquid water [104–106].

Nature and cooperativity

Water clusters constitute the link between the “bare” hydrogen bond between two
water molecules in the gas phase and hydrogen bonding in the condensed phase,
and consequently the subject of extensive theoretical and experimental studies [12].
Given the wealth of experimental and theoretical information available, small water
clusters also constitute the ideal benchmark system for quantum chemical theo-
retical models [107–110] and provide the information on which classical potential
models can be built and/or tested [111–113].

The nature of hydrogen bonding in water has often been discussed in terms of
the partition of the interaction energy of the water dimer [67–70]. However, two-
body interactions account for only 70% to 80% of the total interaction energy in
larger clusters [114–116] (Figure 1.4 and 1.5).

  

(donor-acceptor)
1B = -3.3 %
2B = 85.3 %
3B = 17.9 %

[ 0.0 ]

(double-acceptor)
1B = -0.9  %
2B = 104.6 %
3B = -3.8  %

[ 6.59 ]

(double-donor)
1B = -0.9  %
2B = 104.6 %
3B = -3.8 %

[ 6.64 ]

Figure 1.4: Relative stability (square brackets) in kcal mol−1 and relative contributions
of n-body (nB) interaction terms to the total interaction energy for minimum energy
water trimers. Repulsive interactions are presented as a negative percentual. 2B contri-
butions larger than 100% are the result of repulsive nB and 1B contributions. Geometry
optimization and many-body decomposition was performed at the B3LYP/6-31+G(d,2p)
theory level.

Three-body interactions are found to be by far the largest non-additive contri-
butions which, together with one- and two-body interactions, account for most
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Chapter 1 General introduction

of the interaction energy [116]. From the partition of three-body interactions in
cyclic water clusters, cooperativity is found to originate from polarization and/or
charge-transfer intermolecular interactions [117, 118]. Most importantly, the rel-
ative stability of small water clusters and also the magnitude of non-additive in-
teractions depends on the hydrogen bond topology and cluster size [116,119,120].
Single donor-acceptor hydrogen bonding patterns are found to be the most stable
up to the water pentamer [116] (Figure 1.4 and 1.5). Despite the additional hy-
drogen bond, the double acceptor-double donor water pentamer minimum energy
structure leads to a decrease in the magnitude of three-body interactions and also
to lower interaction energies when compared to the corresponding single donor-
acceptor cyclic structure (Figure 1.5). A tetrahedral arrangement of five water
molecules is also found to be less stable [119].

  

(donor-acceptor)
1B = -5.6 %
2B = 70.7 %
3B = 30.8 %

[ 0.0 ]

(double donor-double acceptor)
1B = -3.6 %
2B = 85.3 %
3B = 18.3 %

[ 6.27 ]

Figure 1.5: Relative stability (square brackets) in kcal mol−1 and relative contributions
of n-body (nB) interaction terms to the total interaction energy for minimum energy
water pentamers. Repulsive interactions are presented as a negative percentual. 2B
contributions larger than 100% are the result of repulsive nB and 1B contributions.
Geometry optimization and many-body decomposition was performed at the B3LYP/6-
31+G(d,2p) theory level.

A discussion on the nature and cooperativity of hydrogen bonding in liquid
water in terms of the stability, many-body decomposition, and subsequent parti-
tion of n-body interaction energies of minimum energy small water clusters is not
straightforward. While some molecular properties are known to converge rapidly
to bulk values, e.g. the average hydrogen bond energy, other properties, e.g. the
average binding energy per water molecule, show a slow convergence [108]. Such
properties have a specific size dependence that leads to a non-monotonous vari-
ation of cluster properties with size [23, 24]. Moreover, the statistical nature of
the liquid phase implies that hydrogen-bonded molecules are likely to be found
far from the minimum energy configurations. Hence interaction energies, magni-
tude and relative contributions of many-body interactions are expected to decrease
when compared with minimum energy structures [121–124].
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1.1 Hydrogen bonding

As initially stated, an understanding of hydrogen bonding and properties of
the bulk phase requires a quantitative and detailed knowledge of both intermolec-
ular interactions and molecular properties as well as their dependence with size.
Although the study of small water clusters, either in their minimum energy geome-
tries or sampled from simulation, provide valuable information on the underlying
physical effects at play in hydrogen bonding and constitute means of insight into
the properties of liquid water, the actual picture is far more complex. An under-
standing of condensed phase water properties, cooperative behaviour and the na-
ture of hydrogen bonding in liquid water requires a quantitative knowledge of how
many-body interactions depend on thermal disorder [125] and cluster size [126].

Experimental results suggest some degree of covalency in condensed phase water
[81, 82], interpreted as electron sharing between a1 symmetry valence orbitals or
coordinate-covalent bonding [30] or as the result of charge transfer from the lone
pair orbital 1b1 to empty anti-bonding (4a1 or 2b1) orbitals of neighboring water
molecules [127, 128]. The current perception is that 3a1 and/or 1b1 molecular
orbitals are involved in hydrogen bonding.

11



Chapter 1 General introduction

1.2 Hydrogen bonding and electronic structure

Hydrogen bonding and cooperative behavior in condensed phase water can be un-
derstood in terms of the electron density redistribution induced by intermolecular
interactions and its dependence on local hydrogen bonding patterns [115, 116].
Therefore, changes in the electronic structure of interacting water molecules are
dependent on the local hydrogen bonding environment [29,30,102]. Consequently,
when compared with the gas phase, electronic energy levels in liquid water are
broadened, as observed by photoelectron emission spectroscopy [32, 33] and com-
puter simulation [129–132] (Figure 1.6). Broadening of electronic energy levels can
be understood as the result of:

• Electronic broadening: electronic energy level splitting due to electron den-
sity redistribution induced by intermolecular interactions.

• Thermal broadening: the statistical distribution of local hydrogen bonding
environments in liquid water.
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Figure 1.6: Theoretical electronic density of states for valence (occupied) and virtual
(unoccupied) states averaged over 50 uncorrelated (H2O)30 configurations sampled from
liquid water Monte-Carlo simulation using the TIP5P intermolecular potential (solid
lines). The inner and outer valence electronic energy levels for an isolated water molecule
in the TIP5P geometry are represented as dotted lines.

12



1.2 Hydrogen bonding and electronic structure

Calculations by Hunt et al. [129], suggest that electronic broadening is dominant,
although thermal broadening is found to be of comparable magnitude. Band
(or peak) positions associated to each valence molecular orbital are also red-
shifted, when compared with the gas phase. The experimental gas-liquid shifts
are 1.45±0.05 (1b1), 1.34±0.12 (3a1), 1.46±0.06 (1b2), and 1.72±0.16 (2a1) eV
and broadenings are 4.0, 2.1, 1.3 and 1.2 times those in the gas phase [32,33]. The
different extent of the specific band peak shift, broadening and overlap underlines
the different role each molecular orbital plays in hydrogen bonding [30,32,33].

1.2.1 An optical energy diagram for liquid water

The electronic structure of pure liquid water can be approximately described by
a simple band structure, as a lone-pair amorphous insulator or a large gap lone-
pair amorphous semi-conductor [34,133,134], where the highest valence electronic
energy state (valence band edge) is separated from the lowest virtual electronic
energy state (conduction band edge) by a large energy gap (band gap) Eg, as
illustrated in Figure 1.7.

  

Conduction  band
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O)(l)

valence band edge
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2
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Figure 1.7: A generic semiconductor energy diagram for liquid water. The valence
band edge and conduction band edge can be viewed as the condensed phase analog of
the highest energy occupied molecular orbital (HOMO) and lowest energy unoccupied
molecular orbital (LUMO). The band gap is thus the condensed phase analog of the
HOMO-LUMO gap.

The photoemission threshold of pure liquid water PET[H2O(l)] corresponds to
the minimum energy required to eject an electron from a liquid water molecule
(valence band edge) into vacuum with zero kinetic energy (vacuum level) [32, 33].
In common practice, the vacuum level is defined relative to the valence band edge
by the photoemission threshold of the pure liquid. A typical reference value is
10.04 eV [135]. A recent estimate based on the extrapolation of the experimental
electron binding energies for the 1b1 band tail yields an estimate of 9.9 eV [32].
Above the photoemission threshold, at or near the surface of liquid water, the
corresponding process can be described as:

2H2O(l)→ H2O+(aq) + H2O(l) + e−(g) (1.9)
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Chapter 1 General introduction

The conduction band edge V0, is defined relative to the vacuum level, as the en-
ergy needed to take a zero kinetic energy electron from vacuum into the conduction
band edge as a delocalized quasi-free or conducting electron e−(cond.). A usual ref-
erence value is -1.2±0.1 eV based on photoionization of aqueous indole [133,136].
A recent estimate based on the extrapolation of hydrated electron cluster ioniza-
tion data towards bulk, suggests lower values (-0.126 V0 6 0) [35, 137]. Since V0

is defined relative to the vacuum level, the quantity −V0 is usually referred to as
the electron affinity of liquid water.

The optical band gap, Eg, is defined as the energy required to promote an elec-
tron from the valence band edge to the conduction band edge as a localized quasi-
free or conducting electron e−(cond.), leaving behind an ionized water molecule
H2O+(aq) in the geometry of a neutral liquid water molecule.

2H2O(l)→ H2O+(aq) + H2O(l) + e−(cond.) (1.10)

Within this optical approach Eg is usually associated with the vertical ionization
potential of pure liquid water and computed as:

Eg = PET[H2O(l)] + V0 (1.11)

Depending on the value chosen for V0 and PET[H2O(l)], the vertical band gap
for pure liquid water can be placed within the 8.7−10.04 eV range. A generally
accepted value is 8.7±0.5 eV [138].

1.2.2 The anion problem

Similarly to crystalline semi-conductors, the band gap in liquid water can be occu-
pied by defects such as the hydrated electron e−(aq) [139] or the hydroxide anion
OH−(aq) [35, 137]. Within an “optical” generic semiconductor energy diagram,
anionic defects can be readily located below vacuum level by the corresponding
photoemission thresholds. However, the attempt to reconcile known aqueous anion
thermochemical and photochemical properties within an “optical” generic semi-
conductor energy diagram leads to well known inconsistencies.

Removal of an electron from an anionic defect X−(aq), leaves the resulting neu-
tral species, X(aq), far from its minimum energy structure. The final state re-
sulting from the complete relaxation of solvent molecules about X(aq) defines
the vacuum level, whereas the adiabatic reattachment of an electron to this vac-
uum level structure, restoring the initial anionic defect structure, corresponds to
the bulk adiabatic electron affinity AEA∞[X(aq)]. Accordingly, an anionic defect
X−(aq) (X= e−, I−, Br−, Cl−, F−, OH−) can be located below vacuum level by the
bulk adiabatic electron affinity of the corresponding neutral species, AEA∞[X(aq)]
trough a thermodynamical cycle, as described by Coe et al. [35]:
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1.2 Hydrogen bonding and electronic structure

X−(g)

∆Ehyd[X−]

��

AEA[X(g)]−−−−−−→ X(g)

∆Ehyd[X]

��

+ e−(g)

X−(aq) AEA∞[X(aq)]−−−−−−−−→ X(aq) + e−(g)

where ∆Ehyd[X
−] is the hydration energy of the anion defect, ∆Ehyd[X] the hy-

dration energy and AEA[X(g)] the gas phase adiabatic electron affinity of the
corresponding neutral species.

AEA∞[X(aq)] = −∆Ehyd[X
−] + AEA[X(g)] + ∆Ehyd[X] (1.12)

From Eq.(1.12), using experimental values for AEA[OH(g)] = 1.83 eV [140],
∆Ehyd[OH−] ≈ ∆Hhyd[OH−] = −4.970 eV [141] and the semiempirical estimate
for ∆Ehyd[OH] = −0.37 eV by Coe et al. [35], the OH−(aq) anionic defect can be
placed 6.43 eV below vacuum level (Figure 1.8). Based on this value, the exper-
imental PET[OH−(aq)] = 8.45 eV [142] would reach the conduction band ∼2 eV
above vacuum level.
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Figure 1.8: Location of the OH−(aq) anionic defect below vacuum level.

As AEA∞[e−] = −∆Ehyd[e
−], taking ∆Ehyd[e

−] ≈ ∆Hhyd[e
−] = −1.72 eV [143],

the hydrated electron anionic defect can be placed 1.72 eV below vacuum level
[35, 137]. Based on this value, PET[e−(aq)] = 2.4 eV [35] would also reach the
conduction band above vacuum level (Figure 1.9).
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Figure 1.9: Location of the e−(aq) anionic defect below vacuum level.
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Moreover, based on a ∼10 eV PET for pure liquid water, an hydrated electron
should only be produced from pure liquid water above ∼8.2 eV. It is however well
known that electrons can be produced by photoabsorption at ∼6.5 eV [144, 145].
These and similar discrepancies found for I−(aq), Br−(aq), Cl−(aq) and F−(aq) an-
ionic defects [35, 137] are collectively known as the anion problem, and show that
unlike usually assumed, photoemission thresholds do not determine the vacuum
level of pure liquid water.

1.2.3 An adiabatic energy diagram for liquid water

The ability of water molecules to reorganize about charged and neutral defects and
the reactive nature of ionized or electronically excited states of water molecules
[138,145–147], suggest that an adiabatic route can be used to define the band gap
for for pure liquid water [35, 137]. In order to reconcile known photochemistry
and thermochemistry of both pure water and anion aqueous solution, Coe et al.
[35, 137] proposed an alternate definition for the band-gap of pure liquid water,
(Figure 1.10) where the position of anionic defects depends on a solvent relaxation
coordinate and the reactive nature of ionized or electronically excited states is
taken into account.
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1.2 Hydrogen bonding and electronic structure

The unstable water cation produced by the vertical ionization/excitation of a
valence band water molecule (Figure 1.10, lefthand) undergoes a proton transfer
reaction with neighboring water molecules [145,146].

H2O+(aq) + H2O(l) + e−(cond.)→ H3O+(aq) + OH(aq) + e−(cond.) (1.13)

The adiabatic conduction band edge (Figure 1.10, center) is thus associated with
solvent relaxation about the H3O+(aq) cation and the OH(aq) radical and the
minimum kinetic energy of a delocalized quasi-free conducting electron e−(cond.).
It should noted that there is no solvent relaxation around a quasi-free electron
in the conduction band, which otherwise would lead to localization and hence to
the electron anionic defect H3O+(aq)+OH(aq)+e−(aq) (Figure 1.10, righthand)
[35,137].

Since the timescale of solvent relaxation is much larger than the vertical process,
the adiabatic conduction band edge is not vertically accessible from the valence
band edge, i.e. an adiabatic band-gap cannot be directly measured. However, as
much of both thermochemistry and photochemistry of anionic defects is known
experimentally, the adiabatic band gap, Egap, can be calculated from their relative
energies to the valence band edge and adiabatic band gap of pure liquid water,
e.g. as the energy required to get to the hydroxide anionic defect (Figure 1.10,
righthand) from the conduction band edge (Figure 1.9, center),

H3O+(aq) + OH(aq) + e−(cond)
Egap−−−−−→ H3O+(aq) + OH−(aq) (1.14)

taking into account that the hydroxide anionic defect can be placed 0.58 eV above
the valence band edge of pure water by virtue of the temperature dependence of
KW [35, 140] .

2H2O(l)
∆Er≈∆Hr=0.58 eV−−−−−−−−−−−→ H3O+(aq) + OH−(aq) (1.15)

Since full solvent relaxation occurs about the hydronium cation in both the con-
duction band edge and the hydroxide defect, Eq.(1.14) can be rewriten as:

OH(aq) + e−(cond)
Egap−−→OH−(aq) (1.16)

The adiabatic bandgap, Egap, can then be readily determined trough a thermody-
namic cycle:

OH(g)

∆Ehyd[OH]

��

+ e−(g)

V0

��

−EA[OH(g)]−−−−−−−−→ OH−(g)

∆Ehyd[OH−]

��
OH(aq) + e−(cond) Egap−−−−−→ OH−(aq)
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Egap = ∆Ehyd[OH] + V0 + AEA[OH(g)]−∆Ehyd[OH−] + 0.58 ≈ 7.0eV (1.17)

Although a ∼ 7 eV adiabatic band gap is compatible with known pure water and
anion defect thermochemistry and photophysics, this estimate rests on two quan-
tities not yet settled: the hydration energy of the hydroxyl radical (∆Ehyd[OH])
and the conduction band edge of liquid water (V0).

1.3 Motivation of this thesis

From the brief overview presented the previous sections, it can be easily seen
that the relation between electronic structure, intermolecular interactions and con-
densed phase properties is a fundamental one and pertains to much of what is
understood as chemistry. Since a thourough discussion this subject is beyond the
scope of a PhD thesis, we have instead focused on two specific although important
aspects which define the motivation and scope of the work developed troughout
the present thesis:

• The evaluation of a computationally viable approach for the quantitative
prediction of core and valence electron binding energies in liquid water based
on density functional methods [130,148,149].

• A reevaluation of the two unknowns in Eq.(1.17), namely the hydration en-
ergy ∆Ehyd[OH] and enthalpy ∆Hhyd[OH] of the OH radical as well as the
conduction band edge V0.

Up to this point, although the arguments for an adiabatic picture are founded
on a microscopic perspective, the quantitative estimate of the adiabatic band-
gap is entirely based on macroscopic properties. However, the question whether
the adiabatic picture also holds at the molecular level presents itself naturally.
Consequently, a molecular level study of finite size analogs of the valence band
edge, conduction band edge and the hydrated electron anionic defect was carried
out as a molecular level verification of the adiabatic picture proposed by J.V. Coe.
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Computational methods

Scientific computing has lead to a profound transformation of scientific practice
and reasoning, from which the digital computer has emerged as an instrument
of research alongside with experiment and theory [4, 150]. In chemistry, those
aspects of molecular research that are expedited or rendered practical by the use
of computers, can be grouped under the heading of computational chemistry [151].

Computational chemistry methodologies are based on theoretical models, de-
fined as approximate but well defined mathematical procedures [152], that when
implemented as a computer program [153,154], make it possible to quantitatively
describe chemical systems [155–165]. According to their theoretical foundations,
computational chemistry methods can ultimately be grouped as quantum chemical
and simulation methods.

• Quantum chemical methods describe the properties of matter in terms of
their constituent electrons and nuclei according to quantum theory, where
computations seek approximate solutions to the Schrödinger equation, based
on molecular orbital theory [159,160] or density functional theory [161,162].

• Simulation methods describe the properties of matter in terms of their con-
stituent atoms or molecules under the rules of classical statistical mechanics,
where computations are aimed at predicting macroscopic properties, based
on the statistical averaging over the possible microscopic states of the sys-
tem [163,164].

Computational chemistry thus spans from microscopic to macroscopic scale, pro-
viding a molecular level interpretation of experimental data [31, 166], estimates
for properties difficult to obtain from experiment [54, 98] and the testing grounds
for theory [167]. The synergy between computation, experiment and theory has
accelerated progress in every aspect of chemical sciences and established computa-
tional chemistry as an integral part of basic and applied research [150]. Widespread
aknowledgement came with the 1998 award of the Nobel prize in chemistry to John
Pople for his development of computational methods in quantum chemistry [152]
and Walther Kohn for his development of the density functional theory [168].
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2.1 Quantum chemical methods

Quantum chemical methods [155–162] seek approximate solutions for the time-
independent, non-relativistic molecular Schrödinger eigenvalue equation,

ĤΨ = EΨ (2.1)

where Ĥ is the Hamiltonian, the wavefunction Ψ one of its eigenfunctions and the
energy E the corresponding eigenvalue. In atomic units [52], the Hamiltonian is,

Ĥ = −
N∑
i=1

1

2
∇2
i −

M∑
A=1

1

2MA

∇2
A −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij
+

M∑
A=1

M∑
B>A

ZAZB
RAB

(2.2)

where i, j refer to electrons and A,B to nuclei, ∇2 is the Laplace operator, M is the
nuclear mass in multiples of the mass of an electron, Z the atomic number, r and R
distances between particles. The first two terms are electronic and nuclear kinetic
energy operators whereas the remaining terms are potential energy operators which
describe Coulomb electron-nuclei, electronic and nuclear interactions.

The central approximation in quantum chemical methods is the adiabatic Born-
Oppenheimer approximation [169, 170], where electronic and nuclear motion is
decoupled based on the large difference in the mass of nuclei and electrons: the
latter move much more rapidly and thus considered to move in the field gener-
ated by stationary nuclei. Neglecting nuclear kinetic energy, and taking nuclear
repulsion as constant, the original problem is simplified to:

ĤeΨe({R}) = Ee({R})Ψe({R}) (2.3)

Ĥe =
N∑
i=1

ĥ(i) +
N∑
i=1

N∑
j>i

1

rij
ĥ(i) = −1

2
∇2
i −

M∑
A=1

ZA
riA

(2.4)

where {R} denotes a parametric dependence on nuclear coordinates. The total
energy of the system Etot {R}, defines a potential energy surface for nuclear motion
which holds information on all possible minimum energy structures and all their
interconnecting pathways.

Etot {R} = Ee {R}+
M∑
A=1

M∑
B>A

ZAZB
RAB

(2.5)

This provides the fundamental relation between energy and structure, properties,
dynamics and reactivity [96,98,171]. Consequently, quantities derived from quan-
tum chemical calculations depend on how accurately potential energy surfaces are
described.
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2.1 Quantum chemical methods

The ultimate aim of quantum chemical methods can thus be restated as the
search for approximate solutions for the electronic Schrödinger equation Eq.(2.3)
[172], as implemented in molecular orbital [159, 160] and density functional [161,
162] theory based methods. Subscripts will be dropped henceforth.

2.1.1 Wavefunction methods

Wavefunction methods seek approximate solutions Ψ̃ to Eq.(2.3), based on an
expansion of the exact wavefunction Ψ in terms of a superposition of N -electron
wavefunctions {Φa},

Ψ̃ =
∑
a

caΦa (2.6)

each of which expressed as a Slater determinant [173], defined as the antisym-
metrized product of orthonormal one-electron wavefunctions {χN},

Φa = |χ1 · · ·χK〉 =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)

...
...

...
...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣ (2.7)

where 1/
√
N ! is a normalization constant and x = (r, ω) refers to electronic space

and spin coordinates. A Slater determinant describes a system with N indis-
tinguishable electrons (rows) occupying χ1 · · ·χN spin orbitals (columns), also
referred to as molecular orbitals, each defined as the product of a one-electron
spatial function ψ(r) and one of two orthonormal spin functions (α(ω) or β(ω)).
The properties of determinants enforce the antisymmetry principle since the ex-
change of any two rows changes its sign and also the Pauli exclusion principle given
that if any two rows are identical the determinant vanishes.

Using Slater-Condon rules [173, 174] and Dirac notation [175], the energy ex-
pression for a Slater determinant Φa can be written in terms of spin orbitals:

Ea = E [{χi}] = 〈Φa|Ĥ|Φa〉 =
N∑
i=1

〈i|ĥ|i〉+
N∑
i=1

N∑
j>i

[〈ij|ij〉 − 〈ij|ji〉] (2.8)

where

〈i|ĥ|i〉 =

∫
χ∗i (x1)ĥ(x1)χi(x1)dx1 = Hii (2.9)

〈ij|ij〉 =

∫
χ∗i (x1)χ∗j(x2)r−1

12 χi(x1)χj(x2)dx1dx2 = Jij (2.10)

〈ij|ji〉 =

∫
χ∗i (x1)χ∗j(x2)r−1

12 χj(x1)χi(x2)dx1dx2 = Kij (2.11)
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The first term in Eq.(2.8) is a sum of one-electron core integrals Hii which col-
lects all electronic kinetic energy and Coulomb electron-nuclei attraction potential
energy. The second term is a sum of two-electron Coulomb Jij and exchange Kij

integrals, which collect all electronic repulsion potential energy.
Computational strategies are based on the variation principle [159], which states

that if the energy E[Ψ̃] of an approximate wavefunction Ψ̃ is stationary with
respect to an arbitrary variation δΨ̃, then the wavefunction is an eigenfunction
of the hamiltonian Ĥ. The corresponding energy E[Ψ̃] is an upper bound to the
exact ground state energy E0,

E[Ψ̃] =
〈Ψ̃|Ĥ|Ψ̃〉
〈Ψ̃|Ψ̃〉 =

∫
Ψ̃∗ĤΨ̃dx∫
Ψ̃∗Ψ̃dx

=

∑
a | ca |2 Ea∑
a | ca |2

≥ E0 (2.12)

where E[Ψ̃] = E0 only if Ψ̃ = Ψ0. The equality in Eq.(2.12) holds for an expansion
over the complete (infinite) set {Φa} of eigenfunctions of Ĥ. Altough the varia-
tional principle is mostly invoked for the ground state it also applies for excited
states, where E[Ψ̃a] is an upper bound to the exact energy Ea of the corresponding
excited state [176]. In practice a finite expansion is used and approximate solutions
are found by making E[Ψ̃] stationary with respect to variations of the expansion
parameters.

The Hartree-Fock approximation

Minimization of E [{χi}] Eq.(2.8) with respect to the choice of spin orbitals, con-
strained to remain orthonormal, leads to N coupled one-electron eigenvalue equa-
tions known as the Hartree-Fock equations [177–180],[

ĥ(x1) +
∑
j

(
Ĵj(x1)− K̂j(x1)

)]
︸ ︷︷ ︸

f̂(x1)

χi(x1) = εiχi(x1) (2.13)

where the Fock operator f̂(x1) is the corresponding one-electron Hamiltonian.
The Coulomb operator, Ĵj, corresponds to an effective local one-electron repulsion
potential due to the average distribution of an electron in the jth spin orbital. As
consequence each electron moves in the field generated by the average distribution
of all other electrons.

Ĵj(x1)χi(x1) =

[∫
|χj(x2)|2r−1

12 dx2

]
χi(x1) (2.14)

The exchange operator, K̂j, corresponds to a non-local potential that arises from
the antisymmetric nature of a single determinant wavefunction, associated to the
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2.1 Quantum chemical methods

correlated motion of same spin electrons. Since α and β spin functions are orthog-
onal, all but same spin integrals Kij vanish in Eq.(2.8). As exchange integrals Kij

are always positive, the repulsive potential energy (Jij −Kij) for same spin elec-
trons is lower than for those of different spin. This reflects the reduced probability
of finding same spin electrons close to one another. The exchange potential can
thus be viewed as a correction to the Coulomb potential due to the Pauli exclusion
principle.

K̂j(x1)χi(x1) =

[∫
χ∗j(x2)r−1

12 χi(x2)dx2

]
χj(x1) (2.15)

The total electron repulsion potential in Eq.(2.13) is usually denoted as Veff . Since

Veff , and thus f̂ depends on yet to be determined N−1 occupied orbitals, solutions
are found via an iterative procedure, starting from an initial guess χi from which
Veff can be known, Eq.(2.13) solved, and Veff built from the resulting orbitals.
Iteration proceeds until the initial and final orbitals differ by less than a predefined
threshold, at which point are considered to be eigenfunctions of the Fock operator.
The ground state energy can then be readily evaluated by Eq.(2.8) or by Eq.(2.16)
where eigenvalues of the Fock operator εi are interpreted as orbital energies.

E(HF) =
N∑
i=1

εi − 1

2

N∑
i=1

N∑
j=1

[〈ij|ij〉 − 〈ij|ji〉] (2.16)

Orbital energies can be related to physical quantities via Koopmans theorem [181],
under the assumption that molecular orbitals remain unchanged upon subtraction
or addition of an electron. The N lowest energy spin orbitals χi are termed as
occupied and −εi is interpreted as an approximate vertical ionization potential
whereas the remaining higher energy orbitals χr are termed as virtual and −εr
interpreted as an approximate vertical electron affinity.

εi = 〈χi|f̂ |χi〉 = 〈i|ĥ|i〉+
N∑
j

[〈ij|ij〉 − 〈ij|ji〉] ≈ −IPi (2.17)

εr = 〈χr|f̂ |χr〉 = 〈r|ĥ|r〉+
N∑
i

[〈ri|ri〉 − 〈ri|ir〉] ≈ −EAi (2.18)

Agreement with experiment is dependent on error cancellation, which is most
effective for outer valence orbitals, particularly for the highest energy occupied
molecular orbital, which corresponds to the molecular ionization potential [182].

The Hartree-Fock approximation thus simplifies the original N -electron eigen-
value equation Eq.(2.3) to N one-electron coupled eigenvalue equations Eq.(2.13)
at the cost of an approximate description of electron motion Eq.(2.14). Com-
putational implementations are based on numerical methods, and applications
restricted to atoms or small diatomic molecules [183].
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The Roothaan-Hall approximation

An efficient computational implementation of the Hartree-Fock approximation is
achieved trough the expansion of the spacial component ψi(r) of the unknown
molecular orbitals χi as linear combinations of already known atom-centered one-
electron basis functions φµ(r), often taken as atomic orbitals,

ψi(r) =
K∑
µ=1

Cµiφµ(r) (2.19)

for which Slater functions (∝ e−r) are the optimal functional form [184, 185].
Actual implementations make use of gaussian (primitive) functions φpgto(r) and
linear combinations (contractions) thereof φcgto(r), as an approximation to Slater
functions and the correct radial behaviour [186]:

φpgtoµ (ζµ, j, k, l, r) = N(x− xA)j(y − yA)k(z − ZA)le−ζµ(r−RA)2 (2.20)

φcgtoµ (r) =
L∑
p=1

dpµφ
pgto
p (ζp,µ, r) (2.21)

where N is a normalization constant and RA nuclear coordinates. The expo-
nent parameter ζ defines the size and the integers j, k, l the shape of a primitive
gaussian. Since valence orbitals are the most affected by chemical bonding and in-
termolecular interactions, the contraction scheme can be structured in such a way
that the greatest flexibility is allocated to the valence region by assigning multiple
contractions to each valence orbital and a single contraction to each core orbital
as implemented in segmented [187] split-valence basis sets [188, 189]. The intro-
duction of polarization functions [189, 190], higher angular moment primitives, is
also required to describe electron redistribution in a molecular environment, e.g. d-
and f -type primitives are used as polarization functions for p-type contractions.
Diffuse functions [191, 192], usually small exponent s- or p-type primitives are of-
ten necessary, namely for an adequate descrition of lone pairs, anions and excited
states. More details on can be found in Ref. [193, 194]. A public repository of
gaussian basis sets is available at the Basis Set Exchange database [195].

Expansion of the energy expression of a restricted closed-shell Slater determinant
in terms of the atomic basis {φµ} and minimization of the total energy with respect
to the variation of the expansion coefficients leads to the Roothaan-Hall matrix
equations [196–198].1

K∑
ν=1

FµνCνi = εi

K∑
ν=1

SµνCνi (2.22)

1 or to the Pople-Nesbet equations for a open-shell unrestricted Slater determinant [199]
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2.1 Quantum chemical methods

The resulting set of (K × K) equations is usually presented in compact matrix
notation as

FC = SCε (2.23)

where the Fock matrix F is the representation of the Fock operator in the atomic
basis Fµν = 〈φµ|f̂ |φν〉 and S the overlap matrix between non-orthogonal atomic
basis functions Sµν = 〈φµ|φν〉. The expansion coefficient matrix C spans the
full set of K solutions, where each column {Cνi} corresponds to the expansion
coefficients of each doubly occupied molecular orbital ψi and ε is a diagonal K ×
K square matrix of the corresponding orbital energies εK . Solutions are found
trough an iterative procedure similar to the already described for the Hartree-Fock
approximation, the difference being that the overlap matrix is orthogonalized in
intermediate steps in order to bring Eq.(2.23) into true eigenvalue form. An infinite
expansion of the molecular orbitals, yields the lowest possible energy within the
Hartree-Fock approximation, referred to as the Hartree-Fock limit E∞(HF) [200].

Therefeore, the Roothaan-Hall approximation simplifies the numerical problem
posed by the Hartree-Fock equations to a matrix eigenvalue problem Eq.(2.23),
ammenable to efficient computational implementation, at the cost of an approxi-
mate description of molecular orbitals Eq.(2.19).

Electron Correlation

The motion of any two electrons is said to be correlated when the joint probability
of finding two electrons ρ(x1,x2) at two given locations is not equal to the product
of the individual probability densities ρ(x1)ρ(x2). Consequently, the two events are
not independent. The difference between these two quantities can be ascribed to
electron correlation, usually subdivided into Coulomb and Exchange correlation.

• Coulomb correlation is the consequence of instantaneous electron repulsion,
which leads to a reduced probability of finding a second electron in the
immediate vicinity of another, irrespective of spin.

• Exchange correlation is the consequence of the Pauli exclusion principle,
which leads to a reduced probability of finding a second electron in the
immediate vicinity of an electron with the same spin.

The more accurately electron correlation is described, the lower the electron re-
pulsion potential energy and the closer the total energy is to the exact value from
above, as expected from the variational principle. The energy associated with the
correlated motion of electrons is thus a negative quantity and usually defined as
the difference between the energy of a system calculated as the minimal value
within the Hartree-Fock approximation (i.e. the Hartree-Fock limit) and the exact
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nonrelativistic energy of that system [201].

Ecorr = Eexact − E∞(HF) (2.24)

As exchange correlation is already accounted for Eq.(2.15), the above energy dif-
ference concearns (dynamic) Coulomb correlation Eq.(2.16). Often, a distinction
is made between dynamic and static correlation [202]. Contributions to Eq.(2.24)
may also arise from the inadequacy of a single determinant wavefunction, where
a single configuration does not provide a qualitatively correct description of elec-
tronic structure for degenerate or near-degenerate systems [203]. As such effects
are unrelated to short range instantaneous electron repulsion, it is refered to as
static or non-dynamic correlation. While dynamic correlation is by definition al-
ways present, the contribution from static correlation depends on the chemical
problem at hand [204]. Non-degeneracy is assumed troughout the present work.

In wavefunction methods, electron correlation is introduced by the admixture of
virtual orbitals into the wavefunction. As the total energy depends only on occu-
pied orbitals Eq.(2.16), electron correlation accounted for by expanding the exact
wavefunction as a superposition states, each built by the promotion of electrons
from occupied (χi,...) to virtual (χr,...) orbitals of the ground state Hartree-Fock
wavefunction Φ0.2

Post Hartree-Fock methods

Electron correlation is introduced in a straightforward way in Configuration In-
teraction (CI) methods [205–209], where the exact wavefunction is expressed as a
linear combination of the ground state Hartree-Fock determinant Φ0 and all unique
determinants corresponding to single (S) Φr

i , double (D) Φrs
ij , triple (T) Φrst

ijk and
higher excitations.

Ψ = c0Φ0 +
occ∑
i

virt∑
r

criΦ
r
i +

virt∑
r<s

crsijΦrs
ij +

occ∑
i<j<k

virt∑
r<s<t

crstijkΦ
rst
ijk + · · · (2.25)

The ground state energy and wavefunction is found by variational minimization of
the energy with respect to the expansion coefficients {c0, c

r···
i···}, under the normal-

ization constraint. This leads to the CI matrix eigenvalue equation,
〈Φ0|Ĥ|Φ0〉 0 〈Φ0|Ĥ|D〉 0 · · ·

0 〈S|Ĥ|S〉 〈S|Ĥ|D〉 〈S|Ĥ|T 〉 · · ·
〈D|Ĥ|Φ0〉 〈D|Ĥ|S〉 〈D|Ĥ|D〉 〈D|Ĥ|T 〉 · · ·

0 〈T |Ĥ|S〉 〈T |Ĥ|D〉 〈T |Ĥ|T 〉 · · ·
...

...
...

...
. . .




c0

cri
crsij
crstijk

...

 = E


c0

cri
crsij
crstijk

...

 (2.26)

2 The single determinant picture, where electrons occupy well defined molecular orbitals with
energy εi must be abandoned once the wavefuntion is expanded.
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where 〈Φ0|Ĥ|S〉 = 〈S|Ĥ|Φ0〉 = 0 as from Brilouin’s theorem [159], singly excited
determinants do not mix directly with the ground state. Also, as Ĥ is a two-
electron operator, all contributions to the energy from matrix elements that differ
in more than two orbitals are zero [159]. The remaining non-vanishing terms,
weighed by the corresponding expansion coefficients, constitute a correlation en-
ergy correction. The lowest eigenvalue of the CI matrix is the CI ground state
energy and the corresponding eigenvector the expansion coefficients for the CI
ground state wave function. In turn, the second lowest eigenvalue corresponds to
the CI energy for the first excited state, etç.

Expansion over all possible Slater determinants, within the limits of a finite
one-electron basis, is termed as Full CI. The exact energy corresponds to Full
CI in the limit of a complete one-electron basis. A computationally viable ap-
proach to electron correlation usually requires truncation of both N -electron and
one-electron expansion. While on one hand truncated CI methods are variational,
which ensures that successive improvement as the CI expansion converges to Full
CI from above, on the other, truncation results in incorrect scaling of the cor-
relation energy with system size. In a size-extensive method, correlation energy
should scale linearly with the number of interacting particles. While FCI is size-
extensive, truncated CI methods are not, due to the absence corrections involving
higher excitations, increasingly important as the number of electrons increases.
Consequently, the fraction of exact correlation recovered in truncated CI meth-
ods decreases as system size increases, leading to incomplete error cancellation in
relative energy calculations.

Size-extensive alternatives to CI also involve truncation of the wavefunction
expansion at some point. However, truncation of the wavefunction expansion is
done so that correct scaling of the correlation energy with system size is enforced.
In Coupled Cluster (CC) methods [210–213], all excited Slater determinants are
generated by an exponential expansion of the cluster operator T̂ , defined as a sum
of N -fold excitation operators T̂N , where N is the number of electrons.

Ψ = eT̂Φ0 =
(

1 + T̂ + 1
2!
T̂ 2 + 1

3!
T̂ 3 · · · 1

n!
T̂ n + · · ·

)
Φ0 (2.27)

T̂ = T̂1 + T̂2 + · · ·+ T̂N T̂NΦ0 =
∑occ

i<···
∑virt

r<··· t
r···
i···Φ

r···
i··· (2.28)

The unknown cluster amplitudes tr···i··· are the equivalent to the coefficients in the CI
expansion. Each type of correction (S, D, T, . . .) is included, trough the amplitudes
of (connected) T̂N and product (disconnected) T̂ nN excitations. From the expansion
of the full cluster operator, and grouping terms according to the associated overall
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excitation,

eT̂ =1 + T̂1 +
(
T̂2 + 1

2
T̂ 2

1

)
︸ ︷︷ ︸

double excitations

+
(
T̂3 + T̂2T̂1 + 1

6
T̂ 3

1

)
︸ ︷︷ ︸

triple excitations

+
(
T̂4 + T̂3T̂1 + 1

2
T̂ 2

2 + 1
2
T̂2T̂

2
1 + 1

24
T̂ 4

1

)
︸ ︷︷ ︸

quadruple excitations

+ · · ·
(2.29)

the advantage of a non-linear expansion is evident. The cluster expansion ensures
size-extensivity as truncation eliminates contributions from higher (connected)
terms while at the same time retaining contributions from higher excitations trough
the amplitudes of lower (disconnected) product terms.

A complementary approach is the Møller-Plesset perturbation method [214,215],
where the exact Hamiltonian Ĥ is partitioned into a unperturbed term Ĥ0, defined
as a sum of one-electron Fock operators and a perturbation potential V̂ , taken as
electron correlation,

(Ĥ0 + λV̂ )Ψ = EΨ (2.30)

where λ defines the extent of the perturbation. The exact wavefunction and energy
are given as a power series of the perturbation parameter λ.

Ψ = Ψ0 + λ1Ψ1 + λ2Ψ2 + λ3Ψ3 + · · ·+ λnΨn + · · ·
E = E0 + λ1E1 + λ2E2 + λ3E3 + · · ·+ λnEn + · · · (2.31)

Inserting Eq.(2.31) into Eq.(2.30) and collecting the terms of the same order in λn

yields a set of perturbation equations which can be solved recursively for up to any
order n for all (S, D, T, . . .) corrections. The order to which energy is corrected
defines a hierarchy of methods denoted as MPn. Truncation of the perturbation
series also results in a size-extensive method.

Although convergence to Full CI is assumed as the cluster operator expansion
Eq.(2.29) or the perturbation series Eq.(2.31) is successively improved, both meth-
ods are not variational. Consequently, improvement may not lead to better results
and the energy does not necessarily converge to the exact value from above, as is
the case of Møller-Plesset methods, where convergence of the perturbation series
has been sown to be non monotonic [216,217].

The possibility of systematic improvement in wavefunction methods allows the
prediction of accurate energies (and thus properties) up to any accuracy within
the Born-Oppenheimer nonrelativistic time independent approximation, the only
limitation being computational power available. However, the introduction of
electron correlation brought about by the expansion of the wave function comes
at a high price due to the factorial growth of the number of determinants to
be evaluated. Usually both the N -electron Eq.(2.25) and one-electron Eq.(2.19)
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expansion is truncated. The corresponding error is defined as the error relative
to the exact solution whereas, in the limit of complete one-electron basis, the
remaining error defines the error associated with an incomplete expansion of the
wave function, i.e. the intrinsic error of the theoretical method [218].

2.1.2 Density functional methods

An entirely different approximation to the electron correlation problem is based on
Density Functional Theory (DFT) [161,162], where in contrast with wavefunction
methods, the central variable is the electron density ρ(r),

ρ(r) = N

∫
|Ψ (x1, . . . ,xN) |2dω1dx2 . . . dxN (2.32)

which determines the probability of finding any of the N electrons in the volume
element dr1. Such an approach constitutes a considerable simplification since ρ(r)
depends on 3 coordinates, independently of N , whereas in wavefunction methods
one has to deal explicitely with 4N coordinates. The theoretical foundation of
density functional methods rests on the Hohenberg-Kohn theorems [219], which
demonstrate that any ground state property, e.g. energy, is a functional3 of the
ground state electron density ρ0,

E0 = F [ρ0] = E[ρ0] (2.33)

and that the energy of any approximate electron density function ρ̃(r) is an upper
bound to the true ground state energy,

E [ρ̃] ≥ E [ρ0] (2.34)

where E [ρ̃] = E [ρ0] only if ρ̃ = ρ0. The equality holds for the exact ground
state energy if the exact energy functional is known, in which case Eq.(2.34) is
equivalent to the variational principle. However, as the first Hohenberg-Kohn
theorem Eq.(2.33) only provides proof of the existence of an exact functional, the
problem at hand is thus to determine the unknown energy functional E [ρ] and
invoke the variational principle in order to determine the ground state energy.

In the approach adopted by Kohn and Sham [220], in which current density
functional methods are based, the total energy is regarded as a deviation from
a reference, ficticious system of non-interacting electrons, moving in an external
potential VS chosen so that the overall electron density ρS(r) is the same as that

3 Broadly defined, a functional is a function whose domain is a set of functions and denoted
as F [f(x)]. This concept was implicitely invoked earlier in Eq.(2.12) as the energy can be
viewed as a functional of the wavefunction E[Ψ].
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of the ground state of the fully interacting system ρ0(r). Accordingly, the exact
reference wavefunction is written as a Slater determinant Θ = |ϕ1 · · ·ϕN〉 Eq.(2.7)
and spin orbitals ϕi(r) are determined by,

ĥKSϕi(r) =

(
−1

2
∇2 + VS(r)

)
ϕi(r) = εiϕi(r) (2.35)

where
ρS(r) =

∑
i

∑
ω

|ϕi(r, ω)|2 = ρ0(r) (2.36)

The total energy for the fully interacting system can be written as a sum of the elec-
tronic kinetic energy T [ρ], electron-nuclei attraction potential Vne[ρ] and electron
repulsion potential energies Vee[ρ], each expressed as a functional of the electron
density. Relative to the reference system, this sum can be rewritten as,

E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ] = TS[ρ] + Vne[ρ] + Vee[ρ] + ∆T [ρ] + ∆Vee[ρ]︸ ︷︷ ︸
Exc[ρ]

(2.37)

where Ts[ρ] is the kinetic energy of the non-interacting electrons and the exchange-
correlation energy Exc[ρ] is defined as the sum of ∆T [ρ] and ∆Vee[ρ] which corre-
spond to the deviation of the kinetic energy and electron repulsion energy of the
fully interacting system from that of the reference system, respectively.

As the total density of both the reference system and the fully interaction system
is chosen to be the same via VS, the energy functional can be written in terms of
the spin orbitals of the reference system,

E[ρ] =TS[ρ] + Vne[ρ] + Vee[ρ] + Exc[ρ]

=TS[ρ] +

∫
Vneρ(r)dr +

1

2

∫
ρ(r1)ρ(r2)

r12

dr1dr2 + Exc[ρ]

=− 1

2

N∑
i

〈ϕi|∇2|ϕi〉 −
N∑
i

∫ M∑
A

ZA
r1A

|ϕi(r1)|2dr1

+
1

2

N∑
i

N∑
j

∫ |ϕi(r1)|2|ϕj(r2)|2
r12

dr1dr2 + Exc[ρ]

(2.38)

where Exc[ρ] is the unkonw exchange-correlation energy functional. Variational
minimization of E[ρ] with respect to the choice of spin orbitals, under the con-
straint that they remain orthogonal, leads to the Kohn-Sham equations,[

−1

2
∇2

1 −
M∑
A

ZA
r1A

+

∫
ρ(r2)

r12

dr2 − Vxc(r1)

]
︸ ︷︷ ︸

ĥKS

ϕi = εiϕi (2.39)
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2.1 Quantum chemical methods

which can be regarded as the equivalent of Eq.(2.13) and ĥKS the equivalent of
the one-electron operator Fock operator. From Eq.(2.35) and Eq.(2.39), VS is

VS = −
M∑
A

ZA
r1A

+

∫
ρ(r2)

r12

dr2 − Vxc(r1) (2.40)

where Vxc(r1) is the unknown exchange-correlation potential, for which the Exc is
the expectation value.

Vxc(r) =
δExc[ρ(r)]

δρ(r)
(2.41)

Similarly to the Hartree-Fock equations, the Kohn-Sham equations are solved it-
eratively since VS and thus ĥKS depends on the yet to be determined total elec-
tron density. Starting from a initial guess for ρ(r) from which VS can be known,
Eq.(2.39) solved and VS built from the resulting total electron density Eq.(2.36).
Iteration proceeeds until the initial and final densities differ by less than a pre-
defined threshold. The energy is then readily obtained from Eq.(2.38) Also, in
the same spirit of the Roothaan-Hall approximation, the introduction of a ba-
sis set Eq.(2.19) leads to the equivalent matrix equation Eq.(2.23), which allows
a computationally efficient implementation of the Kohn-Sham approach. Also,
the eigenvalues εi can be interpreted as molecular orbital energies, and the high-
est occupied orbital energy as the ionization potential, provided that the exact
exchange-correlation functional is used [221].

Unfortunately, the major drawback of density functional methods is that the ex-
plicit form of Exc[ρ] is unknown and as consequence, so is the exchange-correlation
potential Vxc(r). Therefore approximations must be made, the most simple of
which is the local density approximation (LDA), where it is assumed that the
density can be treated locally as a uniform electron gas [219, 220, 222, 223]. How-
ever, as in molecular systems the electron density is inhomogeneous, this approach
does not yield accurate results. Further improvement is obtained if besides the
electron density, the exchange-correlation functional is also made to depend on
the gradient of the density. This approach is known as the generalized gradient
approach (GGA), based on which the B88 [224] exchange functional or P86 [225],
PW91 [226], and LYP [227] correlation functionals were developed.

As coulomb repulsion for the ith electron, Eq.(2.39) third term on the l.h.s, is
determined from the total electron density, an electron experiences repulsion of its
own density. This self-interaction energy should be offset by an exact exchange-
correlation functional. This problem does not arise in the Hartree-Fock approxi-
mation as Jii = Kii Eq.(2.10-11) both terms cancel out in Eq.(2.16). As exchange
contributions are larger than those arising form correlation, accurate exchange en-
ergy is a attribute for an exchange-correlation functional. The adiabatic connection
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method [228] provides the theoretical framework for the introduction of exact ex-
change as a way to improve on the results of GGA functionals [229–233]. Exchange
energy is usually taken as a combination of LDA, the corresponding gradient cor-
rection term and exact exchange where the optimal weigth of each contribution is
usually found trough a fit to experimental data [230] or theory [233]. This leads to
improvement over GGA functionals as the introduction of exact exchange leads to
a partial correction of the self-interaction error [161]. However, although globally
leading to accurate results, the amount of exact exchange required for accurate
results has been shown not to be the same for all species [234,235].

Density functional methods recover electron correlation for the same computa-
tional cost as the Hartree-Fock method, which extends the range of application of
quantum chemical methods to systems that are too large for wavefunction based
methods. Unfortunately, there is no systematic way to improve accuracy in den-
sity functional methods. Consequently, it is not possible to clearly define the
error associated with a given calculation without reference to experimental data
or accurate wavefunction methods. Comparison between theory and experiment
can be found at the NIST Computational Chemistry Comparison and Benchmark
Database [236]

2.1.3 Singly excited states

The basic approach to singly electronically excited states in wavefunction methods
is the configuration interaction singles method (CIS) [237–239], where the wave-
function is now expanded as a linear combination of singly excited determinants.

ΨCIS =
occ∑
i

virt∑
r

criΦ
r
i (2.42)

The corresponding eigenvalue equation can be written in matrix notation as

AX = ωX (2.43)

where A is the representation of the Hamiltonian in the singly excited N -electron
basis, X is the matrix of the CIS expansion coefficients and ω is the diagonal
matrix of the excitation energies. The general expression for the total energy of
a singly excited state is expressed in terms of orbital energies and integrals over
molecular orbitals,

ECIS = EHF +
occ∑
i

virt∑
r

(cri )
2(εr − εi) +

occ∑
i

virt∑
r

occ∑
j

virt∑
s

(cri )(c
s
j)(ir||js) (2.44)

where two-electron integrals (ir||js) are represented in mulliken notation. As vir-
tual orbital energies are computed in the average field generated by the ground
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state charge distribution of all N electrons Eq.(2.18), excitation energies are usu-
ally overestimated from 0.5 to 2 eV when compared with experiment [237, 240].
However, CIS geometries have been shown to yield reliable geometries [241].

Although originally developed in a time-independent formalism, density func-
tional theory was extended to include the description of time-dependent phenom-
ena, where the first Hohenberg-Kohn theorem was generalized to include time-
dependent densities and potentials [242]. Similarly to the time-independent for-
malism, VS(r, t) is chosen so that the overall time-dependent electron density of
the reference system ρS(r, t) is the same as that of the fully interacting system
ρ(r, t). The corresponding time-dependent Kohn-Sham orbitals ϕ(r, t) satisfy the
time-independent Kohn-Sham equations,

i
∂ϕ(r, t)

∂t
=

[
−1

2
∇2 + VS(r, t)

]
ϕ(r, t) (2.45)

where

ρ(r, t) =
N∑
i

|ϕ(r, t)|2 (2.46)

Usually the exchange correlation potential is taken as a functional of the density
at fixed time t,

Vxc [ρ] (r, t) ≈ Vxc [ρt] (r) (2.47)

which enables the use of exchange-correlation functionals developed for time-
independent density functional theory. Excitation energies are determined within
linear response theory [239], namely from the evaluation of the mean dynamic
polarizability 〈α〉ω, which describes the response of the dipole moment to a time-
dependent electric field, where ω is the frequency of the fluctuation [243].

〈α〉ω =
states∑
i 6=0

〈Ψ0|r|Ψi〉2
ω − (Ei − E0)

(2.48)

The numerator of each term term in the summation corresponds to the transition
dipole moment whereas in the denominator Ei is the energy of the ith excited state
and E0 the energy of the ground state. In practice, 〈α〉ω is determined trough the
linear response of the charge density to the time-dependent electric field, which
diverges when ω is equal to the difference in energy between an excited state
and the ground state, i.e. the excitation energy. The photoabsorption spectrum
is thus determined as the poles of the dynamic polarizability, which in turn is a
function of the frequency of the applied field. Time dependent density functional
methods have been proven to be reliable for low-lying valence-excited states [239,
243]. However, the quality of the results strongly depends on the choice of the
exchange-correlation functional [239, 244]. Therefore as is the case of the ground
state, comparison with experiment or accurate theory is required.
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2.2 The sequential approach

Molecular simulation methods provide the means for the prediction of the proper-
ties and behaviour of a macroscopic collection of atoms or molecules based on sta-
tistically averaging over the possible microscopic states of the system as it evolves
under the rules of classical mechanics. In molecular dynamics simulation [164],
the microscopic states of the system are generated by solving the classical equa-
tions of motion as a function of time, using forces calculated by either quantum
chemical methods [96,98] or classical interaction potentials [245]. In Monte Carlo
simulation , equilibrium configurations are generated according to the probabili-
ties known from classical statistical mechanics, using energies calculated by either
quantum chemical methods [246] or classical interaction potentials [245].

A fundamental requirement in both methods is an accurate representation of the
potential energy surface of the system so that the dynamics or the relative popu-
lations of equilibrium configurations are adequatly described. While on one hand,
the use of quantum chemical methods in molecular simulation provides accurate
potential energy surfaces at a substancial computational cost, on the other, classi-
cal interaction potentials are computationally inexpensive but less accurate. In the
latter, the “effective” pairwise-additive approach for interactions between neutral
water molecules in liquid water is adopted and many-body effects are implicitly
taken into account, since the intermolecular potential parametrization is set to re-
produce bulk properties, e.g. structure or vaporization enthalpy, usually at ambi-
ent conditions [245,247]. Consequently, “effective“ classical interaction potentials,
e.g. SPC [247] or TIP5P [245] models, based on rigid and/or geometry indepen-
dent and partial charges, are not expected to describe accurately both liquid and
solid phase [17, 19, 248]. The inherent shortcomings of effective pairwise-additive
potentials are more striking in complex heterogeneous systems such as surfaces,
clusters, and aqueous solutions, [249, 250] which require an explicit inclusion of
many-body effects and a flexible intra-molecular potential [19, 248]. Nevertheless,
effective pairwise additive potentials are quite successful in the prediction of the
properties for which they were parametrized [251–253], and are therefore a usefull
tool, provided the range of applicability is kept in mind [18,100,254].

Throughout this thesis, both approaches, classical and quantum mechanical,
were adopted according to their intrinsic limitations, computational demands and
the property to be predicted. In particular, the electronic density of states of liq-
uid water was obtained trough a sequential methodology where electronic energy
levels were averaged over configurational space, using configurations appropriately
sampled from Monte Carlo simulation. This significantly decreases computational
cost, while at the same time retaining the relevant statistical information and al-
lows the recovery of the electronic degrees of freedom trough subsequent quantum
chemical calculations on a small number of statistically uncorrelated configura-
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tions [255,256]. Sampling of liquid water configurations, usually a supramolecular
structure containing a few tens of molecules, raises the problem of surface effects:
although in a liquid-like configuration, the environment for each molecule differs
from that of bulk, this difference being more pronounced the closer water molecules
are to the surface of the supramolecular structure. Hence, to study bulk proper-
ties, e.g. the electronic density of states, this problem must be addressed. This
effect was mitigated by retaining the TIP5P charge distribution of the nearest 200
molecules in each configuration. This approach not only partially introduces a cor-
rection for surface effects trough static polarization but also introduces the effects
of the thermal fluctuation of the interactions with surrounding the molecules as
both explicit molecules and TIP5P charges are sampled from the same statistical
distribution.

Within this approach, the only property that has to be reliably estimated by
classical simulation is liquid water structure. As it is known to be adequatly
described by pairwise additive intermolecular potentials, e.g. TIP5P [100], this
constitutes a reliable methodology within the limitations of a rigid molecule model.
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Chapter 3

Paper I: The missing piece

The OH· · ·H2O interaction [257–259] and small OH(H2O)n clusters [260,261] had
already been the subject of theoretical studies. However, available theoretical esti-
mates for bulk hydration energetics of the OH radical were based on extrapolated
results of OH binding energies for OH(H2O)n minimum energy clusters using semi-
empirical [35] or ab initio methods [261] . In view of the lack of an experimental
or theoretical reference value for ∆Ehyd[OH] or ∆Hhyd[OH] and limited theoretical
data for OH(H2O)n clusters, the purpose of Paper I was threefold:

• A microsolvation study of the properties of OH(H2O)1−6 clusters as well
as a proposal of global minima using density functional methods. These
calculations also serve a second purpose: the parametrization of the SPC
intermolecular potential [262] for OH· · ·H2O Coulomb interactions.

• A theoretical estimate for ∆Ehyd[OH] and ∆Hhyd[OH], by Monte Carlo sim-
ulation using the previously parametrized potential for OH· · ·H2O interac-
tions.

• An estimate for Egap, as defined in Eq.(1.17), using our result for ∆Ehyd[OH].

From microsolvation studies it is found that the most stable minimum energy ge-
ometries for OH(H2O)n=2−5 clusters were found to be single donor-acceptor struc-
tures, whereas other isomers, irrespective of the number of hydrogen bonds, were
found to be less stable. This enhanced stability of single donor-acceptor structures
can be understood under the same reasoning presented for the enhanced stability
of neutral water clusters (Figure 1.4) [116]. In general, the binding energies of the
OH radical and the water molecule were found to be very close for the most stable
geometries, the exception being the enhanced stability of the OH· · ·OH2 complex
relative to the water dimer, as already noted by Wang et al. [259]. Although some
effort was devoted to the search for a global minimum for (H2O)n=6, the number of
possible isomers was found to be too large for a systematic search. Hence a tenta-
tive global minimum is proposed for (H2O)n=6. As the most stable structures were
derived from (H2O)n clusters by the removal of a dangling hydrogen, the present
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results suggest this might constitute a possible route for a systematic search for
minimum energy geometries of larger OH(H2O)n clusters [263].

The hydration enthalpy of the hydroxyl radical estimated from Monte Carlo sim-
ulation, ∆Hhyd[OH] =-39.1±3.9 kJ mol−1, is similar to the hydration enthalpy of
water as already hinted by similar binding energies in the previous microsolvation
study. This result was later found to be in agreement with experiment (-38.1±6.3
kJ mol−1) [264]. Altough the hydration structure of the hydroxyl radical has been
discussed in subsequent molecular dynamics studies [265–269], a theoretical esti-
mate for the hydration enthalpy has not been proposed.

The hydration energy of the hydroxyl radical estimated from Monte Carlo sim-
ulation, ∆Ehyd[OH] =-36.6 kJ mol−1, is close to the value predicted by Coe et al.
(-35.7 kJ mol−1) [35]. This agreement may be fortuitous as the latter estimate
was based on a semi-empirical method and relies on a extrapolation of the binding
energy of the hydroxyl radical onto bulk for minimum energy structures. From
Eq.(1.17), taking V0 = −0.12 eV and our estimate for the hydration energy of the
hydroxyl radical, the adiabatic band gap of liquid water is 6.88 eV, in excellent
agreement with the result reported by Coe et al. (6.9 eV) [35].
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The hydration of the hydroxyl OH radical has been investigated by microsolvation modeling and
statistical mechanics Monte Carlo simulations. The microsolvation approach was based on density
functional theory~DFT! calculations for OH– (H2O)1 – 6 and (H2O)1 – 7 clusters. The results from
microsolvation indicate that the binding enthalpies of the OH radical and water molecule to small
water clusters are similar. Monte Carlo simulations predict that the hydration enthalpy of the OH
radical,DhydH(OH,g), is239.1 kJ mol21. From this value we have estimated that the band gap of
liquid water is 6.88 eV, which is in excellent agreement with the result of Coeet al. @J. Chem. Phys.
107, 6023~1997!#. We have compared the structure of the hydrated OH solution with the structure
of pure liquid water. The structural differences between the two systems reflect the strong role
played by the OH radical as a proton donor in water. From sequential Monte Carlo/DFT calculations
the dipole moment of the OH radical in liquid water is 2.260.1 D, which is;33% above the
experimental gas phase value~1.66 D!. © 2003 American Institute of Physics.
@DOI: 10.1063/1.1605939#

I. INTRODUCTION

The interaction of the hydroxyl radical with biological
molecules, including amino acids, peptides, and proteins, is
of great interest due to the deleterious effects of the radical
on biological systems.1–4 For example, high concentrations
of the hydroxyl~OH! radical in the cell cytoplasm have been
associated with Parkinson’s disease.5 The OH radical is also
important in the chemistry of earth’s atmosphere, where its
role in hydrogen abstraction reactions determines the atmo-
spheric lifetime of many hydrofluorocarbons.6–8 Most of the
reactions involving the OH radical occur in aqueous environ-
ment or in small water aggregates that can act as catalysts in
some atmospheric reactions.9 The study of OH radical hydra-
tion is therefore very important because the oxidation
mechanisms of organic molecules by aqueous OH will de-
pend strongly on the structural and energetic properties of
the hydrated radical.10,11Another relevant issue concerns the
electronic properties of liquid water, where the adiabatic
band gap of the liquid, which can be determined over ther-
mochemical cycles involving the OH2 defect state in water,
depends on the OH radical hydration energy.12

Several works have been carried out to analyze the in-
teractions of the OH radical with the water molecule13–16and
the microsolvation of the radical in water clusters.12,17 In the
present paper we report a theoretical study of the hydration
of the OH radical. To carry out this study two approaches

have been adopted: microsolvation modeling and Monte
Carlo statistical mechanics simulations. Initially, we have
analyzed the microsolvation of the OH radical in water~W!
by carrying out density functional theory~DFT! calculations
for OH–WN clusters (N51 – 6), whereN is the number of
water molecules. From these calculations, several properties,
including the structure, energetics, vibrational spectrum, and
charge distribution have been determined and compared with
the properties of water clusters WN11 (N51 – 6). Monte
Carlo simulations were then carried out to analyze the struc-
ture of the hydrated hydroxyl solution and to predict the OH
radical enthalpy of hydration,DhydH(OH,g). Finally, se-
quential Monte Carlo/DFT calculations over uncorrelated
configurations18,19 of the solution have been performed to
investigate the electronic polarization of the hydroxyl radical
in liquid water.

II. COMPUTATIONAL DETAILS

To analyze the structure, vibrational spectrum, and ener-
getics of OH–WN (N51 – 6) clusters, where W5H2O and
N is the number of water molecules, we have carried out
density functional theory calculations with the Adamo and
Barone20–22Becke style one-parameter hybrid functional, us-
ing a modified Perdew–Wang exchange22 and PW91
correlation23 ~MPW1PW91!. The geometries of OH–WN and
WN11 clusters (N51 – 6) have been fully optimized with
Dunning’s correlation consistent polarized valence double

a!Author to whom all correspondence should be addressed. Electronic mail:
ben@adonis.cii.fc.ul.pt
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zeta basis set augmented with diffuse functions
~aug-cc-pVDZ!.24 Single-point energy calculations with the
aug-cc-pVTZ and aug-cc-pVQZ basis sets25 are also re-
ported.

The energetics of the OH–WN clusters can be discussed
in terms of the formation and binding energies. The forma-
tion energyDEe,N is defined as

DEe,N5E@OH–WN#2E@OH#2NE@W1#, ~1!

where E@OH–WN# is the energy of a cluster with the hy-
droxyl radical andN water molecules.

The binding energyDEb,N is given by

DEb,N5E@OH2WN#2E@OH#2E@WN#. ~2!

We also define the binding enthalpyDHb,N , which is
similar to the binding energy~2! but includes zero point vi-
brational energy corrections~ZPVE! and thermal corrections.
For N51, DEe,1[DEb,1 . In this case, they will be repre-
sented simply byDE andDH, respectively. Formation ener-
gies,DEe,N , calculated with the aug-cc-pVDZ basis set were
corrected for basis set superposition error by using the coun-
terpoise method26 with fragment relaxation energy
contributions.27

We have verified that several properties predicted by
MPW1PW91/aug-cc-pVDZ calculations for the water mol-
ecule and dimer, and for the isolated hydroxyl radical are in
very good agreement with experiment. These results are re-
ported in Table I, where they are compared with experimen-
tal data for the dipole moment,28–30 structure,31–33 vibra-
tional spectrum,32,34 and energetic properties.35,36 For
OH–WN complexes no experimental information seems to
be available. Thus, we have compared the properties of the
OH–W1 complex predicted by several theoretical methods,
including Møller–Pleset perturbation theory37 at second
~MP2! and fourth order~MP4!, quadratic configuration inter-
action ~QCI!38 with the inclusion of single and double sub-
stitutions with triples and quadruples contributions to the en-
ergy @QCISD~TQ!#,39 and coupled cluster with single and
double excitations~CCSD!.40–43 The results of these calcu-
lations are reported in Table I, which also includes previous
theoretical data for the OH–W1 complex from different
works.14–16Very good agreement between DFT andab initio
results is observed for OH–W1 complexes. We interpret this
agreement as a strong indication on the reliability of the
MPW1PW91/aug-cc-pVDZ approach to model the proper-
ties of larger OH–WN clusters.

Monte Carlo simulations of the hydroxyl radical in water
have been carried out in the isobaric–isothermal~NPT!
ensemble44 at T5298 K andP51 atm. The interactions be-
tween two molecules, a and b, were described by a Lennard-
Jones~LJ! plus a Coulomb contribution, with parameterse i ,
s i , andqi for each atom:

Uab5(
i Pa

(
j Pb

4e i j F S s i j

r i j
D 12

2S s i j

r i j
D 6G1

qiqje
2

r i j
, ~3!

wheree i j 5(e ie j )
1/2 ands i j 5(s is j )

1/2.
The SPC potential proposed by Berendsenet al.45 has

been adopted to represent the interactions between the water

molecules. For the hydroxyl radical the Lennard-Jones pa-
rameters are the same as the SPC model for water.

To model the Coulomb interactions between the solute
~hydroxyl radical! and the water molecules the charge distri-
bution of the hydroxyl radical has been determined in the
most energetically stable OH–W5 isomer ~see Fig. 2!. The
charge distribution of the water molecules in this cluster was
represented by SPC charges and a quantum mechanical DFT
calculation at the MPW1PW91/aug-cc-pVDZ level has been
carried out to calculated Merz–Kollman–Singh charges46,47

of the OH radical. This procedure takes into account, at least
partially, the polarization of the OH radical by the closest
water molecules. The structure of the cluster has been deter-
mined by the DFT optimizations previously described.
Lennard-Jones parameters, charge distributions, and dipole
moments for the OH radical and water molecule are reported
in Table II.

The Monte Carlo simulations have been carried out with
one solute molecule andN5250 water molecules. A cubic
cell with periodic boundary conditions was used. The inter-
actions were truncated at a cutoff distanceRc of 9.6 Å. The
initial configuration has been generated randomly. We have
carried out 108 steps for equilibration. Average values have
been calculated over 12.53108 additional steps. Each step
involves the attempt to move one molecule of the system.

Hsx andHss* represent, respectively, the total enthalpies
of the solution~with one solute molecule! and pure liquid
water, for systems withN water molecules. The total enthal-
pies are defined as

Hsx5Esx1Ess1PV ~4!

and

Hss* 5Ess* 1PV* , ~5!

where Esx is the solute–solvent energy,Ess* and Ess the
solvent–solvent energies in the pure liquid and solution, and
V* and V are, respectively, the volumes of the pure liquid
and solution.

The hydration enthalpy of the OH radicalDhydH(OH,g),
can be calculated as

DhydH~OH,g!5Hsx2Hss* 2RT ~6!

5Esx1~Ess2Ess* !1P~V2V* !2RT ~7!

5Esx1DHR2RT, ~8!

where

DHR5DER1PDVR5Hss2Hss* ~9!

is the solvent relaxation enthalpy. We note that a very large
number of configurations is necessary to attain convergence
of this quantity, which is calculated as the difference between
two large fluctuating numbers.48–50

The DFT calculations were carried out with the
GAUSSIAN 98 program.51 The Monte Carlo simulations were
carried out with theDICE program.52
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III. MICROSOLVATION MODELING

A. Energetic properties

The structure of OH–WN clusters should reflect the abil-
ity of the OH radical to form hydrogen bonds at both ends.
Thus, energetic properties of OH–WN clusters will also be
related to the energy differences between structures where
the radical plays the role of a proton–acceptor and/or a
proton–donor species. We will name these structures as
donor–acceptor~DA!. In addition, there is some indication
from the present DFT calculations that other isomers are pos-
sible, where both hydrogen atoms of the water molecule in-
teract with the OH radical oxygen and the OH hydrogen

TABLE II. Lennard-Jones~LJ! parameters, charge distribution, and dipole
moment for the hydroxyl radical and water.

OH,H2O e ~kJ mol21! s ~Å!

O 0.648 3.165
H 0 0

q ~a.u.! OH H2O
O 20.476 20.820
H 0.476 0.410

m ~D! 2.3a 2.27b

aCalculated at the MPW1PW91/aug-cc-pVDZ level in the OH–W5(1) con-
former. The charges of the water molecules were represented by SPC
charges.

bSPC water dipole moment.

TABLE I. Theoretical results for water, hydroxyl radical, water dimer, and hydroxyl–water complex. Dipole
moment~m! in D; distances in Å; angles in degrees; frequencies~n! in cm21; binding energy (DE) and enthalpy
(DH) in kJ mol21. MPW1PW91 and MP2 results are from geometry optimizations with the aug-cc-pVDZ basis
set. MP4, QCISD~TQ!, and CCSD results are single-point energy calculations with the same basis set in the
MPW1PW91 geometry.

H2O OH

MPW1PW91 Expt. MPW1PW91 Expt.

m 1.872 1.855a 1.655 1.66b

d(O–H) 0.961 0.957c 0.975 0.970d

A(H–O–H) 104.6 104.5c

n1 3968 3756e 3750 3738e

n2 3855 3657e

n3 1630 1595e

MPW1PW91 MP2~SDTQ! MP4~SDTQ! QCISD~TQ! CCSD Expt.

(H2O)2
f

m 2.59 2.02 2.65 2.60g

DE 220.1 222.3 222.5 221.9 220.8 220.960.5h

DH373 215.5 214.6 215.160.5i

d(O–O) 2.892 2.911 2.976j

OH– (H2O)DA(1)f

m 4.02 4.19 4.17
DE 223.8 224.9 224.8 224.3 223.3

@224.4#k @224.9#k @223.6#l

DH298 218.1 219.1
d(O–H) 0.984 0.981
OH– (H2O)DA(3)
m 1.057 0.734 1.07
DE 214.3 215.8 215.9 215.99 214.7

@214.8#k

DH298 29.7 211.0
d(O–H) 0.976 0.976
OH– (H2O)DD(2)
m 0.321 0.300
DE 215.5 29.4m 211.2 212.4 210.5

@219.5#n

DH298 210.1
d(O–H) 0.972

aFrom Shepardet al. ~Ref. 28!.
bFrom Nelsonet al. ~Ref. 29!.
cFrom Benedictet al. ~Ref. 31!.
dFrom Huberet al. ~Ref. 32!.
eFrom Shimanouchi~Ref. 34!.
fPM3 semiempirical values for binding energies and enthalpies. (H2O)2 : DE5214.6 kJ mol21; DH298

527.3 kJ mol21. OH–W1DA(1): DE5216.3 kJ mol21; DH298528.1 kJ mol21.
gFrom Kuchitsu and Morino~Ref. 30!.
hFrom Feyerisenet al. ~Ref. 36!.
iFrom Curtisset al. ~Ref. 35!.
jFrom Outdola and Dyke~Ref. 33!.
kB3LYP/6-31111G(2d,2p) from Wanget al. ~Ref. 14!.
lCISD with triple-z basis set including two sets of polarization functions~TZ2P!. From Xieet al. ~Ref. 15!.
mSingle-point energy calculation with the geometry optimized at MPW1PW91/aug-ccpVDZ.
nB3LYP/6-31111G(2d,2p) from Zhouet al. ~Ref. 16!.
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forms a weak hydrogen bond with the water oxygen@see the
OH–W1 ~2! isomer in Fig. 1#. This class of isomers will be
called dipole–dipole structures~DD!, since they are clearly
stabilized by OH radical–water antiparallel dipolar interac-
tions. The present OH–W1 DD complex is similar to a local
minimum structure from DFT calculations, reported by Zhou
et al.16

The optimized structures of the different OH–WN iso-
mers are shown in Fig. 1 (N51 – 3) and Fig. 2 (N54 – 6).
These structures are local minima on the potential energy
surface. Energy differences~in kJ mol21! relative to the most
stable isomer~1! are reported in Figs. 1 and 2. They were
calculated at the MPW1PW91/aug-cc-pVDZ level and in-
clude ZPVE.

Energetic properties for the most stable isomers of the
OH–WN clusters (N51 – 6) are reported in Table III. We
have investigated the importance of basis set superposition
error ~BSSE! on the evaluation of formation energies,
DEe,N’s. BSSE is less than;1% of the uncorrected values at
the MPW1PW91/aug-cc-pVDZ level. Thus, BSSE is not sig-
nificant in the present calculations for the formation energies
and binding enthalpies, whose final values are single-point
energy calculations with the larger aug-cc-pVTZ and aug-cc-
pVQZ basis sets.

Water clusters have been the subject of several theoreti-
cal investigations.53–60Energetic properties of WN11 clusters
(N51 – 6) are also reported in Table III. The present results
for DEe,N’s are in very good agreement with those reported
by Leeet al.,59 which were based on MP2/TZ2P11 calcu-
lations. For example, for the water cyclic hexamer,DEe,n

52181.0 kJ mol21 ~MPW1PW91/aug-cc-pVQZ!, which is
in excellent agreement with the MP2/TZ2P11 value re-
ported by Leeet al. ~2182.1 kJ mol21!.59 For the heptamer
~prism conformer! our DEe,n52219.4 kJ mol21, which is

very close to the value reported by Kimet al.58 ~2215.8
kJ mol21! from MP2/TZ2P11 calculations including full
BSSE corrections.

It is interesting to compare binding enthalpies of the
OH–W1 complex and the water dimer. The MPW1PW91/
aug-cc-pVQZ result for the water dimerization enthalpy is
212.3 kJ mol21, which is in very good agreement with the
experimental result (215.062 kJ mol21).35 For the OH–W1

complex we predict that the binding enthalpy is217.3
kJ mol21 ~MPW1PW91/aug-cc-pVQZ!, which is ;5
kJ mol21 more negative than the water dimerization enthalpy,
illustrating the stability of the OH–W1 complex, where the
OH radical plays the role of proton donor. The present value
is in excellent agreement with the prediction by Wanget al.
~216.9 kJ mol21!14 based on a Becke3LYP/6-3111
1G(2d,dp) calculation for the OH–W1 binding enthalpy.
No experimental value seems to be available for comparison.

A relevant feature characterizing OH–WN and WN11

clusters is hydrogen bonding co-operativity, i.e., binding en-
ergies are strongly dependent on the cluster size, due to the
nonadditive polarization effects induced by hydrogen bond-
ing. This is illustrated in Fig. 3, where the binding enthalpy
DHb,N of OH–WN and WN11 are compared. Our results,
based on MPW1PW91/aug-cc-pVQZ calculations, show that
in OH–WN clusters,2DHb,N increases from 17.3 kJ mol21

(N51) to 41.3 kJ mol21 (N53), and then decreases to 28.2
kJ mol21 (N56).

In WN11 clusters, 2DHb,N increases from 12.3
kJ mol21 (N1152) to 42.1 kJ mol21 (N1154) and then
decreases to 28.5 kJ mol21 (N1157). We note the remark-
able stability of the water tetramer (W4) and the OH–W3

complex relative to other clusters. Moreover,DHb,N for
these clusters is very similar~;241 kJ mol21!. For larger
clusters, the difference betweenDHb,N of OH–WN and

FIG. 1. Structure of the optimized OH–WN clusters (N51 – 3). The first structure~1! is the most stable isomer. Energy differences~including ZPVE! in
kJ mol21 relative to the isomer~1! are shown in brackets.
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WN11 clusters becomes very small. For example, whenN
54, it is only 21.6 kJ mol21.

The behavior ofDHb,N for N55,6 may suggest a
convergence to some limit value close to;230 kJ mol21,
although extrapolations to bulk values from small clusters
should be carried out with caution. For instance, the
experimental water hydration enthalpy,DhydH(H2O,g)
5244.0 kJ mol21,61 is very close to DHb,N

5242.1 kJ mol21 for the W4 cluster. However, there is a
clear dependence ofDHb,N on the cluster size. For W6,
DHb,N5228.5 kJ mol21, which is 16 kJ mol21 above the
experimentalDhydH(H2O,g).

Binding energies for OH–WN DD clusters are also re-
ported in Table III. The binding energy of the OH–W1 com-
plex, 28.4 kJ mol21 ~aug-cc-pVQZ!, is ;9 kJ mol21 above
the corresponding DA complex. Higher stability of DA clus-
ters seems to be a general trend when we compare DA and
DD isomers. This can be related to the stability of the
proton–donor OH–W1 complex, which is a building unit of
all OH–WN DA clusters.

Very recently, Hamadet al.17 carried out theoretical cal-
culations for OH–WN clusters (N51 – 4). They estimate
that DHb,N can be extrapolated to220 or 225 kJ mol21

from gas phase clusters and to212 or 217 kJ mol21 from a
hybrid solvation model.17 The first values~220 or 225

kJ mol21! are in reasonable agreement with our results for
OH–WN (N54 – 6), which range from231.1 kJ mol21 (N
54) to 228.2 kJ mol21 (N56). The extrapolations from
their hybrid solvation model~212 or217 kJ mol21! seem to
underestimateDHb,N . To discuss the electronic properties of
liquid water, Coeet al.12 carried out semiempirical PM3 cal-
culations and evaluatedDEb,N for OH–WN clusters (N
51 – 15). The extrapolated value of this quantity, based on a
fitting procedure for water droplets is235.7 kJ mol21. For
water clusters, the same procedure leads to237.6
kJ mol21.12 The difference between the two quantities is only
21.9 kJ mol21, in good agreement with our prediction that in
small clusters,DHb,N for OH–WN and WN11 are similar.

B. Structural and vibrational properties

Structural and vibrational properties of the OH–WN and
WN11 clusters are reported in Table IV. In agreement with
results for energetic properties, important geometric depen-
dence on the cluster sizes is observed. The most important
changes concern the intramolecular O–H distance in the hy-
droxyl radical,d(O–H), which increases from 0.975 Å in
the isolated radical to 1.007 Å in the OH–W5 DA cluster.
The structural changes related to the role played by the hy-
droxyl radical as hydrogen acceptor,d(HO...HOH), and hy-

FIG. 2. Structure of the optimized OH–WN clusters (N54 – 6). The first structure~1! is the most stable isomer. Energy differences~including ZPVE! in
kJ mol21 relative to the isomer~1! are shown in brackets.
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FIG. 3. Binding enthalpy (DHb,N in kJ mol21! for
OH–WN clusters and for WN11 clusters as a function of
N, the number of water molecules~W! in the cluster.

TABLE III. Formation and binding energies~kJ mol21! for the most stable clusters of the hydroxyl radical with
N water molecules (OH–WN) and for water clusters (WN11).

DAa OH–W1 OH–W2 OH–W3 OH–W4 OH–W5 OH–W6

aug-cc-pVDZ
DEe,N 223.8 262.0 2111.7 2151.8 2186.5 2229.8
DHb,N 218.1 235.7 243.2 232.7 229.6 233.3

aug-cc-pVTZb

DEe,N 223.1 259.7 2108.1 2147.1 2180.7 2219.8
DHb,N 217.4 234.1 241.8 231.5 228.3 229.1

aug-cc-pVQZb

DEe,N 223.0 259.1 2107.1 2145.6 2178.9 2217.2
DHb,N 217.3 233.7 241.3 231.1 228.0 228.2

aug-cc-pVDZ~BSSE!
DEe,N 222.6 258.8 2106.6 2145.0 2178.1 2216.2

E(BSSE) 1.2 3.2 5.1 6.7 8.4 13.6

DDc OH–W1 OH–W2 OH–W3

aug-cc-pVDZ
DEe,N 215.5 251.7 283.0
DHb,N 210.1 224.9 213.0

aug-cc-pVTZb

DEe,N 214.0 248.3 277.3
DHb,N 28.7 224.7 29.5

aug-cc-pVQZb

DEe,N 213.7 247.6 276.3
DHb,N 28.4 224.2 29.0

Water clusters W2 W3 W4 W5 W6 W7

aug-cc-pVQZb

DEe,N
d 219.2 260.4 2110.0 2146.1 2181.0 2219.4

~220.4! ~263.3! ~2111.9! ~2147.3! ~2182.1! ~2231.4!
@2215.8#

DHb,N 212.3 233.1 242.1 229.5 228.2 228.5

aDonor–acceptor OH–WN structures.
bSingle-point energy calculation. Geometry optimized at MPW1PW91/aug-cc-pVDZ.
cDipole–dipole OH–WN structures.
dValues in parentheses are MP2/TZ2P11 calculations with half BSSE correction from Leeet al. ~Ref. 59!.
Bracketed value for the prism heptamer conformer~MP2/TZ2P11 calculation with full BSSE correction! is
from Kim et al. ~Ref. 58!.
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drogen donor,d(OH...OH2), are very similar and these dis-
tances are reduced by;0.24 Å from OH–W1 to OH–W5.
The average O–O distance,d(O–O), changes from 2.854 Å
in OH–W1 to 2.682 Å in OH–W5. The same effect is ob-
served in the water clusters whered(O–O) is reduced by
0.21 Å from W2 to W6.

The structure of OH–WN DD clusters shows a very in-
teresting and specific dependency on the cluster size. Al-
though d(O–H) is almost constant when we compare the
OH–W1 ~0.975 Å! and OH–W3 ~0.969 Å! clusters,
d(HO...HOH) is reduced by 0.48 Å. In contrast with WN11

and OH–WN DA structures, the average distance between
oxygen atoms in DD structures,d(O–O), increases by 0.32
Å from OH–W1 to OH–W3 clusters.

The present results for OH–WN and WN11 clusters in-
dicate a strong redshift,Dn, relative to isolated species~OH
radical and water molecule! of the vibrational mode associ-
ated with the intramolecular O–H stretch frequency. Thus,
n~O–H! changes from 3750 cm21 in the isolated radical to
3105 cm21 in OH–W5. A significant redshift is also ob-
served in water clusters wheren~O–H! changes from 3968
cm21 in the water monomer to 3355 cm21 in W6.

Frequency shifts~Dn! for the most stable OH–WN and
WN11 isomers as a function ofN are shown in Fig. 4. Our
results indicate thatDn is larger in OH–WN clusters than in
water clusters, mainly whenN>3. Experimental results for
OH–WN clusters are relatively scarce although some works
on the OH–W1 complex in rare gas matrices have been
reported.62–66A recent spectroscopic investigation based on
the generation of the OH–W complexes in argon matrices62

suggested thatn(O–H)53453.5 cm21 should be assigned to
the OH–W1 complex. This value is 100 cm21 lower than
n~O–H! for the radical in the matrix~3554.1 cm21!.65 For
OH–W1, we predict thatDn5188 cm21, which is signifi-
cantly higher than the experimental shift in argon matrix.
However, comparison between harmonic gas phase frequen-
cies and data in rare gas matrices is not direct. There is
experimental66 and theoretical67 evidence that the interac-
tions of the guest species with the matrix atoms may strongly
influence the vibrational spectrum.

IV. MONTE CARLO SIMULATIONS

A. Energetics of the OH radical hydration

Thermodynamic properties for the hydrated hydroxyl
radical and for pure water, obtained fromNPT Monte Carlo
simulations are reported in Table V. We first note that the
densities of the solution of the hydroxyl radical in water and
pure liquid water are identical~1.1 g cm23!. In addition, the
solvent relaxation energy induced by the hydration of the OH
radical and by the water molecule differ by 7.1 kJ mol21.
DHR for the hydroxyl radical and water are 38.763.9 and
45.863.9 kJ mol21, respectively.

From Monte Carlo~MC! simulations, the hydration en-
thalpy of the OH radical, DhydH(OH,g), is 239.1
63.9 kJ mol21. No experimental result is available for com-
parison. On the other hand, the MC result forDhydH(H2O,g)
is 247.963.9 kJ mol21, in very good agreement with ex-
periment~244.0 kJ mol21!.61 Thus, in keeping with the re-
sults based on the microsolvation model, our MC results in-

TABLE IV. Structural and vibrational data for hydroxyl–water (OH–WN) and water (WN11) clusters. Fre-
quencies in cm21; distances in Å. Results are from MPW1PW91/aug-cc-pVDZ optimizations.

DAa OH OH–W1 ~1! OH–W2 ~1! OH–W3 ~1! OH–W4 ~1! OH–W5 ~1!

n~O–H! 3750 3562 3382 3188 3124 3105
@3738#b @3452.2#60.5d

@3554.1#c @3453.5#e

d(O–H)@O–H# 0.975 0.984 0.994 1.003 1.006 1.007
d(HO...HOH) 1.996 1.820 1.780 1.762
d(OH...OH2) 1.870 1.798 1.681 1.643 1.629
d(O–O) 2.854 2.784 2.717 2.693 2.682

~DD!f OH OH–W1 ~2! OH–W2 ~3! OH–W3 ~3!

n~O–H! 3750 3782 3795 3820
d(O–H)@O–H# 0.975 0.972 0.971 0.969
d(HO...HOH) 2.425 1.915 1.945
d(OH...OH2) 2.444 2.293 2.289
d(O–O) 2.467 2.643 2.785

W1 W2 W3 W4 W5 W6

n~O–H! 3968 3791 3616 3441 3377 3355
d(O–H) 0.961 0.969 0.977 0.985 0.987 0.987
d(HOH...OH2) 1.929 1.873 1.738 1.706 1.693
d(O–O) 2.892 2.770 2.709 2.691 2.679

aDonor–acceptor OH–WN structures.
bGas phase value from Huberet al. ~Ref. 32!.
cOH in argon matrix~Ref. 65!.
dOH–W1 in argon matrix~Ref. 64!.
eOH–W1 in argon matrix~Ref. 62!.
fDipole–dipole OH–WN structures. The most stable DD isomer has been selected.
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dicate that the hydration enthalpy of the OH radical is not
very different from the hydration enthalpy of water.

We predict that the hydration energy of the hydroxyl
radical, DhydE(OH,g) is 236.6 kJ mol21. Although this re-
sult is very close to the extrapolated value of Coeet al.
~235.7 kJ mol21!,12 the agreement may be fortuitous. In fact,
their extrapolation was based on PM3 calculations and the
energetic properties of OH–W1 and W2 predicted by this
method are not in good agreement with experiment~see
Table I!. Not surprisingly, however, ourDhydE(OH,g) leads
to a value for the band gap of liquid water~6.88 eV! in
excellent agreement with the result reported by Coeet al.

~6.9 eV!.12 The present estimate has assumed that the
vacuum levelV0 ~minus the energy to promote a delocalized
conducting electron of minimal energy into vacuum with
zero kinetic energy! is 20.12 eV~see Coeet al.12 for details
on the water band gap estimation!.

B. Structure of the solution

The partial radial distribution functions~RDFs! for the
OH radical solvated in water and pure water are shown in
Figs. 5–7. Figure 5 shows thegO–O(r ) radial distribution
functions in the solution and pure liquid. The O–O RDF for
the hydroxyl radical is bimodal, reflecting the hydroxyl oxy-
gen interaction with two water molecules closer to the radi-
cal. For the hydroxyl radical this function shows two
maxima~1.38 at 2.6 Å and 1.5 at 3.2 Å!. Integration up to
the first minimum~0.8 at 4.5 Å! yields 13.6, which is the
average coordination number or the average number of water
molecules in the first coordination shell of the hydroxyl radi-
cal. Although the short-range O–O correlation in pure water
is quite different from the one observed for the hydrated OH
radical, integration of the O–O RDF for pure water up to 4.5
Å also yields 13.6 water molecules. The average coordina-
tion numbers related to O–O correlations for the solvated
O–H radical, and pure liquid water, are very close forr
>3.7 Å ~see the inset of Fig. 5!.

Figure 6 shows thegO–H(r ) radial distribution function,
which describes the correlations between the OH radical
oxygen and water hydrogen atoms. These correlations are
related to the role played by the OH radical as a proton
acceptor in liquid water. For the hydrated OH radical this
function shows a first maximum~0.6 at 1.9 Å! and integra-
tion of this function up to the first minimum~0.42 at 2.3 Å!
yields 0.6, which is the average number of hydrogen atoms
in close interaction with the OH oxygen atom. Comparison
with the same function for liquid water shows that here the
oxygen atom has a stronger interaction with the water hydro-

FIG. 4. O–H frequency shiftDn ~in cm21! vs the num-
ber of water molecules~N! in OH–WN and WN11 clus-
ters (N51 – 5). The inset showsDn vs the O–H bond
length ~in Å!.

TABLE V. Thermodynamic properties for the hydrated hydroxyl radical and
pure water from NPT Monte Carlo simulations atT5298 K and P
51 atm. Energies in kJ mol21. N is the number of water molecules:Rc ~Å!
is the cutoff radius for the interactions;r and r* are, respectively, the
densities~g/cm3! of pure liquid and solution;Esx is the solute–solvent in-
teraction energy;Hss5Ess1PV is the enthalpy of the water in the solution;
Hss* 5Ess* 1PV* is the enthalpy of pure liquid water, whereEss* andV* are
the energy and volume of pure liquid water;DhydH(OH,g) and
DhydH(H2O,g) are the hydration enthalpies of the hydroxyl radical and wa-
ter, respectively.

N 250
Rc 9.6

Hydroxyl radical in water
r 1.1
Esx 275.360.2
Hss 211304.362.7
DHR 38.763.9
DhydH(OH,g) 239.163.9

Pure water~SPC model!
r* 1.1
Hss* 211342.962.8
DHR 45.863.9
DhydH(H2O,g) 247.963.9

@244.0#a

aExperimental value from Coxet al. ~Ref. 61!.
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gen atoms:gO–H(r ) shows a first peak~1.3 at 1.7 Å!, and
integration up to the first minimum~0.25 at 2.3 Å! yields
0.94.

Figure 7 shows thegH–O(r ) RDF, which is related to the
role played by the OH radical as a proton donor in water.
This function shows a sharp maximum~2.8 at 1.65 Å!. Inte-
gration up to the first minimum~0.05 at 2.3 Å! yields 1.0,
which is the average number of water oxygen atoms in close
interaction with the OH radical hydrogen. The short-range
order in the hydrated hydroxyl solution is consistent with
some structural data for OH–WN clusters~Table IV!. For
example, d(OH...OH2) in OH–W1 is 1.87 Å, which is
shorter thand(HOH...OH2)51.93 Å in W2.

Comparison betweengH–O(r ) of the hydrated OH radi-
cal and pure liquid water confirms that the short-range order

is quite different for the two systems. Moreover, this function
shows that the OH radical plays a more important role as a
proton donor in liquid water than the water molecule. This
reflects the stability of the OH–W1 ~1! conformer relative to
the water dimer.

C. The OH dipole moment in water

Sequential Monte Carlo/DFT calculations have been car-
ried out to analyze the polarization of the OH radical in
liquid water. We have selected 50 uncorrelated super-
molecular structures18,19 with the hydroxyl radical and 2, 14,
52, 75, 100, and 125 water molecules. These numbers corre-
spond to including all the water molecules within solvation
radii of 2.85, 4.65, 7.05, 8.0, 8.8, and 9.45 Å, respectively.

FIG. 5. Partial radial distribution functiongO–O(r ) for
the hydrated OH radical and for liquid water. The inset
shows the average coordination numbernc(r ).

FIG. 6. Partial radial distribution functiongO–H(r ) for
the hydrated OH radical and for liquid water. The inset
shows the average coordination numbernc(r ).
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Note that 14 and 52 represent the average number of water
molecules in the first and second coordination shells of the
hydroxyl radical. By using SPC charges on the water mol-
ecules, the average dipole moment of the solute~OH radical!
over 50 uncorrelated configurations has been evaluated at the
MPW1PW91/aug-cc-pVDZ level. The behavior of the in-
duced dipole moment as a function of the number of water
moleculesN and the convergence of the dipole in the solu-
tion as a function of the number of uncorrelated configura-
tions is shown in Fig. 8.

We find that the OH induced dipole moment in liquid
water is;0.5860.1 D, which leads to an average dipole of
2.260.1 D for the hydroxyl radical in water. This value is
consistent with our parametrization of the OH radical charge

distribution in the OH–W5 cluster that leads to a dipole mo-
ment of 2.3 D~see Table II!. It is interesting to compare the
result for the OH radical with our recent prediction of the
liquid water dipole moment (2.660.14 D).68 If we assume
that the dipole moment of the water molecule in the liquid
can be calculated by adding the contributions of two polar-
ized OH dipoles of 2.2 D in the experimental geometry of
the water molecule, the water dipole moment can be esti-
mated as 2.8 D, which is only 0.2 D above our recent
prediction.68

V. CONCLUSIONS

This work reports results for the hydration of the OH
radical, including, for the first time, a theory-based predic-

FIG. 7. Partial radial distribution functiongH–O(r ) for
the hydrated OH radical and for liquid water. The inset
shows the average coordination numbernc(r ).

FIG. 8. Average induced dipole moment (^m ind& in D!
of the hydroxyl radical as a function of the number of
water moleculesN in the liquid. The inset shows the
convergence of the OH average dipole moment as a
function of the number of uncorrelated MC configura-
tions.
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tion for the hydration enthalpy of this species. This quantity
is of fundamental interest in several domains, ranging from
biochemistry to electronic properties of liquid water. The
present study relies on two complementary approaches: mi-
crosolvation and statistical mechanics Monte Carlo simula-
tions. From microsolvation modeling we conclude that for
small water clusters (WN), the binding energies of the OH
radical to WN , and of the water molecule to WN , are very
close. This can be related to the stability of the OH–W1

complex, where the radical plays the role of proton donor.
Based on Monte Carlo simulations, our results show that

the hydration enthalpies of the OH radical and water differ
by less than 10 kJ mol21. The enthalpic stabilization of the
water molecule in liquid water relative to the OH radical is
possibly due to the contribution of long-ranged dipolar inter-
actions and polarization effects. In this sense, other interest-
ing conclusion concerns the polarization of the OH radical in
liquid water. We predict that the dipole moment of the OH
radical in water (2.260.1 D) is increased by;30% in com-
parison with the gas phase value~1.66 D!. This prediction is
based on the SPC intermolecular potential, which is a very
simple model. Further investigations with other intermolecu-
lar interaction models can be useful to confirm the present
predictions. However, we note that our result for the OH
radical dipole moment in water is consistent with a recent
evaluation of the water dipole moment in liquid water (2.6
60.1 D) by sequential Monte Carlo/quantum mechanics
calculations,68 based on the TIP5P69 intermolecular potential
model.

Our results for the OH radical hydration energy leads to
a value for the liquid water band gap~6.88 eV! in excellent
agreement with a recent prediction by Coeet al.12
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Chapter 4

Paper II: A bulk view

As already explored in previous work [130], one of the motivations of the present
work is the quantitative prediction of the electronic density of states for liquid
water. A further motivation was that theoretical estimates for the optical band
gap of liquid water, Eg, were scarce and ranged from 3.6 to 6.5 eV [91, 130, 270],
at odds with experimental evidence which pointed to much higher values ∼8.9
eV [138]. Also, estimates for the conduction band edge V0 ranged from -1.2 to 0.0
eV [35,133]. The purpose of paper II was thus fourfold:

• The reparametrization of a one-parameter hybrid exchange-correlation func-
tional, for the quantitative account of electron binding energies for the water
dimer [149].

• The evaluation of a sequential MC/QM approach [255, 256] for the quanti-
tative determination of the electronic density of states of liquid water.

• An estimate for V0 based on the calculated electronic density of states.

• An estimate of Egap based on our results for V0 and ∆Ehyd[OH].

Electronic energy levels were calculated using the one parameter mPW1PW91
hybrid functional, reparametrized to reproduce the first ionization potential of the
water dimer in its minimum energy geometry. It should be noted that, as found
in previous work, the reparametrization of a hybrid density functional for the
reproduction of the electronic properties of single water molecule does nor yield the
correct optical gap. The optimal amount of exact exchange was found to be 62.5%.
In order to run these calculations using Gaussian 03, the IOP(3/76=0375006250)
keyword must be included in the route section. Using the notation in paper II,
Eq.(1), (1− α) = 0.625 and α = 0.375.

The size dependence of the electronic density of states, the optical band gap
and V0 of water was studied within a sequential quantum chemical / Monte Carlo
methodology for statistically uncorrelated (H2O)n, (n = 2, 4, 8, 15, 20, . . . , 30) con-
figurations, generated from liquid water Monte Carlo simulation. The optimal
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Chapter 4 Paper II: A bulk view

number configurations to be sampled from Monte Carlo simulation and the re-
quired cluster size for the size convergence of the electronic density of states had
already been established in earlier work [130].

For n = 30, with the exception of the 2a11 orbital, a good agreement between
experimental binding energies for liquid water and theoretical results is observed.
For the 1b1 and 3a1 orbitals, experimental electron binding energies are in better
agreement with theoretical results for free water clusters, although the differences
are quite small. More important, the redshift of electron binding energies, which
is a condensed-phase effect, is qualitatively in keeping with experimental infor-
mation: the red shift of electron binding energies is ∼0.9 and 0.7 eV for the 1b1

and 3a1 orbitals, respectively. The experimental values are ∼1.3 eV. The only
significant discrepancy relative to experiment concerns the 2a1 orbital for which
theoretical calculations predict a small blueshift ∼0.4 eV, whereas a 1.7 eV redshift
is predicted by experiment.

Extrapolation of V0 to bulk yields 0.17±0.05 eV, in good agreement with the
recent estimate by Coe et al. (-0.12 eV) [35] but significantly smaller than the
value reported by Grand et al. (1.2±0.1 eV) [133]. From Eq.(1.17), taking our
previous Monte Carlo result for ∆Ehyd[OH] =-0.38 eV, and the present estimate
of V0, the adiabatic band gap for pure liquid water Eg is 6.83±0.05 eV Eq.(1.17),
again in agreement with the value reported by Coe and co-workers [35].
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Electronic properties of water clusters �H2O�n, with n=2, 4, 8, 10, 15, 20, and 30 molecules were
investigated by sequential Monte Carlo/density-functional theory �DFT� calculations. DFT
calculations were carried out over uncorrelated configurations generated by Monte Carlo
simulations of liquid water with a reparametrized exchange-correlation functional that reproduces
the experimental information on the electronic properties �first ionization energy and highest
occupied molecular orbital-lowest unoccupied molecular orbital gap� of the water dimer. The
dependence of electronic properties on the cluster size �n� shows that the density of states �DOS� of
small water clusters �n�10� exhibits the same basic features that are typical of larger aggregates,
such as the mixing of the 3a1 and 1b1 valence bands. When long-ranged polarization effects are
taken into account by the introduction of embedding charges, the DOS associated with 3a1 orbitals
is significantly enhanced. In agreement with valence-band photoelectron spectra of liquid water, the
1b1, 3a1, and 1b2 electron binding energies in water aggregates are redshifted by �1 eV relative to
the isolated molecule. By extrapolating the results for larger clusters the threshold energy for
photoelectron emission is 9.6±0.15 eV �free clusters� and 10.58±0.10 eV �embedded clusters�. Our
results for the electron affinity �V0=−0.17±0.05 eV� and adiabatic band gap �EG,Ad

=6.83±0.05 eV� of liquid water are in excellent agreement with recent information from theoretical
and experimental works. © 2005 American Institute of Physics. �DOI: 10.1063/1.1979487�

I. INTRODUCTION

Water is the most important liquid for life and chemical
reactivity in liquid water is a fundamental process character-
izing the behavior of many living organisms. Therefore, the
structure, energetics, and electronic properties of liquid water
were the subject of numerous investigations.1–7 Some prop-
erties of liquid water are unique, fascinating, and worth re-
ferring: the structure of water is characterized by a complex
hydrogen �H�-bond network which leads to a very specific
dependence of the density on the thermodynamic state and to
the water density anomaly at T=4 °C;8 the strong polariz-
ability of liquid water, which is related to cooperative effects
induced by H bonding, determines its dielectric properties as
well as the significant increase of the water molecule dipole
moment from 1.85 D in the gas to �2.6 D in the liquid
phase.9,10 In comparison with its energetics and structure, the
electronic properties of liquid water3,11–22 are apparently not
well understood. One specific aspect concerns the band gap
of water.3,11,14,16,17,19,20 It is generally accepted that water can
be described as a very large band-gap amorphous
semiconductor.11,17 However, it is not obvious that the band
gap of liquid water can be uniquely associated with an opti-
cal �vertical� excitation process, where the gap is defined
simply as the highest occupied molecular orbital-lowest un-
occupied molecular orbital �HOMO-LUMO� energy differ-

ence. As recently pointed out by Coe et al.,3 the reactive
nature of electronically excited water molecules,18 the reor-
ganization of water molecules around charged species in liq-
uid phase, and the observed photophysics of anionic defects
�known as the anion problem�4 strongly indicate that an adia-
batic route can be defined for accessing the conduction-band
edge in liquid phase. Moreover, given that the time scale of
the solvent relaxation is much larger than the vertical pro-
cess, the adiabatic band gap of liquid water cannot be deter-
mined vertically.

From the theoretical point of view, electronic properties
of liquid water were the subject of several studies.3,23–26 It is
well known that ab initio molecular dynamics �ABMD�
simulations are of great interest for investigating the elec-
tronic properties in condensed phase. Although the complex-
ity of liquid water makes a first-principles approach rather
difficult, several ABMD simulations were carried out27–34

and some of them also reported results for the HOMO-
LUMO gap and the density of states �DOS�.27,32,33 However,
only few works on the adiabatic band gap of liquid water
were reported.3,4 Another aspect of interest concerns the re-
lationship between H bonding and the electronic properties
of water.35–40 In this sense, specific issues including the size
dependence of the electronic properties, the influence of sur-
face effects on the DOS, and water band gap certainly de-
serve further attention.

The present article is focused on the electronic properties
of water, in particular, on its density of states �DOS�,

a�Author to whom correspondence should be addressed. Electronic mail:
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HOMO-LUMO gap �EG�, and adiabatic band gap �EG,Ad�. A
sequential Monte Carlo/quantum mechanics approach41,42

was adopted. From uncorrelated supermolecular structures
generated by Monte Carlo simulations for liquid water,
density-functional theory �DFT� calculations were carried
out to study the electronic properties of water aggregates of
different sizes. Surface effects were then minimized and
long-ranged electrostatic interactions were taken into ac-
count by the introduction of embedding charges, as an ap-
proximation to the liquid environment.

DFT calculations were carried out with a reparametriza-
tion of the Adamo and Barone modified exchange-correlation
functional �MPW1PW91�.43–45 The reparametrized func-
tional reproduces experimental information on the electronic
properties of the water dimer. The article is organized as
follows. Initially, we describe the generation of the aggre-
gates by the Monte Carlo method and the reparametrization
of the MPW1PW91 functional. A detailed analysis of size
dependence and surface effects is then reported. Finally, ex-
trapolated results for larger water aggregates �free and em-
bedded in a charge distribution� are reported and compared
with experimental information and theoretical predictions for
liquid water from other studies. We conclude by placing em-
phasis on the difference between the optical and the adiabatic
band gap of liquid water.

II. COMPUTATIONAL DETAILS

A. Monte Carlo simulations

The interactions between water molecules were de-
scribed by the TIP5P potential.46 This model, which has been
designed to reproduce the water density anomaly at T
=4 °C,46 predicts the structural and thermodynamic proper-
ties of liquid water in excellent agreement with experiment.
The TIP5P charge distribution is described by two negatively
charged �−0.241 e� sites located symmetrically along the
lone pair directions and a positive charge �+0.241 e� on each
hydrogen site.46 It is important to observe that this model
predicts a dielectric constant of water ��=81.5±1.5� in very
good agreement with experiment ��=79.3�. Monte Carlo
�MC� simulations of water were carried out in the isobaric-
isothermal �npT� ensemble47 at T=298 K and p=1 atm in a
cubic box with periodic boundary conditions. The number of
water molecules is n=500 and the interactions are truncated
at a cutoff radius of 9.0 Å. We carried out 108 MC steps for
equilibration. This run was followed by 1.25�109 additional
MC steps. Each step involves the attempt to move one mol-
ecule of the system. From the configurations generated by
the MC procedure N=50 uncorrelated configurations were
selected by determining a correlation time over the MC Mar-
kov chain.41,42 We note that successive configurations gener-
ated by the Metropolis algorithm48 are strongly correlated.
When the property of interest involves a high computational
effort, the use of uncorrelated structures is of crucial impor-
tance for evaluating the averages over a relatively small
number of representative configurations.41,42

Each uncorrelated configuration corresponds to a super-
molecular structure �water cluster� including explicitely n
molecules. The structure of the clusters corresponds to the

liquid-phase structure at T=298 K and no geometry optimi-
zation of the aggregates was carried out. Size dependence
was investigated by carrying out calculations with n=1, 2, 4,
8, 10, 15, 20, 30. Surface effects and long-ranged corrections
to polarization effects were investigated by embedding the
clusters in the TIP5P charge distribution of the surrounding
water molecules. Thus, no periodic boundary conditions
were applied for evaluating the electronic properties. The
number of embedding water molecules is represented by nc.
We have taken nc=200. Some calculations based on the
Kirkwood-Onsager model,49 where the clusters are placed in
a spherical cavity surrounded by a continuum dielectric me-
dium, were also carried out.

B. Density-functional theory calculations

The electronic properties of the clusters were determined
by performing DFT calculations over uncorrelated MC con-
figurations. Although the physical meaning of Kohn-Sham
�KS� orbital energies remains a controversial issue in the
literature,50,51 several works provided evidence that DFT can
correctly predict electron binding energies.52–61 The dis-
agreement between KS electron binding energies predicted
by the widely used exchange-correlation functionals and ex-
periment is related to the self-interaction error in DFT.62 An
interesting possibility is to parametrize the exchange-
correlation functional for reproducing experimental electron
binding energies.53,57 The present approach to study the elec-
tronic properties of water is based on the following semi-
empirical procedure. The modified Perdew-Wang functional
�MPW1PW91� proposed by Adamo and Barone43–45 has
been reparametrized to reproduce the electronic properties of
the water dimer. The reparametrization was based on the
representation of the exchange-correlation functional as43–45

Exc = �1 − ��Ex
HF + ��Ex

Slater + �Ex
mPW� + Ec

local + �Ec
PW91,

�1�

where �Ex
mPW is the modified Perdew-Wang exchange-

correlation functional, and Ec
local is the local correlation func-

tional contribution.
We have determined the optimal value of � in the above

expression that reproduces the first ionization potential of the
water dimer �11.21±0.09 eV�.63 DFT calculations were car-
ried out with Woon and Dunning’s correlation consistent po-
larized valence double zeta basis set augmented with diffuse
functions �aug-cc-pVDZ�.64 We find that the optimal value of
� is 0.375. The MPW1PW91 standard value is �=0.75. The
results for several properties of the water dimer predicted by
the present reparametrization are reported in Table I, where
they are compared with experimental data and theoretical
results based on Hartree-Fock �HF� calculations, coupled
cluster with single and double excitations and perturbative
inclusion of triples �CCSD�T��,65–68 and Møller-Pleset per-
turbation theory69 at fourth order �MP4�. CCSD�T� and MP4
results for the vertical attachment energies �VAE� and elec-
tron binding energies were based on �E calculations.

Table I reports �see values in brackets� the electron bind-
ing energies relative to the HOMO. For the valence orbitals,
these differences are roughly the same for HF calculations
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and for the two MPW1PW91 parametrizations. In a com-
parative analysis of HF and KS energies, Politzer and
Abu-Awwad54 pointed out that, for a given molecule, differ-
ent exchange-correlation functionals lead to KS valence or-
bital energies, which differ from experimental data nearly by
a constant value. The present results confirm this behavior.
Moreover, they indicate that when the functional is param-
etrized to reproduce the HOMO energy, the whole set of
orbital energies is in good agreement with experiment. For
example, our results for the water dimer O�1s� binding en-
ergies �541.14 and 542.74 eV� are very close to theoretical
predictions based on complete active space self-consistent
field �CASSCF� calculations �540.2 and 541.1 eV�.70 This
agreement leads credence to our parametrization for repro-
ducing the core DOS of water aggregates, although our main
interest is focused on the valence binding energies and
HOMO-LUMO gap.

Although the present reparametrization was oriented to
reproduce the first ionization potential, several properties of
the water dimer, including the structure,71 binding energy,72

dipole moment,73 vertical attachment energy �VAE�,74 and

HOMO-LUMO gap �EG�, are in excellent agreement with
experiment and other theoretical approaches. As expected,
unscaled harmonic vibrational frequencies are slightly over-
estimated in comparison with experimental values.75 We in-
terpret the agreement between our predictions and experi-
mental information for several properties of the water dimer
as a strong indication on the reliability of the present ap-
proach for investigating the electronic properties of water
clusters. The quantum-mechanical calculations were carried
out with the GAUSSIAN-98 program.76

III. THE ELECTRONIC DENSITY OF STATES IN
WATER CLUSTERS

A. Size dependence of electronic properties in free
water clusters

The KS orbitals for the optimized structures of the water
monomer �w1�, dimer �w2�, and tetramer �w4� are illustrated
in Fig. 1. For the monomer �w1� they correspond to the 4a1,
1b1, 3a1, and 1b2 orbitals. �The 2a1 orbital at −33.4 eV is not
shown.� 1b1 is the highest occupied molecular orbital

TABLE I. Theoretical and experimental results for the water dimer �H2O�2. The distances are in angstroms. The
binding energies ��Eb� are in kJ mol−1. The dipole moments ��� are in debye. The vertical attachment energies
�VAE�, HOMO-LUMO energy differences �EG�, and electron binding energies are in eV. The frequencies are in
cm−1. For the dimer, �a� and �d� denote the role played �as proton acceptor or donor� by the water molecule for
which the contribution from a given orbital is dominant. The numbers in brackets are electron binding energies
relative to the HOMO. The calculations were performed with the aug-cc-pVDZ basis set.

HF

MPW1PW91

CCSD�T� MP4 Expt.�=0.750a �=0.375b

d�O–O� 3.032 2.892 2.864 2.926 2.917 2.976±0.03c

�Eb �16.40 �20.1 �21.8 �22.2 �22.5 −20.9±0.5d

� 2.9 2.6 2.7 2.7 2.7 2.6e

VAE -0.80 0.73 -0.13 0.49 0.50 0.050±0.03f

EG 13.97 7.65 11.33 12.48 12.57 11.16±0.05g

1b1 �d� 13.15 8.38 11.20 12.97 13.07 11.21±0.09h

�3a1 ,1b1� �a� 14.48�1.3� 9.76�1.4� 12.60�1.4�
�3a1 ,1b1� �d� 15.12�2.0� 10.51�2.1� 13.34�2.1�

3a1 �a� 16.67�3.5� 12.05�3.7� 14.91�3.7�
1b2 �d� 19.22�6.1� 14.36�6.0� 17.34�6.1�
1b2 �a� 20.47�7.3� 15.75�7.4� 18.72�7.5�
2a1 �d� 36.34�23.2� 27.68�19.3� 32.53�21.3�
2a1 �a� 37.72�24.6� 29.28�20.9� 34.15�23.0�

O�1s� �d� 559.09�545.9� 522.89�514.5� 541.14�540.20�i�529.9�
O�1s� �a� 560.46�547.3� 524.47�516.1� 542.74�541.48�i�530.2�

�1 3957 4171 3745j

�2 3936 4152 3730j

�3 3849 4062 3600j

�4 3720 3951 3539j

�5 1651 1716 1619j

�6 1629 1693 1601j

aMPW1PW91 parametrization �Refs. 43–45�.
bPresent parametrization.
cFrom Odutola and Dyke �Ref. 71�.
dFrom Feyerisen et al. �Ref. 72�.
eFrom Dyke et al. �Ref. 73�.
fFrom Kim et al. �Ref. 74�.
gEstimated from the experimental ionization potential �IP� and vertical attachment energy �VAE� as IP-VAE.
hFrom Ng et al. �Ref. 63�.
iTheoretical results based on CASSCF/aug-cc-pVDZ calculations. From Felicissimo et al. �Ref. 70�.
jFrom Huang and Miller �Ref. 75�.
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�HOMO� at the top of the water molecule “valence band.”
The 1b1 orbital has a strong 2p character and is centered at
the site of the O�1s� core orbital. For the water dimer �w2�
the HOMO corresponds essentially to the 1b1 orbital. The
next two lower orbitals involve overlap between 3a1 and 1b1

orbitals and are represented in Fig. 1 as �3a1 ,1b1�. The next-
lowest dimer orbital is essentially a 3a1 orbital centered at
the proton accepting water molecule. The two lowest occu-

pied orbitals of w2, represented in Fig. 1, are dominated by
the contributions from 1b2, although the higher one involves
some overlap with the 3a1 orbital. The most stable 1b2 or-
bital of the dimer correspond essentially to the energetically
stabilized monomer orbital upon dimer formation. The split-
ting of the monomer orbital energies upon dimer formation
reflects the feature that each water molecule plays a different
role �as a proton donor or proton acceptor�. The degeneracy

FIG. 1. �Color� Orbital energies �in eV� for the optimized gas-phase structures of the water monomer �w1�, dimer �w2�, and tetramer �w4�.
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of electron binding energies of the water tetramer �w4� re-
flects its symmetrical cyclic structure. The highest occupied
orbitals involve the 1b1 and 3a1 interactions and are related
to the orbitals of the water dimer. We stress the specific role
played by the 3a1 orbital in H bonding. As indicated in Fig.
1, H bonding involves mixing of 3a1 and 1b1 orbitals. This
feature will induce broadening of the 3a1 and 1b1 bands
upon condensation.37 Also represented in Fig. 1 is the virtual
4a1 orbital �LUMO�, which plays a central role in the ener-
getic stabilization of an excess electron through the forma-
tion of a dipole-bound anion structure.77,78 The energetical
stabilization of the dimer 4a1 orbital relative to the monomer
illustrates the stabilization of the LUMO �or the increase of
the electronic affinity� upon dimer formation. The structure
and orbital energies of small water clusters are the departure
points to discuss the density of states �DOS� of larger clus-
ters, and the characterization of their respective bands, which
will keep a close relationship with the distribution of orbital
energies of the small aggregates.

The size dependence of the density of states �DOS� is
illustrated in Fig. 2, where the average DOS for water clus-
ters of different sizes is reported. These clusters are super-
molecular uncorrelated structures generated by the MC simu-
lations of liquid water. We note that in the case of w2 and w4

they do not necessarily correspond to the gas-phase opti-
mized structures of Fig. 1, because the structure of the ag-
gregates taken from the simulations reflects the thermal fluc-
tuations in the liquid phase. Therefore, the DOS of the
uncorrelated structures will reflect thermal as well as elec-
tronic broadening.33 The latter effect is basically related to
the interactions between the water molecules. On the other
hand, thermal fluctuations will be associated with the pres-
ence of different configurations at a finite temperature T.

The average DOS for the w2 cluster associated with the
1b2 orbital is bimodal. Their peaks correspond roughly to the
orbital energies of Fig. 1. For larger clusters the DOS be-
comes a broad distribution due to the presence of an increas-
ing number of nearly isoenergetic isomers �thermal broaden-
ing�. A similar pattern �from peaked to broad DOS� is

observed in the formation of the 3a1 and 1b1 bands. For
larger clusters �n�10� the 3a1 and 1b1 bands overlap ap-
pearing as a single distribution due to thermal and electronic
broadening. The results shown in Fig. 2 indicate that the
average DOS of small water aggregates is not dependent on
the number of water molecules for n�15. The behavior of
the core DOS with the cluster size reflects the expected dis-
persion of the core energies related to different structures and
shows that the maxima position of the DOS is not changed
for n�10.

The DOS of unoccupied orbitals is characterized by two
peaks related to the 4a1 and 2b1 orbitals. For larger clusters
�n�10� a shoulder �or preedge feature� near the bottom of
the conduction band and a broad distribution centered at
�10 eV are observed. Recent x-ray absorption spectroscopy
�XAS� experiments36 provided evidence on significant differ-
ences between the XAS spectra of ice and water in liquid and
gaseous phases. These differences were related to structural
features of the H-bond network and the spectra exhibit a
strong dependence of the H-bonding environment.36,39 Spe-
cifically, the presence of a preedge feature at the bottom of
the conduction band was associated with broken H bonds.
Therefore, a strong preedge is typical of small water clusters
where free hydrogen atoms can act as H-bond acceptors. In
contrast, only a weak structure is observed in ice, which is an
indication of a fully coordinated H-bond network.36 The be-
havior of the conduction-band DOS with the cluster size
�Fig. 2� shows that the preedge feature is reduced with in-
creasing n, which is an indication of H-bond formation.
Moreover, the second broad peak at the high-energy range
increases with the cluster size. These findings are in keeping
with experimental36 and theoretical studies36,39 on x-ray ab-
sorption in water and water clusters.

The top of the valence band is related to the nonbonding
orbital 1b1 �HOMO� and the difference between the HOMO
and the bottom of the conduction band �or the average value
of the LUMO� defines the optical band gap �EG�. The aver-
age energy of the LUMO for a cluster with n water mol-
ecules can be associated with the average electron affinity of
the aggregates and it is represented as V0,n.

The convergence of the DOS or the averaged orbital
energies with the number of uncorrelated supermolecular
structures �N� is illustrated in Fig. 3, where the cumulative
average energies of the LUMO �top� and HOMO �bottom� as
a function of N, for clusters of different size �n�, are repre-
sented. In agreement with previous investigations of the di-
pole moment of liquid water based on sequential Monte
Carlo/quantum mechanics calculations,10 we observe that N
=50 uncorrelated configurations are adequate for a reliable
prediction of converged average properties.

Average HOMO energies are redshifted with increasing
n. They change from �−11 �n=2� to �−9.6 eV �n=30�.
The dependence of the LUMO energy on the cluster size is
also illustrated in Fig. 3. The LUMO energy is shifted to
lower energies as the cluster size increases. From the water
monomer to the cluster with n=30, the LUMO energy is
stabilized by �1 eV. This tendency may be related to the
formation of local structures involving the simultaneous
presence of a number of free or dangling hydrogen atoms,

FIG. 2. Dependence of the average density of states �DOS� on the number
of water molecules in the cluster �n=2, 4, 8, 10, 15, 20, 30� for free water
clusters. MPW1PW91��=0.375� / aug-cc-pVDZ results. Averages were car-
ried out over 50 uncorrelated MC configurations.
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mainly at the cluster surface. This number should increase
with n because it depends on the number of water molecules
close to the surface. Therefore, it seems reasonable to ob-
serve that the stabilization of the LUMO or the increase of
the clusters electronic affinity with n can be related to sur-
face effects.

B. Introduction of embedding charges: Influence on
the water density of states

The uncorrelated supermolecular structures generated by
the Monte Carlo simulations are water clusters, where sur-

face effects are certainly significant. Although the calcula-
tions for free water clusters indicate the possibility to ex-
trapolate the results for larger clusters, it is of interest to
discuss how long-ranged polarization effects can be included
and how surface effects can be minimized. Consequently, we
have adopted the same strategy used for predicting the aver-
age dipole moment of the water molecule in liquid water.10

Let us consider the larger aggregate �n=30�. To this super-
molecular structure, which has been selected from uncorre-
lated Monte Carlo simulations with 500 water molecules, the
nonpolarizable TIP5P charge distribution of nc=200 sur-
rounding water molecules were added.

We should expect that the introduction of charge distri-
bution mainly affects the water molecules closer to the clus-
ter surface. To illustrate this effect we have calculated the
difference of the electronic density in free and embedded
clusters. Electronic density differences were calculated with
the MOLEKEL visualization package79 and isosurfaces repre-
senting these quantities are shown in Fig. 4. The main
changes of the electronic density concern the water mol-
ecules close to the surface. No significant changes are ob-
served in the electronic density of the inner molecules. Fig-
ure 5 shows the DOS for the free and embedded ẇ30

aggregates. The core DOS is only slightly modified by the
presence of the charges, which lead to a narrower peak cen-
tered at �−542 eV. This reflects a more homogeneous dis-
tribution of the electronic states in the embedded clusters and
involves mainly the stabilization of core states for the water
molecules close to the charge distribution.

FIG. 3. Dependence of the average HOMO and LUMO energies on the
number of uncorrelated configurations �N� for free water clusters of different
size n.

FIG. 4. �Color� Isosurfaces corresponding to the electronic density difference between free and embedded water clusters with n=30. The isosurfaces
correspond to electronic density differences of −0.0025 �dark� and 0.0025 e Å−3 �white�. The number of surrounding water molecules �represented by TIP5P
charges� is nc=200.
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Based on x-ray emission spectra and Hartree-Fock cal-
culations for liquid structures generated by molecular dy-
namics simulations, Guo et al.37 suggested that the strong
involvement of the 3a1 valence orbitals in H bonding leads
to the broadening of 3a1 and 1b2 bands from the water
monomer to small water clusters.37 The same behavior of the
DOS for free water clusters is presently observed. However,
by adding embedding charges, a shoulder at �−14 eV,
which can be associated to the 3a1 band, is observed. In
addition, the charges contribute to decrease the mixing of 1b2

and 3a1 bands. This seems to reflect a significant polarization
of the 3a1 orbital of the water molecules by the charges. We
note that polarization of the 3a1 orbital was recently invoked
to explain the large increase in the water dipole moment
upon condensation.37 Similar changes are also observed
when the aggregates are embedded in a dielectric medium,
strongly indicating that the mixing of the 3a1 and 1b2 bands
in the water DOS is mainly related to surface effects. How-
ever, it should be observed that in contrast with the con-
tinuum dielectric method, thermal fluctuactions related to
different charge configurations will characterize long-ranged
corrections and thermal broadening in the present approach.

In keeping with the behavior for free water clusters of
increasing size, the 1b1 conduction band is shifted to lower
energies, which indicates that the changes on the DOS for
occupied orbitals are similar when the cluster size increases
or when an embedding charge distribution is added.

When the clusters are embedded by a charge distribu-
tion, the DOS of unoccupied orbitals is also modified. First,
the DOS associated with the bottom of the conduction band
is slightly shifted to higher energies. Second, the peak of the
broad distribution related to the 2b1 and Rydberg states in-
creases. The first modification is also illustrated in Fig. 6,
where the energies of the HOMO and LUMO, as well as EG

are shown as a function of N �the number of uncorrelated
MC configurations� for the w30 aggregate with and without
embedding charges. By adding charges, the LUMO energy is
also shifted upwards. This tendency is opposite to what is
observed when the cluster size increases. We note that the
LUMO energy is related to the water electron affinity, or to
the energy needed to solvate an electron, which depends on
the number of nonbonded hydrogen atoms. Therefore, a pos-
sible explanation for the behavior of the LUMO energy is
that by introducing embedding charges, we simulate the
presence of water molecules and the corresponding increase
of H bonds. We have verified that a similar effect is observed
when self-consistent reaction-field calculations based on the
Kirkwood-Onsager model are carried out.

IV. EXTRAPOLATION TO LIQUID WATER AND
COMPARISON WITH EXPERIMENT

A. Binding energies and gas-to-condensed-phase
energy shifts

Table II reports the experimental22 and theoretical KS

TABLE II. Electron binding energies and gas-to-condensed-phase energy shifts �	E� for valence orbitals. The
data are in eV. The theoretical results are for the w30 cluster.

Expt. Theor.

Orbital Gasa Liquidb 	E Free cluster 	E Embedded cluster 	E

1b1 12.60 11.16±0.04 1.44 11.57±0.18 1.03�1.05�c 11.74±0.02 0.86
3a1 14.80 13.50±0.10 1.30 13.83±0.42 0.97�1.12�c 14.10±0.03 0.70
1b2 18.60 17.34±0.04 1.26 17.89±0.05 0.71�1.00�c 17.69±0.01 0.91
2a1 32.60 30.90±0.06 1.70 33.16±0.02 �0.56 33.04±0.01 �0.44

aElectron binding energies for the water monomer. From Banna et al. �Ref. 80�.
bFrom Winter et al. �Ref. 22�.
cExperimental results for a cluster with �n�=250 water molecules. From Björneholm et al. �Ref. 21�.

FIG. 5. Dependence of the DOS on the introduction of embedding charges
�nc=200�. Results for the w30 cluster.

FIG. 6. Dependence of the HOMO and LUMO energies, and optical band
gap EG on the introduction of embedding charges �nc=200�. Results for the
w30 cluster.
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electron binding energies, and the gas-to-condensed-phase
energy shift �	E� for the valence orbitals. Theoretical values
were derived from Gaussian fitting of the DOS, and 	E for
each orbital is defined as the difference between the experi-
mental electron binding energy for the isolated water
molecule80 and its value in the condensed phase. Theoretical
results are for the w30 cluster. With the exception of the 2a1

orbital, a good agreement between experimental binding en-
ergies for liquid water and theoretical results is observed. For
the 1b1 and 3a1 orbitals, experimental binding energies are in
better agreement with theoretical results for free water clus-
ters, although the differences are quite small. More impor-
tant, the redshift of 	E, which is a condensed-phase effect, is
qualitatively in keeping with experimental information: We
find that 	E is �0.9 and 0.7 eV for the 1b1 and 3a1 orbitals,
respectively. The experimental values are �1.3 eV. The only
significant discrepancy relative to experiment concerns the
2a1 orbital for which theoretical calculations predict a small
blueshift ��0.4 eV�, whereas a 1.7-eV redshift is predicted
by experiment. Results for free water clusters can be com-
pared with photoemission spectra of water clusters.21 A good
agreement between theoretical and experimental results for
the binding energy shift from the molecule to the cluster can
be observed, particularly for the 1b1 and 3a1 orbitals �see
Table II�.

B. The water electron affinity V0

V0 can be defined as the energy to take a zero kinetic-
energy gas-phase electron to the bottom of the conduction
band of the condensed phase as a delocalized or quasifree
electron.3,18 Several theoretical23,25 and experimental3,14 esti-
mates of V0 were reported. The typical literature value is
−1.2 eV.14 A significantly smaller estimate �−0.12 eV� has
been reported.3 This value is closer to a theoretical prediction
by Jortner �−0.5
V0
1.0�,23 and in good agreement with
the Henglein’s calculation �−0.2 eV�.25

In the present work V0,n �see Table III� represents V0 for
a cluster with n water molecules. It was estimated as the
average LUMO energy of the aggregate. The behavior of
V0,n with the number of water molecules �n� is illustrated in
Fig. 7. In free water clusters V0,n changes from

0.03±0.01 �n=2� to −1.0±0.18 eV �n=30�. When the elec-
trostatic field of the embedding charges is introduced, sig-
nificant differences relative to free clusters are observed. In
these clusters, V0,n changes from 0.51±0.08 �n=2� to
−0.15±0.04 eV �n=30�. It should be expected that non-H-
bonded hydrogen atoms at the cluster surface contribute to
increase the electron affinity or to lower the LUMO energy.
Embedding charges reduce surface effects by simulating the
presence of water molecules at the cluster surface and con-
tribute to increase the LUMO energy. Extrapolation of V0,n

for n=� leads to V0,�=−1.06±0.03 eV �free cluster� and
V0,�=−0.17±0.05 eV �embedded cluster�. It seems reason-
able to assume that the extrapolated average LUMO energy
for the embedded water clusters �V0,�� is a reasonable esti-
mate of the bulk water V0. Therefore, our result for V0,� is in
very good agreement with the recent estimate by Coe et al.3

�−0.12 eV� and Henglein25 �−0.2 eV� but significantly
smaller than the value reported by Grand et al.
�−1.2±0.1 eV�.14

C. The HOMO-LUMO gap

The HOMO-LUMO gap �EG,n� for water clusters of size
n is reported in Table III. The values correspond to averages
over 50 uncorrelated configurations. The behavior of the av-
erage optical gap �EG,n=�HOMO−�LUMO� with the number of
water molecules �n� for free and embedded clusters �nc

=200� is illustrated in Fig. 8. In free clusters EG,n changes
from 11.05±0.04 �n=2� to 8.69±0.25 eV �n=30�. When
embedding charges are introduced EG,n changes from
11.97±0.08 �n=2� to 10.48±0.04 eV �n=30�, indicating a
weaker dependence with n in comparison with free clusters.
Extrapolated values for the HOMO-LUMO gap �EG,�� are
8.55±0.08 �free cluster� and 10.41±0.09 eV �embedded
cluster�. Theoretical informations on the HOMO-LUMO gap
of liquid water are relatively scarce. First-principles molecu-
lar dynamics of Boero et al.32 estimate the KS HOMO-
LUMO gap of liquid water at normal conditions as �3.6 eV.
A previous estimate of 4.65 eV was reported by Laasonen et
al.27 The disagreement with the present values illustrates that
widely used approximations in density-functional theory lead
to gaps that are significantly underestimated. From the theo-
retical values of EG,� and V0,� we can estimate the photo-

TABLE III. HOMO-LUMO gap �EG,n� and average LUMO energy �V0,n�
for water clusters. The results are in eV.

Free clusters Embedded clusters

n EG,n V0,n EG,n V0,n

1 12.31 0.35 12.56±0.08 0.68±0.08
2 11.05±0.04 0.03±0.01 11.97±0.08 0.51±0.08
4 10.60±0.03 −0.19±0.03 11.58±0.08 0.34±0.08
8 9.90±0.16 −0.49±0.05 11.25±0.06 0.19±0.07

10 9.50±0.19 −0.66±0.14 11.10±0.05 0.14±0.07
15 9.15±0.25 −0.85±0.14 10.90±0.04 0.04±0.05
20 8.84±0.27 −0.96±0.18 10.71±0.04 −0.02±0.03
30 8.69±0.25 −1.00±0.18 10.48±0.04 −0.15±0.04
]

�a 8.55±0.08 −1.06±0.03 10.41±0.09 −0.17±0.05

aExtrapolated values.
FIG. 7. Size dependence of V0,n for free and embedded water clusters.
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electron threshold �PET�, which is defined as17 PET=EG

+ �V0�. For free water clusters we find that PET
=9.61±0.15 eV. For embedded water clusters, our extrapo-
lated EG,� and V0,� leads to PET=10.58±0.10 eV, which is
�0.5 eV above the experimental values reported by Delahey
and Von Burg15 �10.06 eV� and by Winter et al. �9.9 eV�.22

Our theoretical PET is, however, close to an experimental
value of �10.5±0.5 eV.12

D. The adiabatic band gap of liquid water

The adiabatic band gap of liquid water can be estimated
through a thermochemical cycle, which involves several spe-
cies including H2O+, H3O+, OH−, and OH•, and the hydrated
electron e− �aq�. A detailed description can be found in Refs.
3 and 4. However, the process can be summarized as follows.
Vertical photoionization of liquid water produces an excited
H2O+ ion and a delocalized e−�aq�. The H2O+ formed by
ionization reacts quickly by proton transfer to a nearby water
molecule leading to the formation of H3O+ and of the hy-
droxide defect OH−, which can be placed at �E=0.58 eV
above the valence-band edge. �E is the energy of the reac-
tion

2H2O�1�→ H3O+�aq� + OH−�aq� . �2�

The conduction-band edge can be associated with

H3O+�aq� + OH•�aq� + e−�cond� , �3�

where it is assumed that the reorganization of water mol-
ecules takes place around the H3O+ and OH• species. By
defining a thermochemical cycle3,4 it is then possible to cal-
culate the water adiabatic band gap by using

EG,Ad = �Ehyd�OH•� + V0 + AEA�OH•�g��

− �Ehyd�OH−� + �E , �4�

where AEA�OH•�g��=1.83 eV �Ref. 3� is the gas-phase adia-
batic electron affinity �AEA� of the OH radical and
�Ehyd�OH−�=−4.97 eV is the hydration energy of OH−.3 The
less well-known quantities for predicting EG,Ad are the hy-
dration energy of the OH radical, �Ehyd�OH•�, and the water
electron affinity V0. Different works3,81,82 predicted that
�Ehyd�OH•� is close to −0.37 eV. Several electronic proper-

ties of liquid water are gathered in Table IV. Based on the
Monte Carlo result for �Ehyd�OH•�=−0.38 eV �Ref. 82� and
the present estimate of V0, we find that EG,Ad

=6.83±0.05 eV, which is in excellent agreement with the
value reported by Coe and co-workers.3,4

V. CONCLUSIONS

Electronic properties of water clusters and liquid water
were investigated by sequential Monte Carlo/density-
functional theory calculations. DFT calculations were based
on the reparametrization of the MPW1PW91 functional that
predicts the structural, energetic, and electronic properties of
the water dimer in excellent agreement with experimental
information. A detailed analysis of the the KS density of
states �DOS� and the band gap of water clusters was carried
out. Special emphasis was placed on the dependence of the
results on the cluster size and surface effects. The behavior
of the water DOS with the number of particles and its de-
pendence on surface effects is in keeping with information
from x-ray emission and absorption spectra. One relevant
conclusion concerns surface effects on the electronic struc-
ture of water clusters. It was found that they significantly
contribute to the broadening of the water 3a1 and 1b1 bands
that characterize the DOS of water clusters. In addition, sur-
face effects contribute to lower the average LUMO energy in
comparison with clusters embedded by a charge distribution,
which mimics the presence of water molecules. When the
results are extrapolated for larger aggregates embedded in a
charge distribution, the results for the water electron affinity
�V0� is in very good agreement with the estimate by Coe et
al.,3 and other theoretical calculations. As expected, there is a
significant difference between the adiabatic and vertical
�HOMO-LUMO� band gap of water. Our result for the adia-
batic band gap of liquid water is in excellent agreement with
recent predictions.3,4 The present reparametrization of the
MPW1PW91 functional provided reliable information on the

TABLE IV. Band gap of liquid water. Theoretical and experimental data �in
eV�.

This work Coe et al.a Other

�hydH�OH•� �0.37 �0.38;b�0.37c

V0 −0.17±0.05 �0.12 −1.2±0.1;d�0.2e

EG �Theor.� 10.41±0.09 7.8;f�3.6±0.2;g4.6±0.05h

EG �Expt.� 7.0;i8.9;d8.7±0.5j

EG,Ad 6.83±0.05 6.89
PET 10.58±0.1 10.06;k9.9;l10.5;m

aFrom Coe et al. �Ref. 3�.
bFrom Cabral do Couto et al. �Ref. 82�.
cFrom Autrey et al. �Ref. 81�.
dFrom Grand et al. �Ref. 14�.
eFrom Henglein �Ref. 25�.
fBand gap for cubic ice. From Parravicini and Resta �Ref. 24�.
gFrom Boero et al. �Ref. 32�.
hFrom Laasonen et al. �Ref. 27�.
iFrom Goulet et al. �Ref. 17�.
jFrom Bernas et al. �Ref. 19�.
kFrom Delahey and Von Burg �Ref. 15�.
lFrom Winter et al. �Ref. 22�.
mFrom Shibaguchi et al. �Ref. 12�.

FIG. 8. Size dependence of EG,n for free and embedded water clusters.
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electronic properties of liquid water and indicates that our
approach can be of interest for investigating electronic prop-
erties of liquids.
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Chapter 5

Paper III: A microscopic view

The adiabatic approach for a definition of a band gap for pure liquid water had only
been discussed and defined from a macroscopic perspective, e.g. from hydration
energies or adiabatic electron affinities.

Although small neutral [12,108], cationic [271–274], anionic [275–279], electron-
ically excited [280, 281] water clusters and hydrated hydronium clusters [282, 283]
had been the subject of theoretical studies, to our knowledge, no attempt had been
made to study small clusters in the context of the electronic structure of liquid
water as discussed by Coe et al. [35, 137]. Therefore, the purpose of Paper III
was a molecular level verification of the adiabatic picture as discussed by Coe et
al [35, 137] trough:

• The study of the energetics and electronic properties of small electronically
excited H3O+[OH(H2O)n−2]− clusters (n = 2−5) as finite size analogs of the
valence band edge and the hydrated anionic defect.

• The study of the size dependence of analogous finite size properties such as
the conduction band edge and the energy gap.

Our estimates for the adiabatic energy gap of the aggregates ranges from 6.01
to 6.55 eV which is in agreement with the experimental value 6.9 eV [35] and
theoretical 6.83 eV [131] results. We also report results for a quantity V0, which is
analogous to the conduction band edge of liquid water. Our calculations indicate
that this quantity is strongly size dependent, making difficult a comparison with
bulk values. However, although the calculation of V0 illustrates the limitations
of a cluster approach, it seems reasonable to conclude that the study of excited
water clusters can improve our understanding of the electronic properties of the
bulk phase. This work reports, for the first time, an investigation of the electronic
properties of small water aggregates that supports the picture proposed by Coe et
al. [35] for the adiabatic band gap of pure liquid water.
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I. INTRODUCTION

Electronic properties of water are not very well
understood.1,2 They are, however, of fundamental importance
in investigating the chemical reactivity and dynamics of
electronically excited states in aqueous solutions,3,4 and in
explaining several unique properties that characterize the wa-
ter hydrogen bond �HB� network. A longstanding issue con-
cerns the fact that hydrated electrons in liquid water are pro-
duced by photoabsorption at �6.5 eV.5–9 This energy is
significantly lower than the threshold energy for photoelec-
tron emission �PET� by liquid water �9.9 eV,2 10.06 eV,10,11

and 9.3±0.1 eV12� and �6 eV below the first ionization po-
tential of the gas phase water molecule �12.62 eV�.13 Several
works pointed out that the ability of water to reorganize
about charged species as well as the reactive nature of elec-
tronically excited water molecules should be taken into ac-
count in explaining electronic properties of water.14–16 More-
over, they indicate that an adiabatic route for accessing the
conduction band of liquid water can be defined and that the
bottom of the conduction band is characterized by the reor-
ganization of the water molecules around the H3O+ and OH
radical species as well as by the presence of a delocalized or

quasi-free electron. The energy associated with this process
corresponds to the water adiabatic band gap, and it is esti-
mated as �6.9 eV.14,15

Although some experimental14–16 and theoretical17

works on the water adiabatic band gap have been reported,
the structure and electronic properties of photoexcited states
of water associated with the adiabatic band gap deserve fur-
ther investigation. On the other hand, it is generally accepted
that some of the complex behavior characterizing the water
HB network is already present in small water aggregates.3

Therefore, the study of water clusters can be very useful in
understanding, from a microscopic point of view, the elec-
tronic properties of bulk water.

In this article we report a theoretical investigation of the
electronic properties of small water clusters. Our main inter-
est is to study how the energetic properties of electronically
excited water aggregates can be related to the electronic
properties of liquid water, such as the photoelectron emission
threshold, the conduction band edge, and the adiabatic band
gap. The presently adopted procedure relies on ab initio con-
figuration interaction with single excitations18 �CIS� geom-
etry optimizations for the S1 singlet excited state of water
aggregates. The energetic properties of the optimized struc-
tures were analyzed by density functional theory �DFT�,19

and excitation energies were calculated by time dependent
density functional theory �TDDFT�.20 For the water mono-
mer and dimer, results based on symmetry adapted cluster
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configuration interaction with single and double
excitations21–23 �SAC-CI�SD�� are also presented. Some re-
cent works on excited water clusters were reported.24,25

However, they focused, essentially, on vertical excitation
processes.

The article is organized as follows. Initially, computa-
tional details �Sec. II� are presented. In the same section we
introduce the definition and appropriate notation for proper-
ties relevant for the discussion. In Sec. III we report results
for several electronic properties of water aggregates, includ-
ing vertical excitation and ionization energies, energetics of
the e− anionic defect, and adiabatic energy gap in water clus-
ters. We conclude by placing emphasis on two aspects: �1�
the importance of taking into account the reactive nature of
electronically excited water and the structure relaxation of
the water molecules upon photoexcitation; �2� the interest in
carrying out cluster studies for a better understanding of the
electronic properties of bulk water.

II. COMPUTATIONAL DETAILS

Optimized ground state �S0� and singlet lowest excited
�S1� structures were determined by ab initio configuration
interaction with single excitations �CIS�.18 A discussion on
the reliability of CIS excited state structures has been re-
cently reported.26 It was concluded that, in general, CIS op-
timized geometries are usually close to those predicted by
equation of motion CCSD �Ref. 27� and are in good agree-
ment with experimental information. The optimizations were
carried out with the double augmented d-aug-cc-pVDZ basis
set.28 Harmonic frequencies were evaluated at the same level
�CIS/d-aug-cc-pVDZ�.

Different excited conformers corresponding to local
minima on the S1 potential energy surface were identified.
They are characterized by the presence of the hydronium
�H3O+�, the OH radical, and a delocalized electronic density
that can be associated with the microsolvated electron �see
next session for details�. Single-point energy DFT calcula-
tions were then performed with the BHandHLYP
functional29,30 as implemented in the GAUSSIAN 03 suite of
programs.31 The BHandHLYP exchange-correlation func-
tional is defined as 0.5Ex

HF+0.5Ex
LSDA+0.5�Ex

Becke88+Ec
LYP,

where Ex and Ec are exchange and correlation functionals,
respectively. The choice of this functional was oriented by
recent works on hydrogen bonding32,33 and ionized water
clusters34,35 indicating that BHandHLYP provides an ad-
equate description of the structure of water and related sys-
tems. This was explained by partial correction of the self-
interaction error19 due to the admixture of “exact Hartree-
Fock �HF� exchange.”34 Excitation energies of water clusters
were determined by TDDFT �Ref. 20� with Dunning’s
d-aug-cc-pVTZ basis set.28 Full active SAC-CI�SD� calcula-
tions for n=1,2 were carried out with the d-aug-cc-pVDZ
�optimizations� and d-aug-cc-pVTZ �single-point energy� ba-
sis sets.

We will focus the present discussion on the first excited
singlet S1 states. An extensive search on the potential energy
surface �PES� of excited states is not affordable for large
water aggregates. Therefore, our procedure to identify local

minima on the S1 excited state potential energy surface was
directed to structures characterized by the presence of the
three species associated with the conduction band edge for
the water adiabatic band gap,14 namely, H3O+, the OH radi-
cal, and the hydrated electron. A similar approach was ap-
plied by Sobolewski and Domcke to study zwitterionic and
biradical forms of the water pentamer.36 It should be ob-
served that by adopting the present procedure, we can iden-
tify the structures of the excited aggregates on the S1 PES
although no information on the dynamics of the microscopic
process leading from S0 to S1 is provided.

To discuss the importance of structure reorganization
upon excitation, we will introduce the following notation.
E�Si ;Sj� means that the Sj state energy is calculated in the
geometry of the state Si. For example, E�S0 ;S0� or simply E0

is the ground state energy calculated in the ground state ge-
ometry of the singlet reference state S0. For a given number
of water molecules �n�, the ground state reference system
was taken as the most energetically stable conformer. In ad-
dition, we will represent by E�Sj ;Sj←Si� the excitation en-
ergy from Si to Sj in the geometry of the singlet state Sj.
Ionization of the Si state in the Si geometry will be simply
represented as E�Si ; + �. The energy of an optimized ionized
aggregate �E�+, + �� will be represented as E�+�.

The relative �or adiabatic� excitation energy ER for the
S1←S0 transition can be written as

ER�S1� = �E�S1;S0� − E0� + E�S1;S1← S0� , �1�

where E0 is the ground state reference energy and E�S1 ;S1

←S0� is the S1←S0 excitation energy calculated at the opti-
mized structure of the excited state S1. The reorganization �or
relaxation� energy associated with the S1←S0 excitation is
E�S1 ;S0�−E0. The relative ionization energy for the S1 ex-
cited state optimized structure will be represented as
ER�S1 ; + � and can be written as

ER�S1; + � = �E�S1; + � − E0� . �2�

The adiabatic ionization energy can be calculated by
ER�+; + �= �E�+; + �−E0� and will be simply represented as
ER�+�= �E�+�−E0�.

Energetic properties related to vertical processes, the an-
ionic e− defect, and the adiabatic energy gap of water clusters
are reported and their calculation for the water pentamer is
illustrated in Fig. 1. The quantities represented by V0,v and
V0 correspond to the energy to transfer an electron from the
vacuum to the lowest unoccupied molecular orbital of the
aggregate. For the vertical process �left side of Fig. 1� V0,v
=E�S0 ;S1←S0�−IP, where IP=E�S0 ; + �−E�S0� is the verti-
cal ionization potential. For the adiabatic process describing
the relaxation of the water molecules around the H3O+ and
OH species �middle of Fig. 1�, V0=ER�+;S1�−ER�+�. The
last quantity can be considered as analogous to the conduc-
tion band edge of liquid water �V0�, which is defined as the
energy to take a zero kinetic-energy gas phase electron to the
bottom of the conduction band of the condensed phase as a
delocalized or quasi-free electron.14 However, it should be
observed that V0 for liquid water describes the energetic sta-
bilization of a quasi-free electron interacting with the hydro-
gen bond network. In a small cluster, only a few dangling
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hydrogen atoms are available and the interaction of the mi-
crohydrated electron with the H3O+ and OH species cannot
be a priori discarded.

Optimized structures corresponding to the ground �S0�
and lowest �S1� singlet states are reported in Figs. 2–4. Ion-
ization of the excited clusters followed by geometry relax-
ation leads to the ionized structures reported in Figs. 2–4.
For n=3–5 several isomers �local minima on the S1 surface�
were identified. Electronic density difference isosurfaces,
corresponding to the difference between the total CIS unre-

laxed density of the excited state and of the HF ground state
in the geometry of the S1 complex, are represented in Figs.
2–4. These isosurfaces provide a qualitative picture of the
charge reorganization upon photoexcitation. For a given n,
the energies relative to the ground state reference system
�most energetically stable conformer� are also reported in
Figs. 2–4, where the relative energies in brackets are cor-
rected for T=298 K and include zero point vibrational ener-
gies �ZPVEs�.

III. RESULTS AND DISCUSSION

A. Vertical excitations and the optical energy gap
of water clusters

Vertical excitation energy E�S0 ;S1←S0�, IP, and V0,v for
water clusters are reported in Table I. For a given number of
water molecules, these clusters correspond to the most stable
structures. Vertical excitation energies can be compared with
other results from the literature.24,37,38 For the water mono-
mer, our result �7.76 eV� is �0.3 eV above experimental
information �7.4–7.5 eV�.38 An excellent agreement between
our calculation �7.76 eV� and the semiempirical estimate of
Chipman �7.78 eV�24 is observed. For the water dimer, we
predict that E�S0 ;S1←S0� is 7.68 eV, which is also in good
agreement with a value reported by Chipman �7.91 eV�.25 A
very good agreement between TDDFT and SAC-CI�SD� re-
sults for the vertical excitation energies of the water mono-
mer and dimer is observed. In addition, a comparison be-
tween SAC-CI�SD�/d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ
and SAC-CI�SD�/d-aug-cc-pVTZ//SAC-CI�SD�/d-aug-cc-
pVDZ vertical excitation energies indicates that quite similar
geometries are predicted by the two methods. From the TD-
DFT results for the S1 vertical excitation energies of water
clusters, a 0.44 eV blueshift is observed from the water
monomer �n=1� to the water pentamer �n=5�. This value is
�0.5 eV lower than the predicted blueshift of the S1 vertical
excitation energy ��1 eV� observed for bulk water.39 The

FIG. 1. Electronic properties as a function of the “solvent” coordinate for a
water pentamer. �a� The left side arrows indicate vertical excitations �no
relaxation�. E�S0 ;S1←S0�=8.07 eV; IP=E�S0 ; + �−E�S0�=11.71 eV; V0,v
=E�S0 ;S1←S0�−IP=−3.64 eV. �b� Middle vertical arrows correspond to
relaxation around the cationic defect �H3O+�. ER�+;S1�= �E�+;S0�−E0�
+E�+;S1←S0�=6.01 eV; V0=ER�+;S1�−ER�+�=−2.92 eV; ER�+�=E�+�
−E0=8.93 eV. �c� Right side vertical arrows indicate the energetics of re-
laxation around the e− anionic defect. ER�S1�= �E�S1 ;S0�−E0�+E�S1 ;S1

←S0�=6.15 eV; IP=ER�S1 ; + �−ER�S1�=3.34 eV; ER�S1 ; + �=E�S1 ; + �−E0

=9.49 eV. The horizontal arrows correspond to ER=E�+�−E�S0 ; + �
�−2.78 eV� and ER=E�S1 ; + �−E�+� �−0.56 eV� relaxation energies.

FIG. 2. CIS/d-aug-cc-pVDZ opti-
mized structures for the ground state,
singlet excited states, and ionized
states of water aggregates �n=1–3�.
Values are vertical excitation energies
�E�S0 ;S1←S0�� and adiabatic excita-
tion and ionization energies �ER�S1�
and ER�+��. Energetic properties were
calculated at the BHandHLYP/d-aug-
cc-pVTZ level. Bracketed values are
thermally corrected energy differences
�ZPVE included�. Data in eV. The iso-
surfaces correspond to electronic den-
sity differences of −0.002 e Å3 �dark�
and +0.002 e Å3 �white�.
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�1 eV blueshift of the first absorption band in condensed
phases relative to the isolated water molecule has been usu-
ally related to Rydbergization effects40–42 or attributed to ex-
citons of molecular origin.43,44 The idea behind Rydbergiza-
tion is that in condensed phases a Rydberg state is
energetically destabilized by repulsive interactions of the de-
localized electron distribution with the surrounding
molecules.41 It should be expected that this effect is weaker
in gas phase water aggregates.

Vertical ionization potentials of the water aggregates are
close to 12 eV. The result for the water monomer �12.46 eV�

is in good agreement with the experimental value of Dutuit
et al. �12.62 eV�.13 For the water dimer our prediction
�11.64 eV� is 0.46 eV below the experimental value
�12.1 eV� reported by Tomoda et al.45 IPs for water clusters
�n=2–5� are �1.6 eV above the experimental PET of liquid
water �9.9 eV,2 10.06 eV,10 and 9.3±0.1 eV12�. The reduc-
tion of the PET from the clusters to liquid water is related to
electronic and thermal broadening. Electronic broadening is
associated with the splitting of the orbital energies due to
hydrogen bond interactions. Thermal broadening is related to
disorder and thermal activation in liquid phase.46 Therefore,
the downward shift of the electron binding energies in liquid
water relative to the gas phase clusters can be explained by
the presence of liquid configurations with lower �weaker�
interaction energies.47,48

FIG. 3. CIS/d-aug-cc-pVDZ optimized structures for the ground state, sin-
glet excited states, and ionized states of water aggregates �n=4�. Values are
vertical excitation energies �E�S0 ;S1←S0�� and relative or adiabatic excita-
tion and ionization energies �ER�S1� and ER�+��. Energetic properties were
calculated at the BHandHLYP/d-aug-cc-pVTZ level. Bracketed values are
thermally corrected energy differences �ZPVE included�. Data in eV. The
isosurfaces correspond to electronic density differences of −0.002 e Å3

�dark� and +0.002 e Å3 �white�.

FIG. 4. CIS/d-aug-cc-pVDZ optimized structures for the ground state, sin-
glet excited states, and ionized states of water aggregates �n=5�. Values are
vertical excitation energies �E�S0 ;S1←S0�� and relative or adiabatic excita-
tion and adiabatic ionization energies �ER�S1� and ER�+��. Energetic proper-
ties were calculated at the BHandHLYP/d-aug-cc-pVTZ level. Bracketed
values are thermally corrected energy differences �ZPVE included�. Data in
eV. The isosurfaces correspond to electronic density differences of
−0.002 e Å3 �dark� and +0.002 e Å3 �white�.
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For vertical excitations, V0,v range from −4.70 eV
�monomer� to −3.64 eV �pentamer�. Recent investigations on
the electronic structure of liquid water indicate that V0

should be significantly smaller �−0.17 eV� �Ref. 17� or even
close to zero. However, it should be observed that our
present estimates indicate that V0,v decreases slowly with in-
creasing cluster size, making difficult a comparison with
bulk values. In addition, the definition of V0 by Coe et al.14

also involves the relaxation of the water molecules around a
cationic defect �H3O+�. Although this feature may not be
relevant for bulk water, this seems to be not the case for
small water clusters �see also Sec. III C�.

B. The e− anionic defect in water clusters

1. Structure and vibrational frequencies

Several recent studies discussed vertical excited states of
water clusters.24,25 However, the structure reorganization in-
duced by the excitation of water clusters is much less known.
Adiabatic excitations of water clusters are relevant for a bet-
ter understanding of the structure and energetics of anionic
defect states, including the microhydrated electron. Starting
from a water cluster with n water molecules, photoexcitation
may lead to the S1 excited state structure corresponding to
H3O+�OH�H2O��n−2��−. The CIS optimized structures �local
minima on the S1 PES� are reported in Figs. 2–4. An analysis
of the electronic density differences �also reported in Figs.
2–4� strongly indicates that these aggregates are character-
ized by the presence of the H3O+ cation, the OH radical, as
well as by a delocalized electronic distribution which can be
associated with a microhydrated electron �e−�. These struc-
tures will be associated with the e− anionic defect in water
aggregates. In liquid water, the anionic defect is usually rep-
resented as H3O+�aq�+OH�aq�+e−�aq�.14,15,41

The energetic stabilization of a microhydrated electron is
a highly cooperative effect involving the reorganization of
the HB network and specific electron-dipole and electron-

hydrogen interactions.49 Different experimental50,51 and
theoretical49,52–55 investigations on the O–H stretch fre-
quency shift induced by the interaction with an excess elec-
tron in water were reported. In comparison with pure water,
it was found that the interaction of water molecules with an
excess electron leads to a �O–H redshift distributed over a
wide range of values ��0–500 cm−1�, depending on the size
and structure of the clusters.52 Although our present interest
is mainly oriented to electronic properties, we report �Table
II� some information on the structure and vibrational proper-
ties of the OH species in the excited �S1� and ionized ���
aggregates. As shown in Table II, the O–H bond lengths
�dO–H� for excited states are not very dependent on the clus-
ter size and their values are scattered in the 0.950–0.965 Å
range. For the ionized aggregates, 4d and 5b show slightly
increased O–H bond lengths ��0.97 Å� in comparison with
the remaining structures. Table II also reports �dO–H, which
is the difference between dO–H in the excited and ionized
aggregates. With the exception of structures 2, 4d, and 5b,
�dO–H is in general quite small. O–H harmonic vibrational
frequencies for the excited states exhibit a significant depen-
dence on the cluster size and structure. This dependence re-
flects specific interactions of the OH species with H3O+,
H2O, and the microhydrated electron. Higher frequencies
��4000 cm−1� are observed for the structures where the OH
hydrogen atom is free �2� or interacting with water molecules
�4d and 5b�. Significantly lower O–H frequencies are ob-
served for the structures where the OH species interacts with
the charge distribution associated with the microhydrated
electron �3a-3b, 4a-4c, 5a, 5c�. For ionized clusters, with the
exception of conformers 4d and 5b, O–H frequencies are
quite similar ��4000 cm−1�. This is related to the fact that
the OH species is a terminal group in all the ionized struc-
tures with the exception of 4d and 5b, where it interacts with
one water molecule. Comparison between vibrational fre-
quencies of the excited and ionized clusters shows, again,
that the nature �blue or red� or magnitude of the frequency

TABLE I. Vertical excitations and optical energy gap in water clusters. Geometry optimizations were carried
out at the CIS/d-aug-cc-pVDZ level. DFT energies and TDDFT excitation energies were calculated at the
BHandHLYP/d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ level. SAC-CI�SD� results for n=1,2 are shown in brackets.

n 1 2 3 4 5
E0 −76.422 007 −152.851 629 −229.289 290 −305.729 222 382.164 651

E�S0 ; + � –75.964 020 –152.423 864 –228.850 824 –305.290 051 –381.734 348
E�S0 ;S1←S0�a 7.76�7.81;b 7.74c� 7.68�7.88;b 7.84c� 8.04 8.20 8.07

�7.4–7.5;d 7.78;e 7.61f� �7.53;g 7.91h�
IPi 12.46 �12.61;b 12.57c� 11.64 �11.82;b 11.79c� 11.93 11.95 11.71

�12.62j� �12.1�k

V0,v
l −4.70 �−4.80;b 4.83c� −3.96 �−3.94;b 3.95c� −3.89 −3.75 −3.64

aE�S0 ;S1←S0� is the optical energy gap.
bSAC-CI�SD�/d-aug-cc-pVTZ//d-aug-cc-pVDZ.
cSAC-CI�SD�/d-aug-cc-pVTZ//SAC-CI�SD�/d-aug-cc-pVDZ.
dExperimental data from Cheng et al. �Ref. 38�.
eSemiempirical estimate from Chipman �Ref. 24�.
fFrom Cai et al. �Ref. 37�.
gFrom Chipman �Ref. 24�.
hFrom Chipman �Ref. 25�.
iIP=E�S0 ; + �–E0.
jExperimental value from Dutuit et al. �Ref. 13�.
kExperimental value from Tomoda et al. �Ref. 45�.
lV0,v=E�S0 ;S1←S0�–IP.

014509-5 Excited water aggregates J. Chem. Phys. 126, 014509 �2007�

Downloaded 10 Jan 2007 to 194.117.6.7. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



shift is related to specific interactions involving the OH spe-
cies in the aggregates. For example, only for structures 2, 4d,
and 5b, a �O–H blueshift is observed when we move from the
ionized to excited aggregates. For all the other conformers,
�O–H is redshifted. Although strong deviations from har-
monic behavior of the PES describing the OH interactions
with the microhydrated electron should be expected, the
present predictions for the �O–H redshift from ionized to ex-
cited aggregates are in agreement with the trend observed
when �O–H frequencies in negatively charged water clusters
are compared with those in neutral water clusters.53 A spe-
cific feature characterizing the �O–H redshift induced by
hydrogen-electron interactions is that the O–H distance is
almost constant, indicating that these interactions modify, es-
sentially, the curvature of the PES.

2. Energetics of the e− anionic defect in water
clusters

Data on the energetics of the e− anionic defect in water
clusters are reported in Table III. Quite similar �E�S1 ;S1

←S0�� vertical excitation energies are predicted by TDDFT
and SAC-CI�SD� for n=1,2. More importantly, a compari-
son between TDDFT and SAC-CI�SD� results for n=2
clearly indicates the reliability of CIS geometries and
BHandHLYP excitation energies for the larger aggregates.
With the exception of the water monomer, excitation ener-
gies �E�S1 ;S1←S0�� are not very dependent on the number
of water molecules in the aggregates, although some depen-
dence on the conformer geometry is observed. For example,
E�S1 ;S1←S0� is 3.73 and 2.56 eV for conformers 4b and 4c,
respectively. The smallest value of E�S1 ;S1←S0� is for the

TABLE II. Data for the O–H bond length �dO–H in angstrom� and harmonic vibrational frequency ��O–H in
cm−1� of the OH species in excited �S1� and ionized ��� aggregates.

�S1� ���

�dO–H
a ��O–H

bdO–H �O–H dO–H �O–H

2 0.950 4101 0.960 3968 −0.010 133
3a 0.958 3863 0.958 3992 0.000 −129
3b 0.952 3968 0.958 3992 −0.007 −24
4a 0.965 3678 0.957 4005 0.008 −327
4b 0.965 3671 0.957 4005 0.008 −334
4c 0.958 3781 0.956 4020 0.002 −239
4d 0.957 3984 0.975 3634 −0.018 +350
5a 0.959 3738 0.956 4027 0.003 −289
5b 0.956 3976 0.970 3719 −0.014 +257
5c 0.965 3612 0.957 4012 0.008 −400

a�dO–H is the difference between dO–H of the OH species in ionized and excited states.
b��O–H is the difference between the O–H stretch frequencies of OH species in ionized and excited states.

TABLE III. Energetics of the e− anionic defect in water clusters. Geometry optimizations were carried out at the CIS/d-aug-cc-pVDZ level. DFT energies and
TDDFT excitation energies were calculated at the BHandHLYP/d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ level. SAC-CI�SD� results for n=1,2 are shown in
brackets.

n E�S1 ;S0�a E�S1 ; + �b E�S1 ;S1←S0�c ER�S1�d ER�S1 ; + �e IPf

1 −76.408 551 −75.966 295 7.12 �7.10;g 7.02h� 7.49�7.46g,h� 12.40�12.55;g 12.60h� 4.91 �5.09;g 5.14h�
2 −152.731 888 −152.459 583 3.14�3.40g,h� 6.40�6.58;g 6.55h� 10.67�10.77;g 10.74h� 4.27�4.19g,h�
3a −229.186 903 −228.922 231 3.66 6.45 9.99 3.54
3b −229.139 545 −228.904 991 2.24 6.31 10.46 4.14
4a −305.629 042 −305.373 112 3.67 6.39 9.69 3.30
4b −305.630 516 −305.373 828 3.73 6.42 9.67 3.25
4c −305.588 889 −305.362 184 2.56 6.38 9.99 3.61
4d −305.597 686 −305.366 126 2.92 6.50 9.88 3.38
5a −382.036 994 −381.815 862 2.68 6.15 9.48 3.34
5b −382.037 937 −381.818 521 2.81 6.26 8.42 3.16
5c −382.065 968 −381.820 666 3.81 6.50 9.36 2.86

aE�S1 ;S0� is the electronic energy �in hartree� at the geometry of the S1 excited state.
bE�S1 ; + � is the electronic energy �in hartree� of the ionized cluster at the geometry of the S1 excited state.
cE�S1 ;S1←S0� is the S1←S0 excitation energy at the S1 geometry. Data in eV.
dER�S1�= �E�S1 ;S0�−E0�+E�S1 ;S1←S0�. This quantity is the adiabatic excitation energy and places the energy of the anionic defect relative to the ground state
energy E0. Data in eV.
eER�S1 ; + �=E�S1 ; + �−E0. This quantity places the energy of the ionized aggregate �at the geometry of the anionic defect� relative to E0. Data in eV.
fIP=ER�S1 ; + �−ER�S1� is the vertical ionization potential of the �electron� anionic defect. Data in eV.
gSAC-CI�SD�/d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ.
hSAC-CI�SD�/d-aug-cc-pVTZ//SAC-CI�SD�/d-aug-cc-pVDZ.
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3b conformer �2.24 eV� and the largest excitation energy is
3.81 eV �5c�. This dependence is possibly associated with
specific structural features of the excited aggregates. Interest-
ingly, some of the conformers with higher excitation energies
�4a, 4b, and 5c� also exhibit lower �O–H frequencies �see
Table II�. The ground state electronic density of the opti-
mized S1 structures should reflect the presence of the OH−

and H3O+ species in interaction with water. The electronic
density differences isosurfaces �Figs. 2–4� indicate that upon
excitation, the promotion of an electron from the p orbital of
the OH species leads to a diffuse electron density distribution
that is stabilized by the interaction with the hydrogen atoms
of the aggregate. This excitation energy can be related to
charge transfer to solvent �CTTS� precursor states.56,57 The-
oretical results for CTTS energies in hydrated hydroxide an-
ion clusters were reported.58,59 Random phase approximation
B3LYP calculations of Lee et al.59 estimate CTTS energies
for clusters of OH− with one, two, and three water molecules
as 3.48, 4.04, and 4.68 eV, respectively. These values are
slightly blueshifted in comparison with our results �Table III�
for the excitation energies of H3O+�OH�H2O��n−2��− aggre-
gates �n=3–5�. This tendency is possibly related to the pres-
ence of H3O+ that will favor electron delocalization and en-
ergetical stabilization of the excited state.

The energetics of the adiabatic excitation process can be
described by the quantity ER�S1�= �E�S1 ;S0�−E0�+E�S1 ;S1

←S0�, which places the S1 excited state relative to the refer-
ence state E0. ER�S1� �see Table III� shows a weak depen-
dence on the number of water molecules in the aggregate.
The smallest value �6.15 eV� corresponds to the 5a con-
former. The largest adiabatic excitation energy is 6.50 eV for
the 4d and 5c conformers. The weak dependence of ER�S1�
on the cluster size �or the number of water molecules� may

indicate that the energetics of the adiabatic excitations is
mainly controlled by local or short-ranged interactions. The
energetics of anionic defects in liquid water was discussed
by Coe and collaborators.14,15 These authors placed the e−

anionic defect in the bulk 5.3 eV above pure water. The same
authors also reported a value of �7 eV for the anionic defect
associated with an excited p state of e−�aq�.14 Our results
correspond to the lowest S1←S0 excitation and are in agree-
ment with the minimum photon energy required to produce
hydrated electrons from pure water ��6.5 eV�.5–9

Table III also reports results for ER�S1 ; + �=E�S1 ; + �
−E0. This quantity places the energy of the ionized aggregate
�at the geometry of the S1 state� relative to E0. From
ER�S1 ; + �, the vertical ionization potential of the anionic de-
fect �IP� can be estimated as IP=ER�S1 ; + �−ER�S1�. Values
of IP range from 4.27 eV �water dimer� to 2.86 eV �5c pen-
tamer conformer�. These IPs correspond to the energy
needed to vertically remove the microhydrated electron from
the excited aggregate and can be compared with the PET of
hydrated electrons in water �PET�2.4 eV�.14

C. Adiabatic energy gap in water clusters

Ionization of the excited S1 aggregates followed by ge-
ometry optimization leads to the local minima ionized ���
structures also reported in Figs. 2–4. Our results for the en-
ergetics of these ionized structures are presented in Table IV.

The relative energies of the ionized structures are given
by ER�+�=E�+�−E0. This quantity places the energy of the
optimized ionized structures relative to E0 and corresponds
to the adiabatic ionization energy of the aggregate. With the
exception of the structure related to the water dimer, for
which ER�+� is 10.43 eV, ER�+� exhibits a weak dependence

TABLE IV. Adiabatic energy gap in water clusters. Geometry optimizations were carried out at the CIS/
d-aug-cc-pVDZ level. DFT energies and TDDFT excitation energies were calculated at the BHandHLYP/
d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ level. SAC-CI�SD� results for n=1,2 are shown in brackets.

n E�+�a E�+;S0�b E�+;S1←S0�c ER�+�d ER�+;S1�e V0
f

1 −75.969 033 −76.419 082 7.5�7.5;g 7.31h� 12.33�12.60�i 7.58 −4.75
2 −152.468 202 −152.747 656 3.59 10.43�10.81–10.90;j 10.42;k 10.7l� 6.42 −4.02
3 −228.933 942 −229.179 610 3.38 9.67�9.86k� 6.36 −3.31
4a,4b −305.389 833 −305.614 711 3.17 9.24 6.29 −2.95
4c −305.385 186 −305.581 499 2.09 9.36�9.54k� 6.11 −3.25
4d −305.382 264 −305.605 961 3.20 9.44 6.55 −2.89
5a −381.836 483 −382.021 523 2.12 8.93 6.01 −2.92
5b −381.835 030 −382.037 563 2.91 8.97 6.36 −2.60
5c −381.836 162 −382.045 135 2.97 8.94 6.22 −2.72

aE�+� is the electronic energy �in hartree� of the optimized ionized structure.
bE�+;S0� is the electronic energy �in hartree� of the neutral structure �by electron reattachment� at the geometry
of the ionized structure.
cE�+;S1←S0� is the S1←S0 excitation energy of the neutral system calculated at the optimized geometry of the
ionized cluster. Data in eV.
dER�+�=E�+�−E0. This quantity places the energy of the ionized structure relative to E0 and corresponds to the
adiabatic ionization energy. Data in eV.
eER�+;S1�= �E�+;S0�−E0�+E�+;S1←S0�. This quantity is the adiabatic energy gap. Data in eV.
fV0=ER�+;S1�−ER�+�. This quantity is the analogous of the conduction band edge. Data in eV.
gSAC-CI�SD�/d-aug-cc-pVTZ//CIS/d-aug-cc-pVDZ.
hSAC-CI�SD�/d-aug-cc-pVTZ//SAC-CI�SD�/d-aug-cc-pVDZ.
iExperimental value from Tomoda et al. �Ref. 45�.
jExperimental value from de Visser et al. �Ref. 60�.
kTheoretical calculations from Barnett and Landman �Ref. 62�.
lTheoretical calculations from Novakovskaya and Stepanov �Ref. 61�.
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on the number of water molecules. ER�+� are 8.93 and
9.67 eV for the 5a and 3b conformers, respectively. For the
water monomer and dimer, experimental results for ER�+�
are available.45,60 Theoretical results were also reported for
small water clusters. 61,62 For the water monomer, our pre-
diction �12.33 eV� is �0.3 eV below experiment.45 This dif-
ference between theory and experiment is quite similar to the
one observed for the vertical ionization energy �see Table I�
and reflects the fact that, for the water monomer, the vertical
and adiabatic ionization energies are very close.45 Our result
for the water dimer �10.43 eV� is in good agreement with
experimental information �10.81–10.90 eV� �Ref. 60�, and it
is quite similar to a theoretical prediction �10.42 eV�.62 A
good agreement between our results and the theoretical val-
ues reported by Barnett and Landman62 for the ionized struc-
tures 3 and 4c is also observed.

Electron reattachment to the ionized structures provides
a route for calculating E�+;S1←S0�, which is the S1←S0

excitation energy of the ground state neutral aggregate cal-
culated at the optimized geometry of the ionized cluster. The
E�+;S1←S0� excitation energy shows some dependence on
the geometry of the optimized conformers. For example, it is
3.17 eV for conformers 4a and 4b and 2.09 eV for conformer
4c. A similar dependence of E�+;S1←S0� on the geometry is
also observed for conformers 5c �E�+;S1←S0�=2.97 eV�
and 5a �E�+;S1←S0�=2.12 eV�. This trend is the same as
that previously observed for E�S1 ;S1←S0�.

A fundamental quantity also reported in Table IV is the
adiabatic energy gap for a water cluster, which can be de-
fined as ER�+;S1�= �E�+;S0�−E0�+E�+;S1←S0�. A major
difference between ER�+;S1� and ER�S1� �see Sec. III B 2�
should be made precise. ER�+;S1� only involves the reorga-
nization of the water molecules around the hydronium
�H3O�+ and OH species. However, ER�S1� also involves the
relaxation of the water molecules around the microhydrated
electron. This aspect was stressed by Coe et al. in their defi-
nition of the adiabatic band gap of water.14 Our results for
ER�+;S1� or for the adiabatic energy gap of small water clus-
ters range from 6.01 eV �5a� to 6.55 eV �4d�. These values
can be compared with experimental �6.9 eV� �Ref. 14� and
theoretical �6.83 eV� �Ref. 17� results for the liquid water
band gap. The qualitative agreement between our predictions
and the results for the liquid phase is an indication of the
reliability of the present cluster calculations in describing
some basic features characterizing the electronic properties
of water.

The quantity �V0� can now be estimated as V0

=ER�+;S1�−ER�+�. In agreement with our previous predic-
tions �Sec. III A�, V0 decreases slowly with increasing cluster
size. In comparison with the results reported in Table I,
slightly smaller values are predicted by the above expression.
For example, when n=4, V0,v=−3.75 eV from V0,v
=E�S0 ;S1←S0�−IP, whereas it is −3.25 eV �4b� from V0

=ER�+;S1�−ER�+�. These differences are possibly related to
the feature that in small water clusters, structure and elec-
tronic reorganization around the H3O+ cation modifies the
energetics of electron attachment to the aggregates.

IV. SUMMARY AND CONCLUSIONS

Ab initio CIS/d-aug-cc-pVDZ calculations were carried
out to investigate the S1 singlet excited state structures of
H3O+�OH�H2O��n−2��− aggregates. The energetics of the ex-
cited structures were then investigated by DFT calculations
at the BHandHLYP/d-aug-cc-pVTZ level. A very good
agreement between several electronic properties of water ag-
gregates and experimental information was observed for ion-
ization energies and photoelectron emission thresholds. Fur-
ther support on the reliability of the present approach to
investigate the electronic structure of excited water clusters
has been provided by full active SAC-CI�SD� calculations
for n=1,2.

One important conclusion concerns the relationship be-
tween the electronic properties of the aggregates and the
adiabatic band gap of water. The importance of taking into
account the relaxation of the water molecules for predicting
electronic properties of water should be stressed. This is
summarized in Fig. 1, where the energetic properties of the
excited and ionized aggregates related to the water pentamer
are represented as a function of the “solvent” coordinate de-
scribing dissociation �bond breaking and formation� and re-
laxation or structure reorganization around microhydrated
species. Therefore, we provide evidence that several relevant
quantities characterizing the behavior of water upon photo-
excitation can be assessed by the calculation of the electronic
properties of small aggregates. Specifically, the adiabatic
route to the conduction band of liquid water14 can be inves-
tigated through the analysis of the structure and electronic
density reorganization induced by the photoexcitation of wa-
ter clusters. Our estimates for the adiabatic energy gap of the
aggregates �6.01–6.55 eV� are in keeping with experimental
�6.9 eV�14 and theoretical �6.83 eV�17 results for the band
gap of liquid water.

We also report results for a quantity V0, which is analo-
gous to the conduction band edge of liquid water. Our cal-
culations indicate that this quantity is strongly size depen-
dent, making difficult a comparison with bulk values.
However, although the calculation of V0 illustrates the limi-
tations of a cluster approach, it seems reasonable to conclude
that the study of excited water clusters can improve our un-
derstanding of the electronic properties of the bulk phase.
Finally, we believe that this work reports, for the first time,
an investigation of the electronic properties of small water
aggregates that supports the picture proposed by Coe et al.14

for the adiabatic band gap of liquid water.
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Chapter 6

Conclusions and future perspectives

The most stable OH(H2O)n=2−5 minimum energy geometries correspond to cyclic
single donor-acceptor hydrogen bonding patterns. As these geometries were de-
rived from (H2O)n minimum energy clusters by the removal of a dangling hydrogen,
the present results suggest that this might constitute a possible route for a system-
atic search for minimum energy geometries of larger clusters. Although hydrogen
bonding in water and small water clusters has been the subject of numerous stud-
ies, radical-water interactions are comparatively less studied. In future work the
geometry and relative stability of OH(H2O)n clusters will be studied by means
of many-body decomposition of the full interaction energy for minimum energy
geometries. A many-body decomposition of the OH· · · (H2O)n interaction as func-
tion of cluster size can also provide qualitative information on the importance of
many-body effects in OH· · ·water interactions in the condensed phase. A realistic
estimate for the latter can be obtained trough a sequential Quantum Chemical
/ Monte Carlo methodology, trough the study of the size-converged many-body
decomposition of the OH· · · (H2O)n interaction energy for configurations sampled
from molecular simulation. This approach can be generally applied as means of
insight into solute-solvent interactions and cooperative behaviour in the condensed
phase.

Agreement between sequential Quantum Mechanical / Monte Carlo methodol-
ogy theoretical results and experimental electron binding energies for liquid water
was observed. Extrapolation of V0 to bulk yields -0.17±0.05 eV, in good agree-
ment with the recent estimate by Coe et al. (-0.12 eV). Our estimate for the
photoemission threshold is 10.58±0.1 eV. The current approach overestimates the
experimental photoemission threshold of pure liquid water by ∼0.5 eV, which leads
to a 10.41±0.09 eV optical gap. This constitutes a considerable improvement over
previous density functional results, which range from 3.6 to 6.5 eV. A sequential
Quantum Chemical / Monte Carlo methodology can be of interest for the study
of the electronic properties of liquid water. In future work, further improvement
can be achieved by the determination of the optimal amount of Hartree-Fock ex-
change required for the reproduction of the electronic properties of both global
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Chapter 6 Conclusions and future perspectives

and local minimum energy geometries for the water dimer and also larger clusters.
Other possible improvements include a self-consistent determination of polariza-
tion charges for the correction of surface effects and also the use of a flexible
potential in order to account for one-body effects.

The hydration enthalpy of the hydroxyl radical estimated from Monte Carlo
simulation is ∆Hhyd[OH] =-39.1±3.9 kJ mol−1. This result was later found to
be in agreement with experiment (-38.1±6.3 kJ mol−1) [264]. Both ∆Ehyd[OH]
and V0, are in agreement with the values proposed by Coe et al.. Consequently,
our calculation for the adiabatic band gap, Egap =6.83±0.05, does not differ from
Coe’s estimate (6.9 eV). A similar value was also obtained trough the study of
the relative energetics and electronic properties of neutral, ionized and electroni-
cally excited water clusters. For the first time, these results provide a molecular
level verification of an adiabatic route for the definition of an adiabatic ionization
potential for liquid water.

The study of the system size convergence of the electronic properties for clus-
ters sampled from molecular simulation constitutes an affordable alternative to
much more expensive ab-initio based molecular simulation methods. This ap-
proach can be viewed as a complement to minimum enegy cluster studies which
only provide partial information on condensed phase interactions and electronic
properties. One promissing perspective is the study of the relation between the
local hydrogen bonding environment and the many-body decomposition of the
interaction energy with the remainig molecules, the molecular dipole moment as
well as the electronic density of states and excitation energies. This can provide a
molecular level understanding of interactions, cooperative behaviour and structure
in liquid water as well as the observed photoemission and absorption spectrum.
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