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Abstract 

 
Human Gait as the recognition object is the famous 
biometrics system recently. Many researchers had 
focused this subject to consider for a new recognition 
system. One of the important advantage in this 
recognition compare to other is it does not require 
observed subject’s attention and cooperation. There are 
many human gait datasets created within the last 10 
years. Some databases that are widely used are 
University Of South Florida (USF) Gait Dataset, 
Chinese Academy of Sciences (CASIA) Gait Dataset, and 
Southampton University (SOTON) Gait Dataset. This 
paper will analyze the CASIA Gait Dataset in order to 
see their characteristics. There are 2 pre-processing 
subsystems; model based and model free approach. We 
will use 2D Discrete Wavelet Transform (DWT). 
We select Haar wavelets to reduce and extract the 
feature. 
 
Keywords: Gait Recognition, 2D Discrete Wavelet 
Transform (2D DWT), 2D Lifting Wavelet Transform 
(LWT), Haar Wavelet, CASIA Gait Dataset 
 
1. Introduction 

In recent years, there has been an increased 
attention on effectively identifying individuals for 
prevention of terrorist attacks. Many biometric 
technologies have emerged for identifying and verifying 
individuals by analyzing face, fingerprint, palm print, 
iris, gait or a combination of these traits [1]. 

Human Gait recognition giving some advantage 
compared to other recognition system. Gait recognition 
system does not require observed subject’s attention and 
cooperation. It can also capture gait at a far distance 
without requiring physical information from subjects 
[3][4][5].  

Human Gait Recognition as a recognition system 
divided in three main subject; preprocessing, feature 
reduction and extraction system, and classification. 

There are 2 pre-processing subsystems to be used: 
model based and model free approach. Model-based 
approaches obtain a series of static or dynamic body 
parameters via modeling or tracking body components 
such as limbs, legs, arms and thighs. Gait signatures 
derived from these model parameters is employed for 
identification and recognition of an individual. It is 
evident that model-based approaches are view-invariant 
and scale-independent. These advantages are significant 
for practical applications, because it is unlikely that 
reference sequences and test sequences are taken from 
the same viewpoint. Model-free approaches focus on 
shapes of silhouettes or the whole motion of human 
bodies. Model-free approaches are insensitive to the 
quality of silhouettes. Its advantage is a low 
computational costs comparing to model-based 
approaches. However, they are usually not robust to 
viewpoints and scale [3]. 

There are some Human Gait Datasets widely used 
by researchers today. Many human gait datasets were 
created within the last 10 years. Some of widely used 
datasets are University of South Florida (USF) Gait 
Dataset, Chinese Academy of Sciences (CASIA) Gait 
Dataset, and Southampton University (SOTON) Gait 
Dataset. This paper reviews CASIA Gait Dataset to see 
their characteristics. CASIA Gait dataset has four class 
datasets: Dataset A, Dataset B (multi-view dataset), 
Dataset C (infrared dataset), and Dataset D (foot pressure 
measurement dataset). As a beginning, we use the B 
class dataset in 90 degrees point of view. This paper also 
reviews the database using 2D Discrete Wavelet 
Transform for the feature reduction and extraction. 
 
2. Preprocessing 

Some of the references use model-based gait as 
the preprocessing system. Model-based approaches are 
sensitive to the quality of gait sequences. Thus, to 
archive a high accuracy require high quality gait image 
sequences. Another disadvantage of the model-base 
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approach is its large computation and relatively high 
time costs due to parameters calculations [2]. 

We create silhouettes by using background 
subtraction then apply some morphological operation to 
get the skeleton. Figure 1 is the block of background 
subsystem to get the silhouettes.  

 
 

 
Figure 1. Background subtraction for silhouettes images 

 
The model based pre-processing used in 

this paper is creating human model by skeleton per frame 
and per video sequence. First, 
we assign some crucial points of human joint movement. 
We will use 7 points as a reference. The points are waist, 
neck, head, both knee, and both ankle. Waist is in the 
middle. Waist – knee is about 25% length of the human 
body height. Knee – ankle is about 27% length of the 
human body height. Waist – neck is about 32% length of 
the human body height. Neck – top head is about 
15% length of the human body height [6]. The skeleton 
created by using thinning and other morphological 
operation. From the skeleton created, we choose the key 
points, and reconstruct the skeleton by connecting the 
points using straight lines. Figure 2a is the example of 
the skeleton per frame, and figure 2b is the example of 
skeleton per frame sequence. 

The model free preprocessing used in this paper 
by using the motion parameter per frame. We can get the 
motion by using background subtraction. The motion we 
get also per frame and per video sequence. Figure 3a is 
the example of the human motion per frame. Figure 3b is 
the example of human motion per video sequence. 

 

   

(a) 

(b) 

Figure 2. (a) Skeleton image per frame, (b) Skeleton 
image per video sequence 

 

   

(a) 

 
(b) 

Figure 3. (a) Skeleton image per frame, (b) Skeleton 
image per video sequence 
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3. Discrete Wavelet Transform 
Discrete wavelet transform (DWT) represents an 

image as a subset of wavelet functions using different 
locations and scales [8]. It makes some decomposition 
images. Any decomposition of an image into wavelet 
involves a pair of waveforms: the high frequencies 
corresponding to the detailed parts of an image and the 
low frequencies corresponding to the smooth parts of an 
image. DWT for an image as a 2-D signal can be derived 
from a 1-D DWT. According to the characteristic of the 
DW decomposition, an image can be decomposed to four 
sub-band images through a 1-level 2-D DWT, as shown 
in Fig. 4. These four sub-band images in Fig. 4 can be 
mapped to four sub-band elements representing LL 
(Approximation), HL (Vertical), LH (Horizontal), and 
HH (Diagonal) respectively. 

 

 
Figure 4. 1-Level Decomposition 2D DWT 

 
The discrete Wavelet Transform will decompose a 

given signal into other signal known as the 
approximation and detail coefficients. A given function 
f(t) can be expressed through the following 
representation: 
 

f(t) =  ෍ ෍ d(j, K)φ(2ି୨t− K)
ஶ

୏ୀିஶ

୐

୨ୀଵ

+ ෍ a(L, K)θ(2ି୐t− K)            (1)
ஶ

୏ୀିஶ

 

  
Where: φ(t) is the mother wavelet and θ(t) is the 
scaling function. a(L,K) is called the approximation 
coefficient at scale L and d(j,K) is called the detail 
coefficients at scale j. The approximation and detail 
coefficients can be expressed as 
 

a(L, K) =  
1
√2୐

න f(t)θ(2ି୐t− K)dt                           (2)
ஶ

ିஶ
 

d(j, K) =  
1
√2୨

න f(t)φ(2ି୨t− K)dt
ஶ

ିஶ
                            (3) 

 
Based on the choice of the mother wavelet φ(t) and 
scaling function θ(t), different families of wavelets can 
be constructed [7]. We will use the Haar (DB1) Wavelet 
and in level-1 decomposition. 

To draw easier the characteristics of the Wavelet 
coefficients, we use the energy of each coefficient, then 
creates the 2D scatter graph for every combination of the 
coefficients. 

These are the formula of the energy for every 
coefficients in a frame sequence (video) : 
 

 Eୟ(୐,୏) =  ෍ ඩ෍ |a(L, K)|ଶ
୤୰ୟ୫ୣ

୨ୀଵ

మ
୴୧ୢୣ୭

୧ୀଵ

                                   (4) 

Eୢ(୨,୏) =  ෍ ඩ෍ |d(j, K)|ଶ
୤୰ୟ୫ୣ

୨ୀଵ

మ
୴୧ୢୣ୭

୧ୀଵ

                                     (5) 

Then we do an energy normalization using the formula 
below, 
  
E୘୭୲ୟ୪ = Eୟ(୐,୏) + Eୢ(୨,୏)                                                  (6) 

 

%Eୟ(୐,୏) =
100 x Eୟ(୐,୏)

E୘୭୲ୟ୪
                                                 (7) 

 

%Eୢ(୨,୏) =
100 x Eୢ(୨,୏)

E୘୭୲ୟ୪
 %                                             (8) 

 
Which percentage of total energy is: 
 
100% Energy = ൫%Eୟ(୐,୏) +  %Eୢ(୨,୏)൯                      (9) 
 
Then we normalize the energy data using simple 
normalization, 

By using all those formula, we work on some 
different procedures for preprocessing data: 

1. Apply the wavelet transform to the single skeleton 
frame, averaging all the energy from one video 
(using the fig.2a preprocessing data). It is a high-
cost computation. 

2. Apply the wavelet transform to the skeleton frame 
sequence, (using the fig.2b preprocessing data). It 
is a high-cost computation. 

3. Apply the wavelet transform to the single motion 
frame, averaging all the energy from one video 
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(using the fig.3a preprocessing data). It is a low-
cost computation. 

4. Apply the wavelet transform to the motion frame 
sequence, averaging all the energy from one video 
(using the fig.3.b preprocessing data). It is a low-
cost computation. 

3. Results 
We show the experiment results in the following 

figure. They show the state for every combination and 
every procedure did. One point in every figure represents 
data of one person in one video. One color consists of 6 
points in one scatter, which means that one person have 
6 video dataset. All the procedures are using Haar 
Wavelet at 1-level decomposition. All the possible 
combination is following: 

1. eAeH (energy from Approximation and 
Horizontal Detail), 

2. eAeV (energy from Approximation and Vertical 
Detail), 

3. eAeD (energy from Approximation and 
Diagonal Detail), 

4. eHeV (energy from Horizontal and Vertical 
Detail), 

5. eHeD (energy from Horizontal and Diagonal 
Detail), 

6. and eVeD (energy from Vertical and Diagonal 
Detail). 

Figure 5 shows all possible energy combination per 
frame with 2 persons. The energy combination eHeV 
shows the better cluster condition. It can separate data. In 
the other energy combination, there are many intersection 
data. It will be quite difficult to classify, even if we just 
using 2 persons data. 

Figure 6 shows all possible energy combination per 
sequence with 2 persons. It will be easier to do the 
classification, except on the eHeD combination energy. It 
will be difficult if we add some data as shown in figure 7. 
In figure 7, we add the data 2 more persons, so the total 
data is 4 persons. This figure shows that there is no 
possible energy combination used for classification. 

Figure 8 shows that the result is better than the result 
in figure 6 for 2 persons. All the combination energy 
looks possible to make the classification, but the best for 
all is the energy combination of eHeD. Figure 9, by using 
4 person data, the best energy combination is eHeD. 
Figure 10, by using 4 person data, we can see that the best 
energy combination is eHeV. The result of eHeV (in 
figure 10) is even better than the eHeD (in figure 9). 

 

 
Figure 5. Result from single skeleton frame of 2 persons 

 

 
Figure 6. Result from skeleton frame sequence of 2 

persons 
 

 
Figure 7. Result from skeleton frame sequence of 4 

persons 
 

 
Figure 8. Result from single motion frame of 2 persons 
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Figure 9. Result from single motion frame of 4 persons 

 

 
Figure 10. Result from motion frame sequence of 4 

persons 
 

4. Conclusion and Discussion 
Using the experiment results, using 2D DWT, Haar 

Wavelet and 1 level decomposition, we conclude as 
following: 
(1) The best preprocessing data is a motion in frame 

sequence.  
(2) Best combination parameters for classification are 

Horizontal Detail and Vertical Detail.   
(3) It needs more number of energy and decomposition 

to create human gait classification.  
This research is the beginning process to identify person 
based on human gait. In this research we choose the 
small number of energy to create feature vector. It is not 
enough to express the state, and needs more number of 
decomposition. It is the easiest way to show effective 
energy on wavelets decomposition for human gait 
classification. In the next research, we will analyze the 
number of wavelets decomposition and create the 
classification module based on human gait. It is also 
recommended to use different feature extraction, such as 
analyzing of spatio temporal information. 
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