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This dissertation consists of two independent parts: Part I. methane hydrate, and Part II. water 

loading on a clay surface. In Part I (chapter 2-3), we conducted molecular dynamics simulations 

with non-polarizable force fields to study structural and thermal properties of methane hydrate. 

We show that the TIP4P/Ice and TIP4P/2005 model potentials do well in the description of the 

lattice constant and radial distribution functions. Yet they, together with SPC/E and TIP4P 

models, overestimate the thermal expansion coefficient due to the inadequate description of the 

non-linear response of lattice constant to temperature. We also show that TIP4P/Ice and 

TIP4P/2005 overestimate the decomposition temperature of methane hydrate from the 

experimental value by 50 K and 30 K respectively, while SPC/E gives a good estimation 

deviating by about 5 K. All these force fields are found to overestimate the thermal conductivity 

of methane hydrate, but they are able to describe the weak temperature dependence from 100 to 

150 K and 225 to 270 K. It is also found that all initial structures used in the work have a proton 

ordering tendency, suggesting a potential role of proton arrangement in the temperature 

dependence of the thermal conductivity. In part II (chapter 4), we conducted dispersion-corrected 

density function theory (DFT-D) and classical force field calculations to study the water loading 

on a pyrophyllite (001) surface. We disclose low-energy binding motifs from one water molecule 

to six water molecules and reinterpret the hydrophobic nature of the pyrophyllite surface from 

the point of view that a water molecule prefers to interact with other water molecules than to be 
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bound on the surface. The force field approach, while providing a similar trend of the water 

binding to the DFT-D result, predicts some low-energy binding motifs which are not confirmed 

by the DFT-D calculation. It suggests a refinement of the force field to better describe the 

interfacial orientation of water on a clay surface. 
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1.0  INTRODUCTION TO METHANE HYDRATE AND CLAY 

Natural gas, of which the primary constituent is methane, is an important energy and chemical 

feedstock. In nature, enormous quantities of natural gas are stored in the form of clathrate 

hydrates in suboceanic sediments and in permafrost, which is out of the reach of human 

activities.
1
 The increasing concern of the shrinking of readily accessible reserves of natural gas, 

however, has spurred the interest in exploring clathrate hydrates of natural gas (aka methane 

hydrate) as a potential source of methane. In addition, methane is an important greenhouse gas, 

which has been regarded to be responsible for the historical climate change occurring 15,000 

years ago.
1
 As a matter of fact, it is over 20 times more effective in trapping heat in the 

atmosphere than carbon dioxide.
1
 Therefore, research on methane hydrates is motivated by 

applications as energy recovery, as well as understanding the role in climate change.
2
 The study 

of methane hydrate is very broad and diversified, ranging from the molecular structure, to 

mechanical and thermal properties, from phase equilibria, to formation, decomposition and 

growth.
1
  

While much of the research on methane hydrate is concerned with its formation and 

growth, it is the understanding of its structure that is the foundation of the understanding of all 

other properties. Thus, we choose the study of its structure as the starting point. We are also 

concerned with some peculiar properties that are associated with the structure. For example, 

methane hydrate behaves very differently from ice Ih in thermal conductivity, albeit that they 
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share many similarities in their compositions and structures. Thermal conductivity (κ) describes a 

matter’s capability to conduct heat. It is measured in watt per meter kelvin (W∙m
-1

∙K
-1

).
3
 

Although both ice Ih and methane hydrate are crystalline materials, ice exhibits a typical crystal-

like T-dependence, while methane hydrate exhibits an unusual amorphous-like T-dependence. 

Moreover, the κ of methane hydrate is an order of magnitude lower than that of ice Ih.
1
 This 

peculiar phenomenon has been a subject of intense research since early 1980s,
4
 not only because 

of the curiosity of the relationship between the thermal conduction and the microscopic structure, 

but also because of the potential application in the exploration of methane hydrate in sediments.
1
 

What’s more, the clathrate framework is very useful in the design of functionalized materials. 

For example, inorganic clathrates have been proposed to be promising candidates of 

thermoelectric materials.
5
 

The influence of clay minerals on the formation of methane hydrate has drawn our 

attention on clay minerals. Recently, it has been found in experiments that methane hydrate can 

form at the interlayer of montmorillonites (MMTs), an important type of clay minerals.
6-9

 Since 

MMTs are important components of sediments, these discoveries could help us understand the 

formation of methane hydrate in the natural environment. Apparently, it is necessary to 

understand the related property of MMTs, which can undergo expansion in the presence of 

water.
10

 

As a matter of fact, expansive clay minerals have many important tributes, such as 

swelling, sorption, and ion-exchange properties, which make them not only important in the 

geochemical cycles of metal cations and the oceanic buffering of atmospheric CO2, but also 

useful in a wide range of industrial applications, including catalysis, nuclear waste disposal, 

petroleum extraction and agrochemical delivery.
11-17

 Besides, MMTs have also been proposed 
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for use in CO2 sequestration.
18

 Since all these important phenomena are related to the 

interactions between water and clay minerals, we will initiate the study of clay minerals from the 

water-clay interactions. 

Computational chemistry, on the basis of physics laws, has become a more and more 

powerful tool to study chemical systems. In this thesis, I will present our computational study on 

methane hydrate and clay minerals in three chapters: chapter 2 is about the study of the structure 

and thermal properties (such as lattice constants, thermal expansion coefficient, radial 

distribution function, power spectra and decomposition temperature, etc.) of methane hydrate; 

chapter 3 is about the study of thermal conductivity of methane hydrate; and chapter 4 is about 

the study of water loading on a pyrophyllite (001) surface. 
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2.0  STRUCTURE AND DECOMPOSITION OF METHANE HYDRATE 

2.1 INTRODUCTION 

In this chapter, classical molecular dynamics simulations have been carried out to calculate the 

decomposition temperature of methane hydrate as well as some of the structural properties of it, 

including the lattice constant, thermal expansion coefficient, radial distribution functions, and 

power spectra. These work employed non-polarizable water models, including the SPC/E, 

TIP4P, and TIP4P-derived models (TIP4P/2005 and TIP4P/Ice). It is found that TIP4P/2005 and 

TIP4P/Ice give a better description of lattice constant from T = 50 K to 200 K compared to 

polarizable water models (COS/G2 and AMOEBA). However, all model potentials overestimate 

the thermal expansion coefficient from T = 100 K to 200 K. Suggestions on the improvement of 

force fields are given on the basis of the analysis of the fitting function of a lattice constant. 

Radial distribution functions predicted by TIP4P/2005 and TIP4P/Ice models are also in 

excellent agreement with the results from polarizable models, yet the power spectra given by 

these two models are substantially different from those from polarizable models in certain 

regions. The calculations of the decomposition temperature of methane hydrate show that 

TIP4P/2005 and TIP4P/Ice force fields overestimate the value by 30 K and 50 K, respectively. 

By contrast, SPC/E force field gives estimation in line with the experimental value. 
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2.1.1 Methane Hydrate 

The first question of understanding clathrate hydrates lies in their structures. They are ice-like 

inclusion compounds in which small atoms or molecules (such as Xe, CH4 and CO2) are trapped 

in hydrogen-bonded water cavities.
2
 The weak interactions (especially the repulsion) between the 

encaged atoms/molecules (guest) and the water lattice (host) stabilize the hydrate, which is 

crucial for the formation of clathrate hydrates.
1
 There are three most common types of crystal 

structures for gas hydrates found in nature, cubic structure I (sI), cubic structure II (sII) and 

hexagonal structure H (sH).
2
 Their geometrical parameters are summarized in Table 2.1. As seen 

from Table 2.1, the 5
12

 (pentagonal dodecahedral) water cage is the only cage common to all the 

three hydrate structures.  

Table 2.1 Crystal Structures and Cage Geometries for Structure I, II, and H Hydrates. 
a
 

Property Structure I Structure II Structure H 

Crystal System Cubic Cubic Hexagonal 

Approx. Lattice Constants[Å] a = 12 a = 17 a = 12, c = 10 

No. of H2O per Unit Cell 46 136 34 

Cavity type small large small large small medium large 

Geometry 5
12

 5
12

6
2
 5

12
 5

12
6

4
 5

12
 4

3
5

6
6

3
 5

12
6

8
 

No. of Cavities 2 6 16 8 3 2 1 

Avg. Cage Radius[Å] 3.95 4.33 3.91 4.73 3.91 4.06 5.71 

         a
 The data are adapted from Ref. 1. 

This is not by accident. The HOH angle of a water molecule in its equilibrium geometry 

in gas phase is known to be 104.52º. When water molecules exist in its solid phases (e.g. 

hexagonal ice, termed as “ice Ih”), they follow the Bernal-Fowler rule to form the most stable 

structures, as proposed by Bernal and Fowler in 1933.
19

 This rule states that: 1). Oxygen atoms 

form a lattice with tetrahedral coordination; 2) there is exactly one proton between two 

neighboring oxygen atoms, which is covalently bonded to one oxygen and forms a hydrogen 
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bond to the other.
20

 It is well-known that the O-O-O angle in a standard tetrahedral coordination 

is 109.47º. When 20 water molecules assemble a 5
12

 cage, the O-O-O angle in each planar 

pentagonal face is 108º. It results in a 1.5º deviation from the O-O-O angles of ice Ih, and a 3.5 º 

deviation from the HOH angle of free water molecule. This is the lowest price that can be paid in 

nature to form a water cavity. By contrast, the hexamer face in the 5
12

6
2
 cage and the tetramer 

face in the 4
3
5

6
6

3
 cage respectively bear an O-O-O angle of 120º and 90º, resulting in a much 

larger strain of water cavities. Therefore, the 5
12

 cage becomes the most common building block 

of clathrate hydrate structures.
1
 

Methane hydrate normally occurs as a sI hydrate. The tendency that a guest forms a 

certain type of structure rather than others is influenced by the size ratio of guest diameter to 

cavity diameter. Generally, 0.76 is regarded as the lower bound of this ratio for a guest being 

able to stabilize the cavity. For a methane molecule, there is little difference for the occupation of 

5
12

 cages (the ratio is 0.86-0.87), but it is entirely different in the case of large cages. It is 0.744 

for 5
12

6
2
 cavity of sI, yet only 0.655 for 5

12
6

4
 cavity of sII.

1
 Thus, it is advantageous for methane 

to form sI hydrate. In a sI hydrate, the 5
12

 cages are arranged in a body centered cubic lattice.
1
 

They are connected via vertices. The larger, oblate spaces between them form the 5
12

6
2
 

(tetrakaidecahedral) cages. The large cages are arranged in columns in three dimensions, with 

their opposing hexagonal faces shared between two contacted ones.
1
  

Ideal (fully-occupied) methane hydrate has an empirical formula of [CH4∙(5.75H2O)], 

indicating 85 mol.% of water. This is the lower bound of water contents in methane hydrate.
1
 In 

naturally occurred methane hydrate, the mole fraction of water is always larger than 85% 

because of incomplete guest occupation of host cavities. This is associated with the 
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nonstoichiometric nature of methane hydrate, which is related to guest size, temperature and 

pressure.
1
  

Because such high water contents are organized in a form of periodic crystal structure, it 

is natural to compare it with ordinary solid water, i.e. ice Ih. It has been observed by experiments 

that hydrates bear a hydrogen bond network very similar to that of ice, in the respects of both 

hydrogen bond length and O-O-O angles.
1
 One consequence of the similarity between 

compositions and structures of methane hydrate and ice Ih is that many of the hydrate mechanic 

properties resemble those of ice Ih, such as Bulk modulus, Shear modulus and 

compressional/shear velocity ratio.
1
 However, there are also exceptions. For example, methane 

hydrate is found to be 20 times stronger (creep resistant) than ice.
1
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Figure 2.1: Structure representations of all type of water cages described in Table 2.1.  

 

Meanwhile, there exist many differences between their microscopic structures. It is well-

documented that sII hydrate and ice Ih have different profiles of hydrogen bond order 

parameters.
21,22

 They are a set of quantities determined by the weight of all possible hydrogen 

bond arrangements associated with a water dimer in the context of water network. They can be 
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used for describing the distribution of protons and distinguishing between various lattice types. 

For ice Ih, there are four possible forms water dimers, labeled as inverse mirror (IM), oblique 

mirror (OM), inverse center (IC) and oblique center (OC).(Figs 2.2, 2.3) Their respective 

numbers, Xim, Xom, Xic and Xoc, are termed as hydrogen bond order parameters. For sII hydrate, 

there are only mirror symmetric water dimers, described by Xim and Xom. sI hydrates are 

supposed to have only IM and OM water dimers, just as sII hydrates. (Figs 2.2, 2.3) These four 

different types of water dimers are not energetically equivalent. Taking the space repulsion of 

hydrogen atoms into account, IM and OC are slightly (< 1 kJ/mol) more stable than OM and IC, 

respectively. However, the ratios of each pair (IM~OM, OC~IC) are in a delicate equilibrium 

affected not only by the relative energies but also by the neighboring water molecules.
22

 In an 

ideal (fully random) lattice of ice Ih, both Xim/Xom and Xic/Xoc are 1/2, and (Xim+Xom)/( Xic+Xoc) is 

1/3. The same ratio (1/2) applies to the Xim/Xom of an ideal lattice of sII hydrate.
22

 The Xim/Xom 

and Xic/Xoc ratios may deviate from 1/2 in real hydrate and ice samples; however, the total 

number of hydrogen bonds, which is 4, is invariant. Other pronounced structure and dynamics 

differences include but are not limited to unit cell sizes, the number of water molecules in a unit 

cell, dielectric constants, water reorientation and diffusion rates, as shown in Table 2.2. 
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Figure 2.2: The side view and top view of all possible hydrogen-bonded water dimer arrangements in ice Ih and 

sI(II) hydrates. 

 

 

Figure 2.3: The representation of tetrahedral water network of ice Ih (left panel) and sI hydrate (right panel). For the 

center water molecule in ice Ih, the water dimer in the c direction is mirror symmetric, all other three dimers are 

center symmetric. For that in sI hydrate, all four water dimers are mirror symmetric. 
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Table 2.2 Comparison of Properties of Ice Ih and sI Hydrate.
a
 

Property Ice Ih sI Hydrate 

Unit cell size 
a
 (Å) a = 4.52, c = 7.36 12.0 

No. of H2O in a unit cell 4 46 

Dielectric constant 
b
 94 ~58 

H2O reorientation time 
b
 (μs) 21 ~10 

H2O diffusion jump time (μs) 2.7 >200 

           a 
Data are retrieved from Ref. 1. 

b 
Values are measured at 273 K. 

It can be seen that sI hydrate bears a much larger unit cell with an order of magnitude 

more water molecules relative to ice Ih. Yet their densities (ice: 0.91 g/cm
3
, sI hydrate: 0.94 

g/cm
3
) are comparable at 273 K.

1
 The dielectric constant of sI hydrate is about 60% of that of ice 

Ih. This is similar to the case of sII hydrate vs ice Ih.
1
 The difference of dielectric constants 

between sII hydrate and ice Ih has been proposed to result from the difference of the water 

number molar volumes.
22

 Another non-trivial factor that may affect the dielectric constant is the 

water reorientation time. It is well-documented that the reorientation of water in the lattice of ice 

is rooted from the disordered nature of protons due to the (3/2)
N
 ways of arranging N water 

molecules under the Bernal-Fowler rules.
22

 It can be promoted by the structure defects of ice 

crystals such as the Bjerrum defects.
1
 Although the structure defects in hydrates are ill-defined in 

literatures, because of the similarity of hydrogen bonded networks between hydrates and ice, it is 

speculated that proton disorder and structure defects contribute to the dielectric constant in a 

comparable way.
1
 As Table 2.2 shows, the water molecules reorient 50% slower in ice Ih than in 

sI hydrate. There might be some unknown relationship between water reorientation time ratio 

and dielectric constant ratio. Finally, water molecules diffuse two orders of magnitude slower in 

sI hydrate than in ice Ih, which may account for the higher mechanical strength of methane 

hydrate than ice.
1
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In addition, methane hydrate behaves very differently from ice Ih in thermal expansion. 

The coefficient of thermal expansion determines the rate of volume change of matter in response 

to temperature change.
23

 Within various representations of the entity, the coefficient of linear 

thermal expansion (CTE) is often used for describing the property. It is defined as the fractional 

increase in length per unit rise in temperature and can be expressed as:
24

 

1 0 0 l 1 0( ) / α ( )l l l T T  
 
                                                  (2-1) 

where l0 and l1 represent, respectively, the initial and final lengths due to the temperature 

change from T0 to T1. The parameter αl is the CTE and has a unit of reciprocal temperature (K
-1

). 

It has been found in experiment that the CTE of sI and sII is substantially larger than that of ice 

Ih below 200 K, as indicated in Table 2.3. 

It has been suggested by computer simulations that large thermal hydrate thermal 

expansivity is due to anharmonic behavior in the water lattice which is the result of guest-host 

interactions.
1
  

Table 2.3 Comparison of the CTE of Methane Hydrate and Ice Ih.
a
 

Species 
CTE (K

-1
) 

T=100K T=150K T=200K 

Ethylene oxide hydrate (sI) 40×10
-6

 58×10
-6

 77×10
-6

 

THF hydrate (sII) 28×10
-6

 42×10
-6

 52×10
-6

 

Ice Ih 7×10
-6

/8×10
-6

 
b
 28×10

-6
/25×10

-6
 56×10

-6
/57×10

-6
 

        a
Adapted from Ref. 1. 

b
 The first number is for the CTE in a axis, the second number is in c axis. 

Computer Simulations (divided into two categories: molecular dynamics, MD, and Monte 

Carlo, MC) are a set of important tools to bridge the macroscopic properties and microscopic 

properties of materials on the basis of statistical mechanics.
1,25,26

 In the research area of methane 

hydrate, they have been widely used for studying its formation and growth and various structural, 

mechanical and thermal properties.
1
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2.1.2 Classical Molecular Dynamics 

MD simulation is a powerful tool to study physical motions of atoms and molecules by probing 

the phase space of microscopic systems. The resulting trajectories can be used to determine 

macroscopic thermodynamic properties of systems on the basis of the ergodic hypothesis, to 

describe important physical and chemical processes such as phase transition and protein folding, 

to calculate various structure (e.g. radial distribution functions and power spectra) and transport 

(e.g. viscosity and thermal conductivity) properties.
25

  

Both MD and MC simulations can be used for obtaining the macroscopic thermodynamic 

information based on the statistical mechanics of equilibrium states. However, MD can provide 

additional dynamics information that is unavailable from MC. This is the most distinctive 

advantages of MD over MC. Because the properties studied in our work are associated with 

dynamics, we perform MD simulations. 

The crucial factor for a meaningful MD simulation is an adequate description of 

intermolecular interactions.
27

 There are two approaches to determine these interactions. One 

employs an electronic structure method (e.g. density functional theory methods) to calculate the 

interatomic potentials via an “on-the-fly” fashion, which is usually referred to as ab inito 

molecular dynamics (AIMD).
28

 Carr-Parrinello molecular dynamics (CPMD) employing 

pseudopotentials and plane wave basis sets is a widely-used scheme to perform AIMD.
29

 The 

advantage of AIMD is that it can provide an accurate potential energy surface on which nuclei 

move; the main drawback for it is that it’s rather time demanding, which limits its application.
29

 

The other employs pre-made force fields of which the parameters are fit from either experimental 

data or ab initio calculations, referred to as classical MD. By choosing a proper force field, we 
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can study more realistic systems (up to 100 nm in length) or events (up to 1 microsecond) with 

satisfying accuracy.
27

  

2.1.2.1 Force Field 

Most force field for water and molecules in water employ terms to describe the electrostatics, 

short-range repulsion and long-range dispersion.  

The electrostatic term, arising from the classical interaction between the charge 

distributions of the molecules, is often described by Coulomb’s law using atom-centered point 

charges. 

The repulsion term which results from the Pauli Exclusion Principle that prevents the 

collapse of the molecules and the dispersion term which arises from correlated fluctuations of the 

electrons in the interacting molecules, are usually combined into a single term, i.e. Van der 

Waals (vdW) interaction, which is often described by the Lennard-Jones (LJ) potential.  

12 6

4ij

ij ij

U
r r

 

    
             

                                                (2-2) 

On the right hand side, the r
-6

 term represents the dispersion part and the r
-12

 term 

represents the repulsion part. For the LJ potential the parameters have a simple physical 

interpretation:  is the minimum potential energy, located at r = 2
1/6

  and  is the diameter of 

the particle, since for r <  the potential becomes repulsive. Because of its simplicity, efficiency 

and flexibility, LJ potential is a preferable choice in computations.
27

 

MD simulations are mainly performed with periodic boundary conditions (PBC),
25

 so it is 

important to efficiently and adequately compute various interactions with PBC. In the case of 

van der Waals interactions, using a cut-off is a common strategy, where interactions between 
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particles beyond the cut-off length are neglected. Empirically, the cut-off length is no less than 

2.5  for a 12-6 type LJ potential.
25

  

In principle, electrostatic interactions between all pairs of point charges in the system 

have to be taken into account. However, this leads to an O(N
2
) problem (with N being the system 

size), which is computationally formidable for large systems. Practically, in MD programs such 

as GROMACS
30

 and DL_POLY
31

, special technique (e.g. Ewald summation) or approximation 

(e.g. reaction field) is employed to make the calculation of electrostatics affordable.  

Ewald summation is the golden standard for calculating electrostatic interactions in a 

periodic system.
27

 The problem in calculating the electrostatics in a neutral periodic system of 

charged point ions lies in that direct Coulomb summation invokes a lattice sum which is 

unfortunately conditionally convergent, i.e. the result depends on the sequence used in evaluating 

the sum. Ewald sum was then proposed to overcome this limitation on the basis of two key 

amendments.
25

 It first makes each point charge effectively neutralized by the superposition of a 

gaussian charge centered on it with an opposite sign. Then a second set of gaussian charges is 

also superimposed and centered on the same point charges, but with the same sign as the original 

point charges to neutralize the first set of gaussian charges. The electrostatic potential is finally 

split into four terms, as shown in eqn (2-3).
25,27,32
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They are the real space term, reciprocal space term, self-term and surface term, 

respectively, with three parameters controlling the convergence: the real space cut-off rcut, the 

width of gaussian charges  and the maximum reciprocal wave-vector kmax.
27

 The first two 

terms are direct results of the first and second amendments, respectively. They are functions of 

the interatomic distance rij, which need to be evaluated in each time step of a MD simulation. 

The self-term is required to remove the self-energy interaction arising from the second set of 

gaussian charge acting on its own site. The surface term originates from a dipolar layer on the 

surface of the sphere of simulation boxes.
25

 It is expressed as a function of the total dipole 

moment of the system for vacuum boundary conditions.
33

 The self- and surface-terms are 

constant and may be calculated in the beginning of a simulation.
27

 The cost of a standard Ewald 

sum scales as N
3/2

.
34

 

The Smoothed Particle Mesh Ewald (SPME) method is one of the widely-used 

modifications of the standard Ewald method in order to reduce the computing cost.
34

 The main 

difference between them is in the treatment of the reciprocal space terms. SPME utilizes an 

interpolation procedure using B-spline, which makes the sum in reciprocal space be represented 

on a three dimensional rectangular grid. The computing scaling is then reduced to Nlog(N).
34

 

The reaction field (RF) method, aka the Onsager reaction field
35

, was initially used by 

Baker and Watts
36

 in the simulation of water. It splits the field on a dipole into two parts: the first 

is a short-range contribution from molecules situated within a cavity Rc, and the second arises 

from molecules outside Rc which are treated as a dielectric continuum generating a reaction field 

for the cavity. Any net dipole within the cavity interacts with the dielectric continuum via mutual 

induction. Therefore, the infinite Coulomb sum is replaced by a finite sum inside the cavity plus 

the reaction field outside the cavity. The total Coulomb potential is given by eqn (2-4):
37
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where Rc is the radius of the cavity, and B0 is defined as:
37

 

1
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2( 1)

(2 1)
B









                                                               (2-5) 

with ε1 the dielectric constant outside the cavity.  

However, the discontinuity of potential at the cavity boundary can lead to large energy 

fluctuation. This issue is addressed by subtracting the value of the potential at the cavity 

boundary from each pair contribution. The term subtracted is:
37

  

0

0

1
1

4 2

i j
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q q B
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                                                          (2-6) 

Albeit RF is less accurate than Ewald in calculating electrostatics, it is still useful for its 

simplicity and efficiency in applications.  

Beyond pairwise vdW and electrostatic interactions are many-body interactions. They 

apply to all kinds of non-additive interactions. In many cases, they are non-trivial.
38,39

 For water, 

polarization, which results from the response of charge to an electric field caused by other 

charges and dipoles, is the leading term of many-body effects.
40-43

 It has been shown that the 

explicit inclusion of polarization of water molecules can give a better description of structures 

and energies of water clusters and bulk water.
44

 Generally, classical models that explicitly 

include many-body effects are termed as polarizable models, while those implicitly include 

many-body effects are termed as non-polarizable models. However, simulations using 

polarizable models are at least an order of magnitude more expensive than simulations using 

non-polarizable models. Therefore, non-polarizable models have been dominant in the MD 

simulations from the beginning when the computing power was very poor. Over the last decade, 

however, polarizable models have been more and more frequently used in MD due to rapid 
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improvements of computer hardware and the increasing need for more accurate force fields in 

MD studies.
40

 Meanwhile, non-polarizable models also evolve to more effectively incorporate 

many-body effects.
45

 Because of better balance between cost and accuracy, non-polarizable 

models are picked in this study. We will also compare the results from non-polarizable models 

with those from polarizable models to have a better understanding about their drawback. 

2.1.2.2 Integrators 

Having a proper force field is not sufficient to carry out a MD simulation. We need an adequate 

algorithm to describe the time evolution of system under Newton’s laws of motion. In practice, a 

finite difference integrator of positions, velocities and accelerations is a good approximation for 

a simulation of a continuously evolving system. 
27

  

The Verlet algorithm is perhaps the most popular method of MD integrator.
25

 By 

assuming a small enough time step δt, it constructs an integrator by expanding the positions in a 

Taylor series. 

2 31 1
2 6

( ) ( ) ( ) ( ) ( ) ...t t t t t t t t t        r r v a b                              (2-7a) 

2 31 1
2 6

( ) ( ) ( ) ( ) ( ) ...t t t t t t t t t        r r v a b                              (2-7b) 

The addition of eqn (2-7a) and eqn (2-7b) produce the equation for updating the positions as 

follows: 

2( ) 2 ( ) ( ) ( )t t t t t t t      r r r a                                                   (2-8) 

where all odd-order terms (including the velocity term) are eliminated and all higher even-order 

terms (e.g. δt
4
) are omitted. Obviously, the velocities are not required to generate the trajectories. 

However, they are needed to compute kinetic energy and other quantities related to the 
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velocities. It is easy to obtain the equation for obtaining the velocities by the difference of eqn 

(2-7a) and eqn (2-7b). 
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t t t t
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 
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r r
v                                                      (2-9) 

It is noted that the design of the Verlet algorithm involves a trade-off of the accuracy of 

the velocities.
25

 Several variations on the basic Verlet scheme have subsequently been developed 

to address this issue. Among them the widely used ones are the “leap-frog”(LF) and “velocity 

verlet”(VV) schemes.
25

 

 In the leap-frog algorithm,
46

 the velocities leap over the positions by half a timestep. 

The corresponding equations are as follows: 

1
2

( ) ( ) ( )t t t t t t     r r v                                            (2-10) 

1 1
2 2

( ) ( ) ( )t t t t t t     v v a                                         (2-11) 
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( ) [ ( ) ( )]t t t t t    v v v                                        (2-12) 

The velocities are updated by eqn (2-11) prior to the update of the positions by eqn (2-

10). And the current velocities are recovered by eqn (2-12). Although better than the original 

Verlet algorithm in the accuracy of the velocities, it still does not thoroughly address the issue.
25

 

The velocity verlet algorithm,
47

 which stores the positions, velocities and accelerations at 

the same time t, further improve the accuracy of the velocities over the leap-frog algorithm. It 

reads: 
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2
( ) ( ) ( ) ( )t t t t t t t     r r v a                                          (2-13) 

1
2

( ) ( ) [ ( ) ( )] ( )t t t t t t t      v v a a                                 (2-14) 

The new positions at time t+δt are calculated using eqn (2-13), yet the new velocities at 

time t+δt are actually calculated in a two-stage fashion, which involves the calculation of the 

velocities at mid-step using eqn (2-15) and at full-step using eqn (2-16).  
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As a matter of fact, the combination of eqn (2-15) and eqn (2-10) generates eqn (2-13). 

Apparently, velocity verlet differs from leap-frog only in the scheme for the velocities update. 

However, this small change makes velocity verlet be more robust than leap-frog and becomes the 

most popular integrator in molecular dynamics.
25

 

Besides on widely used Verlet methods, a more rigorous integrator has also been derived 

from the Liouville equation, such as multiple time step methods.
27

 

2.1.2.3 Ensemble Constraints  

MD simulations can be conducted on different types of thermodynamic ensembles to describe 

different types of thermodynamic systems, such as isolated systems, closed systems, and open 

systems. An isolated system is handled by the micro-canonical ensemble (NVE) in which the 

number of particles (N), the volume (V), and the energy (E) are conserved. A closed system is 

handled either by the canonical ensemble (NVT) in which the number of particles (N), the 

volume (V), and the temperature (T) are conserved, or by the isothermal-isobaric ensemble 

(NPT) in which the number of particles (N), the pressure (P), and the temperature (T) are 

conserved. An open system is handled by the grand canonical (μVT) ensemble in which the 

chemical potential (μ), the volume (V), and the temperature (T) are conserved.
25

 In this thesis, 

only isolated systems and closed systems are concerned, thus, NVE, NVT or NPT ensembles are 

applied in simulations.  

The NVE ensemble is the simplest ensemble and usually the default one for MD 

simulations. It has no constraints of temperature and pressure. The kinetic energy and potential 

energy can be mutually transformed to each other, while the total energy is conserved. 
27
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The NVT ensemble is the simplest extension to the NVE ensemble. The fix of T instead 

of E, enables the exchange of heat. In a MD simulation, T is controlled by a thermostat. Different 

types of thermostat have been proposed, including the differential thermostat (e.g. Gaussian 

thermostat
48

), the proportional thermostat (e.g. Berendsen thermostat
49

), the extended system 

thermostat (e.g. Nosé-Hoover thermostat
50

), and the stochastic thermostat (e.g. Andersen 

thermostat
51

).
27

 

The NPT ensemble is an extension to the NVT ensemble because it allows for volume 

fluctuations to obtain a desired average pressure. It needs a barostat for the control of P as well 

as a thermostat for the control of T. Common barostat techniques include the proportional 

barostat (e.g. Berendsen barostat
49

) and the extended system barostat (e.g. Hoover barostat
50

 and 

Andersen barostat
51

).
27

 For the proportional thermostat and barostat, the strength of T- and P- 

coupling is respectively determined by the corresponding relaxation times, τT and τP. 

2.2 COMPUTATION DETAIL 

2.2.1 Classical models for water and methane 

In methane hydrate, there are two species, methane and water. Methane is a relatively non-

polarizable and chemically inert molecule, interacting with water through van der Waals forces 

as well as electrostatic forces.  

There are two major forms of classical model for methane, a united atom model (aka 

coarse-grained model) and all-atom model (aka atomistic models). The former abstracts methane 

into a single L-J mass point with no charge on it, so that only Van der Waals interaction between 
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methane and other species are calculated explicitly and the rotation of methane is neglected.
52-55

 

The latter simplifies it into a five-point charge model and places an L-J potential on carbon.
56,57

 

In both cases, hydrogen atoms are free from the vdW interaction.  

Classical models of water are a much more complicated story. As early as 1930s, Bernal 

and Fowler
19

 proposed the first realistic interaction potential for water after the discovery of 

spectroscopic proofs of its V-shaped geometry. In the B-F model, the center of negative charges 

is shifted from the oxygen atom and placed on the bisector of the HOH angle towards the 

hydrogen atoms; besides this, a repulsion-dispersion term is added on the oxygen. This prophetic 

idea was supposed to be able to explain the tetrahedral arrangement of water molecules in the 

liquid phase.
58

 Its correctness, however, had not been proved until the advent of the TIP4P (Four 

Point Transferrable Intermolecular Potential) water model in 1983.
59

 Since the early 1980s, there 

have been intense investigations on the development of water models. Although until now there 

exists no universally transferable water model that can address all scientific issues related to 

water, we have still gained much insight on properties of water through the development and 

applications of various water models, which has been summarized in Guillot’s review.
58

 Similar 

to methane, water models can also be categorized into atomistic models and coarse-grained 

models. Our work employs both atomistic and coarse-grained methane models and only 

atomistic water models.  

In this work the water models used include the SPC/E
60

, TIP4P, TIP4P/2005
61

 and 

TIP4P/Ice
62

 models, all of which are rigid non-polarizable models. As one of the two most 

frequently encountered atomistic water models, SPC/E (simple point charge-extended) model 

bears the same geometry (O-H bond is 1.0 Å and HOH angle is 109.47°) as the original SPC 

(Simple Point Charge) model but with enhanced charges on the atom sites to recover the 
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polarization in an effective manner. It employs a Lennard-Jones site on the oxygen atom. The 

TIP4P/2005 and TIP4P/Ice models are variants of the popular TIP4P model. The key feature of 

TIP4P family of potentials is that the site carrying the negative charge (usually denoted as the M 

site) is shifted from the oxygen atom along the H-O-H bisector towards hydrogen atoms to give 

an improved description of the electrostatics.
45

 They employ the geometry of the gas-phase 

monomer (O-H bond is 0.9572Å and H-O-H angle is 104.52°). By adjusting the charge and the 

position of the M site, one can optimize the dipole-quadruple force ratio
45

 which is proposed to 

determine the ability of potential models to describe the phase diagram of water. Vega et al. has 

suggested that TIP4P/2005 model is probably the best among the non-polarizable water models 

described by a single LJ site and three charges.
63

 Recently Conde and Vega recommended 

TIP4P/Ice model for the study of hydrate formation because it can predict three-phase (solid 

hydrate, liquid water, and gaseous methane) coexistence temperature in close agreement with the 

experimental results. 
64

 

Four combinations of water and methane models are compared in this study: SPC/E + all-

atom methane
57

 (SPC/E), TIP4P/2005 + all atom methane (TP4/05A), TIP4P/2005 + united-atom 

methane
52

 (TP4/05U) and TIP4P/Ice + all-atom methane (TP4/Ice). The LJ potential parameters 

between the water and methane molecules are generally determined through the Lorentz-

Berthelot combination rule.
25

 The parameters of these force fields are summarized in Table 2.4. 
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Table 2.4 Parameters of various water + methane model combinations. 

 

 

In addition, two specially optimized methane-water pairwise potentials, developed 

respectively, by Sun and Duan,
65

 and by Anderson et al.,
66

 are used for the calculation of the 

thermal expansion coefficient of methane hydrate. Both of them make use of the original TIP4P 

water model and OPLS-AA
67

 methane model as the parent model potentials and parameterize the 

methane-water vdW interaction parameters on the basis of ab initio calculations. These two 

model potentials are labeled as “TP4/SD” and “TP4/Tr”, respectively. The TIP4P water + all-
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atom methane (TP4) are also used for comparison with TP4/SD and TP4/Tr. Their parameters 

are collected together with above mentioned model combinations, in Table 2.4. 

2.2.2 Model systems of methane hydrate 

A cubic sI unit cell containing 46 water and 8 methane molecules was used as the seed for 

generating all supercells used in simulations. The box dimension was taken to be 12.03 Å, which 

is the experimental measured unit cell length for the hydrate of ethylene oxide at 248 K.
68

 In the 

initial structure, the positions of the oxygen atoms of the water molecules were taken from the X-

ray diffraction structure of the ethylene oxide hydrate,
68

 and the orientations of the hydrogen 

atoms in water molecules were initialized in a random fashion under the constraint of the Bernal-

Fowler rules, giving the net dipole moment of the unit cell close to zero. The methane molecules 

were placed at the centers of cages. 

MD simulations were carried out using a fully occupied 2×2×2 supercell. The vdW 

interactions were truncated at a distance of 10.0 Å, with long-range corrections
25

 applied for both 

energy and pressure. The electrostatics was handled by the SPME method, as described in 

section 2.1.2.2. The cut-off of electrostatics was also 10.0 Å. 

NVT simulations were performed to calculate the average potential energies and 

pressures. The ensemble constraint was enforced by a Nosé-Hoover thermostat
50

 with a 

relaxation time being τT = 0.5 ps. After 200 ps equilibration runs, 600 ps production runs were 

executed to collect physical information for analysis. 

Lattice constants were calculated from simulations at constant pressure (P =1.013 bar) 

and at different temperatures (T = 50, 75, 100, 125, 150 and 200 K). The NPT ensemble was 

enforced by Berendsen weak coupling thermostat and barostat
49

 with the corresponding 
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relaxation times being τT= 0.1 ps and τP = 0.5 ps. The first 100 ps simulation was for 

equilibration of the system and the subsequent 100-400 ps was for calculating the average cell 

parameters, i.e. lattice constants. 

The radial distribution functions and power spectra were calculated from NVE 

simulations. A precedent 250 ps NPT simulations were carried out to equilibrate the system. 

Then, 1.0 ns and 20 ps (at a 0.5 fs timestep) NVE simulations were respectively performed to 

collect required trajectories for calculating RDF and power spectra.  

To evaluate the thermal stability of methane hydrate, simulations using TIP4P/2005 and 

TIP4P/Ice models as well as SPC/E model were carried out. The same model systems as reported 

by Myshakin
69

 et al. were used. The fully occupied methane hydrate model consists of 1188 

water in liquid phase, 1296 water and 243 methane molecules in hydrate phase; the 95% 

occupied methane hydrate model, which resembles the natural occurring methane hydrate, 

contains the same number of water molecules in each phase and 230 methane molecules in 

hydrate phase.  

The preparation procedure was the same as the previous work.
69

  Production runs were 

carried out for 6~20 ns (usually 8 ns) in the NPT ensemble, with semi-isotopic pressure coupling 

allowing the z-dimension to fluctuate independently from the x and y dimensions. Temperature 

was controlled by a Nosé-Hoover thermostat (τT = 2.0 ps) and pressure was controlled by a 

Parrinello-Rahman barostat
70,71

 (τT = 4.0 ps). A time-step of 2.0 fs was used in all production 

simulations. All simulations in this part were performed on the GROMACS package. 
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2.3 RESULT AND DISCUSSION 

2.3.1 Assessment from NVT Simulation 

Table 2.5 Calculated properties of methane hydrate from NVT simulations 
a
 using various force fields. 

 
avg. P.E. (kcal/mol)  P (kbar) 

Force field 50K 125K 200K  50K 125K 200K 

AMOEBA
b
 -11.80 -11.37 -10.91  3.8 1.8 0.0 

COS/G2
b
 -11.85 -11.42 -10.98  4.8 2.4 0.1 

SPC
c
 -11.48 -11.06 -10.61  7.2 4.9 2.7 

SPC/E
c
 -12.38 -11.96 -11.52  9.5 7.1 4.8 

TIP4P
c
 -11.51 -11.10 -10.66  8.7 6.3 4.1 

TIP4P/Ice
d
 -14.28 -13.86 -13.42  6.9 4.8 2.8 

TIP4P/2005
d
 -13.01 -12.59 -12.14  7.9 5.7 3.6 

 

                     a 
NVT simulations of 2×2×2 supercell with the lattice parameter of 24.06 Å; 

b
 Ref 72, 

c
 Ref 73, 

d
 this work.  

 

The average potential energies per molecule and equilibrium pressures from NVT simulations 

with the TIP4P/Ice (Tice) and TIP4P/2005 (T05A) models for T = 50, 125, and 200 K are 

collected in Table 2.5, together with previous results
72,73

 obtained for the same conditions with 

the non-polarizable SPC, SPC/E, TIP4P models and with the polarizable AMOEBA
74

 and 

COS/G2
75

 models. The most sophisticated of these force fields is the AMOEBA force field, 

which serves as the reference in assessing the other models. Both TIP4P/Ice (TP4/Ice) and 

TIP4P/2005 (TP4/05A) force fields give larger in magnitude potential energies than other force 

fields. Meanwhile, the TIP4P/Ice and TIP4P/2005 models give less negative pressures than 

obtained with the TIP4P model. However, they still give much more negative pressure than 

obtained with the two polarizable force fields. 
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2.3.2 Lattice Constants and Thermal Expansion 

The lattice constant vs T curve of methane hydrate was investigated by means of NPT 

simulations with the SPC/E, TP4/05A, TP4/05U and TP4/Ice force fields. Fig 2.4 reports the 

values of the lattice constant from these simulations as well as the AMOEBA and COS/G2 

results reported by Jiang et al,
72

 together with those obtained experimentally for CD4 hydrate
76

 

and CH4 hydrate.
77,78

 It should be noted that the lattice constants from the two experimental 

studies of CH4 hydrate differ by 0.04 Å, which is within the instrumental resolution.
78

 The lattice 

constant measured for CD4 hydrate is close to the value reported in Ref 78 for CH4 hydrate.  

 

Figure 2.4: Lattice Constants of methane hydrate from MD simulations using various force fields and from 

experiments. a. from Ref. 76 , b. from Ref. 77 , c. from Ref. 78 , d. from Ref 72. 
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On one hand, the COS/G2 and SPC/E force fields considerably underestimate the values 

of the lattice constant, presumably due to their negative charge placed on the oxygen atom. The 

AMOEBA force field overestimates the lattice constant. 

On the other hand, both the TIP4P/Ice and TIP4P/2005 model give a comparable 

estimation of the lattice constant in excellent agreements with the experimental results. For the 

TIP4P/2005 model, similar values of the lattice constants were obtained by combining with 

either united-atom methane model or all-atom one. Since both of them are inexpensive non-

polarizable force fields with respect to expensive polarizable force fields, they are preferred for 

calculating lattice constants of hydrates. 

Interestingly, the simulations with all force fields considered give nearly linear lattice 

constant vs T curves, while the experimental curves show appreciable curvature. This difference 

between theory and experiment is attributed to the neglect of nuclear quantum effects in the 

simulations.
72

  

The coefficient of linear thermal expansion provides another point of view to evaluate the 

performance of force fields on the description of lattice constants evolving with temperature. The 

experimentally measured thermal expansion coefficient of ethylene oxide hydrate and methane 

hydrate,
79,80

 together with the calculated ones employing several model potentials from MD 

simulations, are present in Fig 2.5. 

As Fig 2.5 shows, all force fields overestimate the thermal expansivity of methane 

hydrate compared to experimental determined values. The TP4/05A and TP4/Ice results are 

comparable, and both of them display less deviation than SPC/E results. This is because 

TIP4P/2005 and TIP4P/Ice models are better at describing condensed phase water than the 

SPC/E model.
81

 Meanwhile, the calculated thermal expansion coefficients increase noticeably 
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slower than the experimental one with the increase of temperature. Interestingly, the difference 

of the trends of thermal expansivity is in agreement with the above mentioned difference of the 

trends of the lattice constant. In addition, MD simulation results show that fully-occupied MH 

(FMH) always have larger thermal expansivity than empty MH (EMH), which is independent of 

the force field used. It indicates that guest species in the cavities can promote the thermal 

expansion, in agreement with a previous study.
82

 And the thermal expansivity is also affected by 

the type of guest, as the experimental data of ethylene oxide hydrate and methane hydrate 

indicate. 

To examine the guest effect on the thermal expansion of methane hydrate, the quantities 

evolving with temperature calculated using TP4, TP4/Tr, and TP4/SD model potentials, together 

with the experimental determined values, are shown in Fig 2.6. These force fields mainly differ 

in their description of methane-water interactions (see Table 2.4). The comparison of fully-

occupied MH and empty MH using the TP4 potential again suggests the promotion role of guest 

on the thermal expansivity, in agreement with all other water models involved in Fig 2.6. It also 

shows that the slope of the simulated thermal expansivity of FMH vs temperature is larger than 

that of EMH, although it is still smaller than the experimental value. Meanwhile, changing 

methane-water interactions merely shifts the thermal expansivity curves in parallel, but does not 

appreciably change the slope of it. 
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Figure 2.5: Comparison of the coefficient of linear thermal expansion of sI hydrates at T = 100K, 150K and 200K 

from the experiments and from the MD simulations. The data are clustered according to their corresponding 

temperatures. In each cluster, the bars from left to right denote ethylene oxide hydrate from experiment (black with 

dense white strip), methane hydrate (MH) from experiment (white with dense black strip), fully-occupied MH 

modeled by SPC/E (black), fully-occupied MH by TP4/05A (grey), fully-occupied MH by TP4/Ice (white), empty 

MH by SPC/E (black with sparse white strip), empty MH by TP4/05A (grey with sparse black strip), and empty MH 

by TP4/Ice (white with sparse black strip). 
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Figure 2.6: Comparison of the coefficient of linear thermal expansion of methane hydrates at T = 100K, 150K and 

200K from the experiment and from the MD simulations using TIP4P-water based model potentials.  

It is well-documented that the experimental data of lattice constants of sI hydrates as a 

function of T can be fitted in a quadratic polynomial as
79,80

 

2

0 1 2( )a T a a T a T                                                      (2-17) 

The same formula is applied to all calculated lattice constants from each model potential, 

with a R
2
 larger than 0.99. The resulting constants and coefficients a0, a1, and a2, together with 

those from experimental data, are collected in Table 2.6. 

Substitute eqn (2-17) into eqn (2-1), we have 
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                                                  (2-18) 
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Table 2.6 Comparison of the parameters of the fitting function of lattice constants of sI hydrates from the 

experiments and the MD simulations. 

 

With eqn (2-17) and eqn (2-18), the data in Table 2.6 sheds light on the various 

differences disclosed in Figs 2.4 - 2.6. In the aspect of lattice constant, the base (a0) value plays a 

dominant role in the total value (a). Since the a0 given by most models (except for TP4/Ice) are 

noticeably smaller than the one from experiment, these models naturally underestimate the lattice 

constant. Within simulation data, it is clear that the value of a0 is sensitive to the choice of water 

model, and the existence of methane lowers the value of a0 of empty hydrate. Since a0 is the low 

temperature limit of the lattice constant, the decrease of it due to the guest indicates that the 

attraction is dominant for the guest-host interaction at low temperature.
83

 The second factor is the 

first-order coefficient (a1) which largely determines the increasing rate of the lattice constant 

with the increase of temperature. All the coefficients from simulations are one order of 

magnitude larger than that from experiment. Thus, TP4/05’s results approach the experimental 

values with the rise of temperature while TP4/Ice’s results deviate more from the experimental 
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values at higher temperature. The introduction of guest molecules in the water cavities also result 

in an increase of a1. The third one, but a non-trivial one, is the second-order coefficient (a2), 

which may have a pronounced effect on the lattice constant when the temperature is high 

enough. The data show that the experimental data derived a2 is substantially larger than 

simulation data derived ones. The remarkable difference between experiment and simulations is 

also reflected in the ratio of a1 to a2. When a2 is not too small relative a1, the second-order term 

can accelerate the increase of lattice constant after some temperature limit, thus a-T relationship 

will become a little curve-like, as indicated by experimental data; by contrast, when a2 is too 

small relative to a1, the effect of a2 on the slope is negligible and the a-T relationship is virtually 

linear, as seen in simulation data. In the aspect of thermal expansion coefficient, a0, a1, and a2 all 

play their respective roles: 1). a0 mainly affects the absolute value of αl, because it largely 

determines the quantity of denominator in eqn (2-18). 2). a1 also affects the absolute value of αl, 

because it affects the base value of numerator in eqn (2-18) in case of very large a1/a2 ratio. 3). 

a2 mainly affects the increasing rate of αl vs T. Comparison of these coefficients derived 

respectively from experiment and simulation data shows that: αl from the experiment is smaller 

than those from simulations because a0 is larger and a1 is smaller in the experiment than in 

simulations, respectively; meanwhile, the increase of αl with temperature is greater in experiment 

because a2 is larger in the experiment than in simulations. Further, comparison between FMH 

and EMH from simulations shows that the αl of EMH is smaller because of larger a0 and smaller 

a1. It again indicates that methane in the cage can promote the thermal expansion of methane 

hydrate.  

In summary, the comparisons of lattice constants, thermal expansion coefficients and 

parameters of the fitted function of the lattice constant, provide us with abundant information on 
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the deficiencies of the-state-of-art pairwise water models and the effect of guest-host 

interactions. The deficiency lies in: first, most of the water models do not predict the correct 

value of a0; second, all water models predict too large a1 and too small a2, making non-linear 

response to temperature negligible and thermal expansivity deviated from the experiment in both 

absolute value and response rate to temperature. Although TP4/Ice gives an a0 in excellent 

agreement with experiment, it still has large error in the prediction of a1 and a2. The guest effect 

lies in: it leads to the decrease of a0 and the increase of a1 of empty sI hydrate; the change to a2 

varies from different models. However, the change to a1 and a2 are limited within the methane-

water interaction potential used, leaving the a1/a2 ratio still too large. It would be an interesting 

question to investigate the possible relationship between the three parameters and nuclear 

quantum effect. 

2.3.3 Radial Distribution Functions 

The water-water, methane-water and methane-methane radial distribution functions (RDF), were 

calculated using NVE simulations and the TIP4P/2005 (T05A) and TIP4P/Ice force fields. These 

simulations were started using equilibrated structures from NPT simulations at T = 200 K and P 

= 20 bar. Figs 2.7-9 display oxygen-oxygen, oxygen-carbon and carbon-carbon radial 

distribution functions respectively from the TP4/05A, TP4/Ice force fields, as well as previously 

reported results for the AMOEBA and COS/G2 force fields. The AMOEBA model has been 

reported to give structure factors of methane hydrate in excellent agreement with those from 

neutron diffraction data.
72

 It is clearly seen from these figures that all force fields considered give 

similar results. This indicates that the best non-polarizable water models can describe the 

structure of methane hydrate as well as polarizable models. 
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Figure 2.7: Calculated Oxygen-Oxygen radial distribution function gO-O(r) of methane hydrate at P = 20 

bar and T = 200 K. The inset is the magnification of the first peaks. 
a
 from Ref. 72. 

 

 

Figure 2.8: Calculated Carbon-Oxygen radial distribution function gC-O(r) of methane hydrate at P = 20 bar 

and T = 200 K. 
a
 from Ref. 72. 
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Figure 2.9: Calculated Carbon-Carbon radial distribution function gC-C(r) of methane hydrate at P = 20 bar 

and T = 200 K. 
a
 from Ref. 72. 

2.3.4 Power Spectra 

English et al.
73

 and Jiang et al.
72

 have respectively reported power spectra of methane hydrate at 

T = 200 K and P = 20 bar using the velocity autocorrelation function (VACF)
84

 approach with 

several different force fields. Overall, polarizable force fields are superior to non-polarizable 

force fields at predicting the positions of peaks, compared to the experimental results from INS 

(Inelastic Neutron Scattering) measurement of CD4 hydrate.
72

 In this work, we calculate power 

spectra using TIP4P/2005 and TIP4P/Ice force fields with the same approach and conditions as 

used in Ref 72. 
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Figure 2.10: Calculated translational spectra of the host lattice of methane hydrate at P = 20 bar and T = 200 K. 
a
 

from Ref. 72. 

 

 

 

Figure 2.11: Calculated librational spectra of the host lattice of methane hydrate at P = 20 bar and T = 200 K. 
a
 from 

Ref. 72. 
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Figure 2.12: Calculated spectra of rattling methane molecules in methane hydrate at P = 20 bar and T = 200 K. 
a
 

from Ref. 72. 

Figs 2.10 and 2.11 depict the low-frequency power spectra of the water molecules and 

Fig 2.12 shows the low frequency spectra associated with the methane molecules. The region 

shown in Fig 2.10 (0-400 cm
-1

) is associated with the translation modes of the host lattice.
72

 Both 

TIP4P/2005 and TIP4P/Ice models predict a weak shoulder near 35 cm
-1

, and pronounced peaks 

near 55,  65,
 
and  300 cm

-1
, while the AMOEBA model predicts three peaks (32, 60 and 80 cm

-1
) 

below 100 cm
-1

 and one broad peak around 300 cm
-1

.
72

 The peaks below 100 cm
-1

 have been 

assigned as transverse acoustic modes.
85

 Noticeably, the peaks obtained in this work have similar 

shapes and positions to those calculated using the SPC/E model.
83

 However, the relative 

intensities of these peaks calculated with the non-polarizable force fields differ appreciably from 

those obtained using the polarizable AMOEBA force field. The TIP4P/2005 and TIP4P/Ice force 

fields produce a broad peak near 200 cm
-1

, in agreement with the AMOEBA force field. These 



 40 

peaks have been assigned to the longitudinal acoustic modes.
85

 Fig 2.11 reports the spectra of the 

water molecule in the 400-1200 cm
-1

 range, which are attributed to the librational motion of host 

lattice.
72

 The spectrum obtained using the TIP4P/2005 model has peaks at 560 and 700 cm
-1

, and 

that using the TIP4P/Ice model has peaks at 600 and 720 cm
-1

. In contrast, the calculations using 

the AMOEBA model gives peaks at 540 and 770 cm
-1

. It is also noted that spectra calculated 

using the TIP4P/2005 and TIP4P/Ice models die off more slowly above 950 cm
-1 

than that 

calculated using the AMOEBA force field. Unfortunately, there are no experimental data in this 

frequency range. The spectra associated with the rattling motion of the methane molecules are 

shown in Fig 2.12. The spectra calculated from different models are in qualitative agreement, all 

displaying three peaks in the range of 30-95 cm
-1

. It is well-documented
72,84

 that the first two 

peaks with lower frequencies are due to the translation of methane molecules in large cages, and 

the third peak with a higher frequency is due to the translation of methane molecules in small 

cages. The peaks appear at 42, 65 and 88 cm
-1

 with the TIP4P/2005 model, and at 41, 64 and 87 

cm
-1

 with the TIP4P/Ice model. The corresponding peak positions in the calculations using the 

AMOEBA model are somewhat lower, falling at 37, 60 and 80 cm
-1

. The peaks from the INS 

experiment
86

 are observed at 43.6, 61.3 and 80.7 cm
-1

. All three models give peak positions in 

good agreement with experiment, with the results from the AMOEBA model being in better 

overall agreement with experiment than those obtained using the TIP4P/2005 and TIP4P/Ice 

models. Comparison of the spectra in Figures 2.10 and 2.12 reveals that the peaks caused by the 

translational motion of the water molecules are close to those assigned as the rattling modes of 

the methane molecules, as found in earlier studies
72

 and consistent with significant guest-host 

coupling in this frequency range. As noted in the introduction, this coupling has also been 

proposed to be responsible for the glass-like thermal conductivity profile of methane hydrate.
87
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2.3.5 Decomposition of Methane Hydrate 

The decomposition temperatures of methane hydrate were evaluated by NPT simulations with 

TP4/05A, TP4/05U, TIP4P/Ice and SPC/E force fields. The purposes are twofold: to evaluate the 

performances of all non-polarizable models concerned with describing the thermal stability of 

methane hydrate; to ensure that the crystal structure of methane hydrate can hold up to 260 K, 

which is the highest temperature used in the NEMD simulations for calculating the thermal 

conductivity of methane hydrate. The approach used for determining the melting point of ice
81

 

was employed to calculate the decomposition temperature of methane hydrate  

The point when methane hydrate decompose can be evident by such characteristics: the 

rising of total energy; the periodic z-density of water in the hydrate phase is disappearing and the 

z-density of water in the liquid phase diffuse; the oxygen-oxygen radial distribution function of 

water in the hydrate phase shifts from a solid-like figure to liquid-like figure, as shown by Figs 

2.13-15, respectively. Fig 2.13 depicts the total energy profile of methane hydrate (95% filled)-

liquid water mixture at different temperatures simulated with the SPC/E model. It is easy to see 

that the total energy undergoes a pronounced rises at 285 K and finally stabilized at a plateau, 

which is typical for a phase transition. At 290 K, the decomposition is more rapidly and the 

system even blows up after 5 ns. Fig 2.14 presents the partial densities profile of water at 280 K 

showing that the region of liquid water (in the middle) is expanding while the region of hydrate 

(at two ends) is shrinking. Fig 2.15 is the plot of the radial distribution function of oxygen-

oxygen atom of hydrate water at 280 K. The rising up of the first trough as well as at the 

weakening of all crests suggests the transition of water from hydrate phase to liquid phase. Based 

on these observations, the decomposition temperature of 95% filled methane hydrate is estimated 

to lie between 280 K and 285 K predicted by the SPC/E water model. Here, we prefer to give a 



 42 

range where the decomposition occurs instead of an exact value. To obtain an exact number, 

more (e.g. 3-5) independent and longer (it’s 20 ns in a previous study) simulations are required. 

Furthermore, it may be more accurate to simulate the mixture of three-phase (solid hydrate, 

liquid water, and gaseous methane) coexistence to calculate the decomposition temperature.
64

 In 

this sense, our simulations served as a quick estimate of these models on the description of 

thermal stability of methane hydrate. Meanwhile, it is noted that the decomposition temperature 

range predicted by the SPC/E water model agrees well with the experimental value, i.e. 282.6 K 

at P = 6.77 MPa.
1
 The full filled methane hydrate was also simulated using the same method 

with SPC/E, which gives a decomposition temperature falling within 285 K and 290 K. The 

difference is small (5 K). Since methane hydrate in nature are usually 95% occupied, the 100% 

occupied methane hydrate seems to be a reasonable approximation to study the decomposition 

temperature. All simulation results of the decomposition temperature in this work, together with 

the data from the COS/G2 model
69

, are summarized in Table 2.7.  

Table 2.7 Melting point (Tm) of ice Ih and decomposition temperature of methane hydrate with partial (95%) or full 

(100%) occupation calculated by two-phase coexistence approach with various models. 

 

It can be seen that SPC/E model gives the best estimation of decomposition temperature 

of methane hydrate but the poorest estimation of melting point of ice Ih; TIP4P/Ice model gives 

the best prediction of melting point but overestimate the decomposition temperature most (by 50 

K); TIP4P/2005 model (the use of either all-atom methane or united-atom methane model makes 

little difference) underestimate the melting point by 20 K and overestimate the decomposition 
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temperature by 30 K; COS/G2 underestimates both melting point and decomposition 

temperature. This part of the simulations has two indications. Firstly, it is clear that at 260 K 

methane hydrate is far from decomposition. Secondly, no model could give good predictions on 

both properties simultaneously and it’s not simple to tell which one is better than others. 

However, the gap between the two temperatures may give a criterion. The experimentally 

observed gap is about 9 K; this number is 32 K for COS/G2, 55 K for TIP4P/2005 and 

TIP4P/Ice, and 67 K for SPC/E. It is obvious that the polarizable water model is more balanced 

than non-polarizable model.  

 

 

Figure 2.13: Evolution of Total energy of methane hydrate/liquid water mixture with SPC/E model at P = 68 bar. 
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Figure 2.14: Partial densities in Z-direction at the beginning and the end of the simulation of hydrate/water mixture 

with SPC/E model at P = 68 bar and T = 280 K. 

 

 

Figure 2.15: oxygen-oxygen radial distribution function in the hydrate phase at the beginning and the end of the 

simulation with SPC/E model at P = 68 bar and T = 280 K. 
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2.4 CONCLUSION 

This chapter presents our work on molecular dynamics simulations of methane hydrate using 

several atomistic models, including the SPC/E, TIP4P, TIP4P/2005 and TIP4P/Ice water models, 

an all-atom point charge and united-atom methane model, and two optimized methane-water 

vdW interaction potentials. All the water and methane models are non-polarizable and rigid. The 

properties investigated include lattice constants, thermal expansion coefficient, radial distribution 

functions, power spectra, and decomposition temperature. 

It is found that both TIP4P/2005 and TIP4P/Ice water models do very well in the 

description of lattice constants and radial distribution functions. Because they have better 

balance between accuracy and cost than a polarizable water model, it is suggested that pairwise 

potential with implicit polarization embedded are sufficient for the study of these two properties. 

Meanwhile, their drawback lies in the overestimation of the thermal expansion coefficient and 

underestimation of the accelerated increasing of lattice constants, which is common for all non-

polarizable water models used in this work. Methane-water interactions are shown to promote 

the thermal expansion of hydrates, consistent with previous conclusions. However, optimized 

methane-water pairwise potentials do not address the issue in the description of lattice constant 

and thermal expansion. Finally, it is found that the SPC/E model can give a very good estimation 

of the decomposition temperature of methane hydrate. By contrast, TIP4P/2005 and TIP4P/Ice 

overestimate this quantity by 30 K and 50 K, respectively. This is probably a consequence of too 

strong interactions between water molecules predicted by these two models.  

In future work, a more fundamental factor such as nuclear quantum effects should be 

investigated in the calculation of lattice constant and thermal expansion. A more sophisticated 
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simulation technique (such as free energy calculations) may be employed to study the 

decomposition of methane hydrate. 
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3.0  THERMAL CONDUCTIVITY OF METHANE HYDRATE 

3.1 INTRODUCTION 

In this work, nonequilibirum molecular dynamics (NEMD) simulations with the non-polarizable 

SPC/E, TIP4P/2005, and TIP4P/Ice force fields have been employed to calculate the thermal 

conductivity of methane hydrate over a temperature range from 30 to 270 K. The calculated 

thermal conductivities are appreciably larger than the experimental values, but they display the 

weak temperature dependence found in experiments from T = 100 - 150 K and from T = 225 - 

270 K. It is also found that the variation in the thermal conductivity for different proton 

disordered structures is greater than the standard errors of calculated thermal conductivity. 

Interestingly, the averaged thermal conductivity from 100 different initial configurations exhibits 

weak crystal-like character from T = 100 to 150 K. These configurations display partial proton 

ordering. This is consistent with a recent experimental result (Krivchikov et al., Low. Temp. 

Phys. 2008, 34, 648) showing that a proton-ordered THF hydrate sample displays crystal-like 

behavior in its thermal conductivity.  

3.1.1 Overview of Thermal Conductivity of Methane Hydrate 

It is well documented that methane hydrate is fundamentally different from ice Ih in thermal 

conduction, although they are both crystalline materials and have similar hydrogen bond 
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network.
88-91

 While thermal conductivity of ice Ih shows a T
-1

 dependence
89

 after reaching a 

maximum at low temperature, which is typical for a crystal, thermal conductivity of methane 

hydrates is one order of magnitude less than ice and exhibit weak temperature dependence above 

100 K,
92-94

 typical for amorphous solids, like glasses. Moreover, methane and other gas hydrates 

are considered as model systems to investigate the origin of the glass-like behavior of thermal 

conductivity in other crystalline solids, including semiconductor clathrates,
95,96

 and 

skutterudites.
97,98

 

Since the discovery of the unusual thermal conductivity of methane hydrates in 1981,
88

 

several mechanisms have been proposed.
99-105

 In a study of Xe and CH4 hydrates, Krivchikov et 

al.,
92,93

 described the temperature dependence of the thermal conductivity using four distinctive 

regions. In regions I and II (from T = 2 to 54 K), κ(T) is essentially independent of the type of 

guest molecule and is well described by the soft-potential model.
106

 This model assumes a 

common origin of the tunneling states and the localized resonant modes. It has been reported to 

correctly describe the low-temperature thermal conductivity of glasses
106

 as well as methane 

hydrate.
92

 In region III (from T = 54 to 94 K), κ(T) of methane hydrate decreases by almost 50% 

as the temperature increases, behavior attributed to the resonant scattering mechanism,
100

 also 

known as guest-host coupling.
101,107

 The basic idea of this mechanism is that the low thermal 

conductivity of gas hydrates is due to phonon-scattering caused by the coupling of the guest 

rattling modes and the host lattice acoustic modes.
87,108,109

 Evidence for such a coupling have 

been provided by an inelastic x-ray scattering experiment.
110

 However, in an earlier study on the 

methane hydrate, Krivchikov et al
92

 showed that the resonant-scattering model only gives a good 

description of the thermal conductivity below T = 25 K, in addition to neglecting the velocity 

dispersion. It is worth noted that there is a dip of κ(T) near 90 K, which is only observed in Xe 
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and CH4 hydrates; for the other hydrates, κ(T) is essentially a plateau after climbing to maxima at 

around T = 75 K.
93

 In region IV (above T = 94 K), the phonon mean free path reaches the 

minimum allowed value( i.e. the Ioffe-Riegel condition
111

), which results in the propagation of 

the thermal phonons via diffusion.
112

 As mentioned by Krivchikov et al., there is no rigorous 

model being able to quantitatively describe the thermal conductivity of methane hydrate over all 

the four temperature regions.
93

  

However, there are alternative hypotheses concerning the cause of the anomalous thermal 

conductivity in gas hydrates. Dharma-wardana
99

 suggested that the large unit cell of the hydrate 

causes a constant phonon mean free path, with a value near the lattice constant. This results in 

the low and weakly temperature dependent thermal conductivity of gas hydrates. This view is 

supported by a study of the Xe hydrate conducted by Inoue et al.
108

 Ahmad and Phillips
113

 have 

proposed in their study of 1,3-dioxolane clathrate hydrate that the structure disorder in the 

hydrate is responsible for the tunneling state, which leads to the dominant phonon scattering.  

Recently, two studies on skutterudites
97,98

 (which have similar topologies to gas hydrates) 

have appeared, which challenged the popular resonant scattering model, and suggest that 

structural factors may be more important than what is generally believed. Noticeably, Krivchikov 

et al. 
105

 found that for the tetrahydrofuran (THF) hydrate, the experimentally measured thermal 

conductivity is affected by the temperature prehistory of the sample, which is attributed to the 

effect of the proton ordering. All the proposed mechanisms for explaining the behavior of 

thermal conductivity of gas hydrates are only partially correct, and fail at describing all the 

behavior associated with the thermal conductivity of gas hydrates.
95

 

In the current study, we extend the non-equilibirum molecular dynamics (NEMD) study 

previously done in our group, in an effort to understand the origin of the thermal conductivity of 
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methane hydrate. In the present work, we employ two TIP4P-derived water models, namely the 

TIP4P/2005 and TIP4P/Ice models. Both models have been proven to perform well at describing 

the ice phase but have not been extensively used for gas hydrates. Inclusion of both models will 

allow us to determine their accuracy in calculating thermal conductivity of methane hydrate 

compared to results from the polarizable COS/G2 force field.
114

 Secondly, we investigate the 

potential impact of the initial configuration of methane hydrate samples on the calculated 

thermal conductivity, because that the initial configuration is associated with proton disorder. 

3.1.2 Methods for calculating thermal conductivity 

The thermal conductivity relates the heat flux of the system to the temperature gradient within 

using Fourier’s law for heat conduction,
3
   

v v

v

J T x                                                       (3-1) 

where J is a component of the heat current, κμν is a matrix element of the thermal conductivity 

tensor, and ∂T/∂xv is a temperature gradient (T-gradient). In experimental studies, κ is obtained 

by measuring the T-gradient as a result of the stationary heat flux applied on the system of 

interest. However, in MD simulations, there are two commonly used methods for computing the 

thermal conductivity. The first method is referred to as the “direct method”, which is a non-

equilibrium MD (NEMD) method. It imposes a T-gradient across the simulation cell like an 

experiment, and calculates the thermal conductivity using Fourier’s law.
115-117

 The second one is 

referred to as Green-Kubo (GK) method, which is an equilibrium MD (EMD) approach. It 

utilizes the heat current fluctuations to obtain the thermal conductivity via the Green-Kubo 

relations.
118,119
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3.1.2.1 NEMD method 

 

Figure 3.1: A schematic representation of the NEMD method for calculating thermal conductivity. (Retrieved from 

Ref. 114) 

As shown in Fig 3.1, a rectangular simulation cell (replicated by periodic boundary conditions) is 

divided along the Z direction into N slabs (where N is an even number), with a heat sink and a 

heat source placed at slab 0 (the cold zone) and slab N/2 (the hot zone), respectively.
114

 A 

constant temperature difference between the heat source and the heat sink is created by steadily 

subtracting a constant kinetic energy  from the heat sink and adding it to the heat source. 

Practically, at a regular interval, the center-of-mass (COM) velocities of the molecules in the 

heat sink (source) slabs are scaled down (up) according to the algorithm of Jund and Jullien,
117

 

which maintains the conservation of the total momentum. As a consequence, a constant heat flux 

Jz from the heat source to heat sink, equal to /(2At), is established. Here t is the time step, A 

is the cross-sectional area in the XY plane and the coefficient 2 comes from the fact that energy 

can flow from the heat source to the heat sink in two directions. The resulting temperature 

gradient along the Z axis is not evaluated until a steady local temperature is established at the 

center of each slab. The local temperature of each slab (except slabs 0 and N/2) is then calculated 

from the time average of the kinetic energy of the molecules in the slab. The temperatures of 

symmetry-equivalent slabs are then averaged to build up the temperature profile:  
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  
1

( )
2

i i i N i
T Z T T


                                                     (3-2) 

where i (which ranges from 1 to N/2-1) is the slab index and Zi is the Z-coordinate of the center 

of slab i. The T-gradient can be easily calculated by linear regression because the temperature 

profile is linear.
117

 The thermal conductivity is then calculated via Fourier’s law.  

In the NEMD method, there are several variables in the set-up, including the magnitude 

of heat flux, the size of the hot and cold zones, the thickness of the slabs, and the size of the 

simulation box. Previous studies
115,116,119

 have shown that the calculated thermal conductivity is 

relatively insensitive to the value of heat flux. Specifically, Jund and Jullien
117

 have found that 

the results are independent on the choice of , if  has a value near 1% of kBT with a timestep 

of 0.7 fs. In the present work, we employ rigid monomers, which enables a time step of 2 fs and 

a  of 3% of kBT. In addition, Chantrenne and Barrat
120

 verified that the three numerical 

parameters that govern the rescaling (i.e. the period of rescaling, the fraction of rescaling and the 

size of the hot and cold zones) have a trivial effect on the thermal conductivity. 

The effect of the system size, (aka “finite-size effects”
119,120

), are caused by artificial 

phonon scattering from the heat source and the heat sink. The finite-size effects can be recovered 

by employing an extrapolation procedure based on the kinetic theory of thermal conduction.
121

 

This expresses the thermal conductivity of a non-metallic solid as the product of the mass density 

, the specific heat capacity cv, the effective phonon velocity v, and the phonon mean free path l.  

21 1
3 3v vc vl c v                                                          (3-3) 

where  is the phonon relaxation time, which is given by l=v. Eqn (3-3) is based on two 

assumptions, namely that the material is isotropic, and the group velocity and the relaxation 

times are constant with respect to all the phonons presented in the system.
120

 For a perfect 
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crystal, the relaxation times can be decomposed
120

 into contributions due to the bulk, and due to 

the scattering from boundary conditions: 

1 1 1

MD bulk bc  
  

                                                        (3-4) 

where bc
-1

 is given by  

1

1
2

bc

z

v

L



                                                                 (3-5) 

where Lz is the length of the Z dimension of the simulation cell. The factor of ½ arises from the 

fact that the distance between the heat sink and source is one half of Lz.
114

 A linear relationship 

between 1/MD and 1/Lz can then be established: 

1 1

2 2

1 3 3 2
MD bulk

MD v v z z

v B
A

c v c v L L   
  

     
 

                          (3-6) 

Thus, the thermal conductivity of an infinite system can be obtained by extrapolating the 

regression line to 1/Lz = 0, and the effective phonon mean free path is obtained as lbulk = B/2A, 

where A and B are the intercept and slope of the regression line, respectively.
114

  

The linear extrapolation procedure can also be validated from a first-order truncation of a 

Taylor-series expansion for  1 1
L   where χ is an unknown function of 1/L that converges to 

1/κ∞ as 1/L →0.
122

 

3.1.2.2 The Green-Kubo method 

With the Green-Kubo method, the thermal conductivity can be calculated from the equilibrium 

current-current autocorrelation function 

     
2 0

1
0

m

m

B

k d
Vk T



    J J                                         (3-7) 
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where V is the volume, kB is the Boltzmann constant, T is the system temperature, J is the heat 

current, and the angular brackets denote an ensemble average. However, since the simulation is 

performed using discrete time steps of length t, the integral in eqn (3-7) can be transformed into 

a summation.
119

 

        
1

2
1 1

X N x

X

x nB

t
k N x x n n

Vk T





 


     J J                         (3-8) 

where X is given by Xt and J(x+n) is the heat current at the timestep x+n. Typically, the total 

number of integration steps X is considerably smaller than the total number of MD steps in order 

to ensure a good statistical averaging. The bulk thermal conductivity, which is formally obtained 

by the limit X→∞, can be recovered as long as X is longer than the relaxation time of the heat 

current.
119

 For the methane hydrate, it has been shown that an integration length of 20 ps is 

sufficient to provide a reliable estimate of the thermal conductivity.
104

  

The time-dependent heat current
119

 is given by 

( ) ( ) ( )i i

i

d
t t h t

dt
 J r                                                           (3-9) 

where ri(t) is the time-dependent coordinate of atom i and hi(t) is the site energy. For a system 

described by pair-wise additive potential, the site energy is given by 

21 1
22 2
( )i i i ij

j

h m u r  v                                                   (3-10) 

By substituting eqn (3-10) into eqn (3-9), the thermal current becomes 

1
2

( ) ( )i i ij ij i

i i j

t h


   J v r F v                                                  (3-11) 

where Fij is the force on atom i due to its neighbor j from the pair potential. The advantages of 

using the Green-Kubo method is that it allows the study of anisotropic effects in the thermal 
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conductivity and finite-size effects are less severe than in the NEMD method; however, it is 

notorious for its slow convergence.
123

  

It has been shown that both NEMD method and Green-Kubo method can give consistent 

thermal conductivity values with proper choices of parameters.
119

 It has been also suggested that 

for a system with a small phonon mean free path, the NEMD method may be preferable because 

of the low computational cost.
119

 

3.2 COMPUTATION DETAIL 

In the current study, we employed the same unit cell as described in chapter 2. The NEMD 

simulations were carried out with simulation boxes of increasing lengths, and the resulting finite-

size thermal conductivity was extrapolated through linear fitting to estimate the bulk thermal 

conductivity. The simulations boxes were built with (2×2×n) unit cells of hydrate, with n, the 

number of unit cells in the Z direction, being 2, 4, 5, 6 and 8 for the SPC/E water model and 2, 3, 

4, 5 and 6 for other water models. A 3×3×3 simulation box was used for the Green-Kubo 

calculations, as recommended by a previous study.
104

 We also investigated 4×4×4 simulation 

box with the Green-Kubo calculations, and found that the result showed that the calculated 

thermal conductivity 3×3×3 box was indeed converged with respect to the simulation box size. 

In NEMD simulations, the thermal conductivity was calculated step-wise at T = 30, 50, 

75, 100, 125, 150, 200, 225, 240, 250, 255, 260, 265 and 270 K. A 150-ps NPT (P = 1 atm) 

simulation was first carried out to equilibrate the system, then a subsequent NVT simulation of 

3.0-5.0 ns was then conducted to calculate the thermal conductivity. The temperature and 

pressure in the equilibration stage were maintained by a Berendsen thermostat (τT = 0.1 ps) and 
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barostat (τP = 0.5 ps). It is found there is little difference in equilibrating the system between 

using Berendsen thermostat & barostat and Nosé-Hoover thermostat & barostat. The temperature 

in the production stage was maintained by a Berendsen thermostat with a τT of 2.0 ps. The use of 

the NVT instead of the NVE ensemble in the calculation of the thermal conductivity is to prevent 

the total energy from drifting which would occur if a NVE ensemble was used.
124

 In the 

production run, the simulation box was divided evenly along the Z-axis into 4n slabs, and a 

constant heat flux (6% of kBT) with a magnitude of 10
-12

 w/Å
2
 was imposed along the Z 

dimension. The first 300-500 ps of each production run was used to establish a steady 

temperature gradient and was discarded in the averaging process. The procedure and related error 

propagation rule described in Ref. 114 was employed for calculating standard errors of all of the 

thermal conductivity values.  

In the case of the SPC/E water model, the thermal conductivity of the methane hydrate 

was calculated using the Green-Kubo method at T = 150 K in addition to the NEMD simulations. 

The dimensions of the box were determined from a 200 ps NPT (P = 1 atm) simulation with a 

Berendsen thermostat (τT = 0.2 ps) and barostat (τP = 1.0 ps). The system was then equilibrated 

via a 500 ps NVT simulation with a Nosé-Hoover thermostat (τT = 0.5 ps), followed by a 5.0 ns 

NVE simulation in order to collect the real-time heat flux data, for calculating the heat flux 

autocorrelation function. The thermal conductivity was obtained then through fast Fourier 

transform (FFT) technique. The first two steps used a time-step of 2.0 fs, a cut-off of 10.0 Å, and 

smooth particle mesh Ewald (SPME) method for electrostatics. The final step used a time-step of 

0.5 fs, a cut-off of 11.0 Å, and the reaction field (RF) method for electrostatics.  

To investigate the effect of proton disorder on the thermal conductivity of methane 

hydrate, NEMD simulations were carried out with the SPC/E force fields on 100 initial structures 
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differing by their proton arrangements. These configurations are generated using a Monte Carlo 

algorithm proposed by Buch and Sandler.
125

 In order to gain a better understanding on the proton 

arrangement of these configurations, proton order parameters are also calculated using the 

algorithm proposed by Rick and Freeman.
22

 

All MD simulations in the current study were performed using a modified version of the 

DL_POLY2 program in which the NEMD and GK methods had been implemented as describe 

by Jiang et al.
114

 

3.3 RESULT AND DISCUSSION 

The thermal conductivities obtained from the NEMD simulations using various non-polarizable 

models, together with the experimental data collected by Krivchikov et al.,
93

 are plotted in Fig 

3.2.  

3.3.1 Model potentials 

The κ vs T curves obtained using the TP4/Ice, TP4/05A, TP4/05U, and the SPC/E water models 

are similar, increasing from 30 to 50~75 K and then decreasing for still higher temperatures, 

albeit with one or more small peaks. These trends roughly resemble the trend that is found 

experimentally, although the experimental thermal conductivity curve displays a more 

pronounced dip near 90 K, whereas the calculated curves either lack a dent or display only a 

small dent near this point. 



 58 

 

Figure 3.2: Comparison of thermal conductivities from NEMD simulations of a single initial configuration with 

various force fields and from experiments (a. from Ref. 92). 

Quantitatively, all models used in this work overestimate the thermal conductivity by 

roughly a factor of two. While the TIP4P/2005 and the TIP4P/Ice water models do a good job at 

predicting the structural properties (e.g. lattice constants and radial distribution functions) as well 

as the thermodynamics properties (e.g, triple point
64

) of methane hydrate, they are far from being 

successful at predicting the thermal conductivity. In this context, it is relevant to note that Jiang 

and co-workers
114

 found that the calculated thermal conductivity of methane hydrate using a 

polarizable model is significantly lower and in closer agreement with experiment. 

Fig 3.3 depicts the calculated phonon mean free path (l) obtained from various force 

fields. Interestingly, while the l obtained using TP4/05U decreases monotonically with 

increasing temperature, for the TP4/05A, TP4/Ice and SPC/E force fields, there is a small peak in 

l between 50 and 75 K. The phonon mean free paths are apparently smaller with the SPC/E water 
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model than with any of the TIP4P based models. The effective phonon velocity (v) increases 

monotonically with increasing temperature for all the force fields considered. However, phonon 

velocities calculated with the SPC/E water model are appreciably larger than those calculated 

with the TIP4P-based models. As a previous work suggests, a smaller phonon mean free path is 

associated with stronger phonon-phonon interaction and a larger effective phonon velocity is 

associated with greater phonon dispersion.
114

 Since the TIP4P-derived water models all have 

larger potential energies than the SPC/E water model (Table 2.5), it is speculated that for a non-

polarizable model a larger potential energy could result in a longer phonon mean free path 

(meaning weaker phonon-phonon interaction) and smaller phonon velocity (meaning less phonon 

dispersion). These effects would then lead to a greater thermal conductivity of methane hydrate. 

Contrary to the non-polarizable models (which overestimate the phonon mean free path), the 

polarizable COS/G2 model predicts a nearly temperature-independent mean free path near 0.5 

nm for T ≥ 100 K.
114

 Meanwhile, the phonon mean free path of THF hydrate
112

 deduced from the 

experimental data using eqn (3-3) exhibits a different trend than simulation results of using these 

non-polarizable models, as it shows T
-1

 dependence below T = 100 K and a steady value between 

0.4-0.5 nm above T = 100 K. This is because all other variables in the eqn (3-3) are almost 

unchanged for experimental measurements above T = 100 K (which is about half of the Debye 

temperature ΘD of THF hydrate), including thermal conductivity, specific heat, and phonon 

velocity (in their calculations v was fixed to be 1871 m/s).
112

 It is noteworthy that the COS/G2 

polarizable water model gives a phonon mean free path close to the experimental value for T ≥ 

100 K, which accounts for its better description of the thermal conductivity of gas hydrates than 

non-polarizable water models. 
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Figure 3.3: Effective phonon mean free path calculated from the NEMD simulations. 

 

 

 

Figure 3.4: Effective phonon group velocities from the NEMD simulations. 
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3.3.2 Error Analysis of Thermal Conductivity Calculation 

In NEMD simulations, calculated thermal conductivity values are susceptible to errors due to 

statistical thermal fluctuations of the temperature gradient established between the heat source 

and the heat sink.
126

 In this section, we examine the convergence of our calculations by carrying 

out simulations at T = 125 K with different initial velocity distributions, and average the results 

in order to reduce the error. In principle, this should be equivalent to a one-time simulation with 

a time scale five times as long as the original simulation. However, if the time for the complete 

equilibration is much longer than that of a single long simulation, the two approaches could give 

different results.  

As Table 3.1 shows, in the NEMD simulations of methane hydrate, for a specific 

configuration, different production runs of 5.0 ns started with different initial velocity 

distributions can give thermal conductivity values that differ by upwards of 6%. Since the 

extrapolating results in NEMD can magnify the error due to statistical thermal fluctuations,
127

 

using different sets of individual values from one-time runs for the extrapolation can lead to a > 

6% uncertainty on the bulk thermal conductivity values. As seen from Table 3.2, the difference 

between extreme values of the thermal conductivity varies from 0.06 to 0.13 W∙m
-1

∙K
-1

 for 

individual configurations, which corresponds to 6-14% statistical errors. This is indicative of the 

inadequacy of using results from one-time NEMD simulations. To obtain reliable thermal 

conductivity values from the NEMD simulations, it is important to use mean values obtained by 

averaging the results of several separate simulations initiated with different initial conditions. 
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Table 3.1 Finite-size thermal conductivities (W∙m
-1

∙K
-1

) from five NEMD simulations of 5.0 ns at T = 125 K. 

 

 

a
 groupX denotes the Xth configuration, with the different configurations differing in their proton arrangement. 

 

 

 2×2×2 2×2×4 2×2×5 2×2×6 

Group1
a
 0.4492±0.0063 

0.4625±0.0078 

0.4524±0.0100 

0.4444±0.0106 

0.4481±0.0078 

0.6017±0.0110 

0.5975±0.0139 

0.6027±0.0081 

0.5816±0.0095 

0.5952±0.0073 

0.6428±0.0045 

0.6264±0.0078 

0.6220±0.0090 

0.6424±0.0078 

0.6357±0.0072 

0.6772±0.0097 

0.6797±0.0076 

0.7016±0.0085 

0.6943±0.0089 

0.7061±0.0090 

Average 0.4513±0.0085 0.5957±0.0099 0.6339±0.0073 0.6918±0.0087 

Group5 0.4457±0.0073 

0.4497±0.0089 

0.4502±0.0030 

0.4651±0.0066 

0.4424±0.0091 

0.5915±0.0079 

0.6100±0.0098 

0.6018±0.0075 

0.5975±0.0066 

0.6024±0.0086 

0.6548±0.0062 

0.6483±0.0081 

0.6412±0.0062 

0.6623±0.0113 

0.6652±0.0060 

0.7091±0.0076 

0.7042±0.0073 

0.7192±0.0081 

0.7021±0.0081 

0.7156±0.0093 

Average 0.4506±0.0070 0.6006±0.0081 0.6544±0.0076 0.7100±0.0081 

Group46 0.4573±0.0101 

0.4602±0.0063 

0.4501±0.0104 

0.4450±0.0083 

0.4699±0.0063 

0.6121±0.0104 

0.6308±0.0108 

0.6193±0.0064 

0.6510±0.0111 

0.6227±0.0081 

0.6560±0.0067 

0.6383±0.0060 

0.6517±0.0062 

0.6395±0.0067 

0.6515±0.0107 

0.7035±0.0050 

0.7045±0.0088 

0.7039±0.0075 

0.6988±0.0061 

0.7108±0.0081 

Average 0.4565±0.0083 0.6272±0.0093 0.6474±0.0073 0.7043±0.0071 

Group48 0.4689±0.0055 

0.4716±0.0076 

0.4742±0.0082 

0.4663±0.0130 

0.4633±0.0076 

0.6216±0.0073 

0.6162±0.0077 

0.6318±0.0127 

0.6167±0.0088 

0.6236±0.0106 

0.6420±0.0119 

0.6589±0.0037 

0.6662±0.0049 

0.6623±0.0084 

0.6620±0.0088 

0.7134±0.0055 

0.7121±0.0064 

0.7161±0.0074 

0.6997±0.0065 

0.7163±0.0057 

Average 0.4689±0.0084 0.6220±0.0094 0.6583±0.0075 0.7115±0.0063 

Group55 0.4662±0.0095 

0.4629±0.0074 

0.4661±0.0132 

0.4660±0.0091 

0.4626±0.0042 

0.6216±0.0065 

0.6356±0.0118 

0.6178±0.0081 

0.6302±0.0078 

0.6260±0.0083 

0.6829±0.0103 

0.6784±0.0070 

0.6802±0.0090 

0.6783±0.0095 

0.6792±0.0095 

0.7361±0.0050 

0.7149±0.0056 

0.7196±0.0076 

0.7200±0.0052 

0.7170±0.0088 

Average 0.4647±0.0087 0.6262±0.0085 0.6798±0.0091 0.7215±0.0064 

Group75 0.4685±0.0094 

0.4594±0.0093 

0.4578±0.0069 

0.4536±0.0064 

0.4738±0.0099 

0.6284±0.0079 

0.6156±0.0080 

0.6141±0.0048 

0.6296±0.0086 

0.6029±0.0060 

0.6864±0.0104 

0.6756±0.0099 

0.6843±0.0075 

0.6751±0.0092 

0.6661±0.0096 

0.7038±0.0089 

0.7064±0.0066 

0.7084±0.0068 

0.7205±0.0063 

0.7007±0.0076 

Average 0.4626±0.0084 0.6181±0.0071 0.6775±0.0093 0.7080±0.0072 



 63 

Table 3.2 Thermal conductivities (W∙m
-1

∙K
-1

) from single-run and mean values of multiple runs in NEMD 

simulations at T = 125 K. 

 Group1 Group5 Group46 Group48 Group55 Group75 

One-time
a
 0.86±0.02 0.89±0.02 0.88±0.02 0.88±0.02 0.96±0.02 0.90±0.02 

 0.96±0.03 1.01±0.03 1.01±0.03 0.97±0.02 1.02±0.02 1.03±0.02 

Mean
b
 0.90±0.03 0.95±0.02 0.95±0.03 0.93±0.02 0.99±0.03 0.96±0.03 

a
 One-time denotes the values extrapolated from a set of data points in Table 3.1. The upper and lower values 

represent the estimate of minimum and maximum. 
b
 Mean denotes the values extrapolated from the averaged data 

points from Table 3.1. 

 

Table 3.3 Thermal conductivity (W∙m
-1

∙K
-1

) of methane hydrate by Green-Kubo calculations at T = 150 K. 

 #C1 #C2 #C3 

Run 1 0.97 0.77 0.91 

Run 2 0.82 0.90 0.88 

Run 3 0.77 0.87 0.78 

Mean 0.85 0.85 0.86 

 

Similarly, Green-Kubo calculations using 5.0 ns EMD trajectories do not give fully 

converged values for the thermal conductivity of methane hydrate. As Table 3.3 reports, for each 

of three different initial configurations (#C1-#C3) that are unrelated to the configurations used in 

NEMD simulations, the values of thermal conductivity calculated by the Green-Kubo method on 

the basis of one-time 5.0 ns trajectories started with different velocity distributions, differ by as 

much as 0.2 W∙m
-1

∙K
-1

. It is noted that the 20% uncertainty for the value of the thermal 

conductivity is in line with the reported error range of the Green-Kubo method from previous 

studies.
127

 The sensitivity of the Green-Kubo approach to the initial velocity distribution is due to 

the fact that the trajectories are not sufficiently long to achieve ergodic behavior.    
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3.3.3 Uncertainty of the Experimental Measurement 

One of challenges in comparing the calculated and measured thermal conductivities of methane 

hydrate is that the experimental samples necessarily contain defects of various types.
114

 

Moreover, the methane hydrate samples generally used for the measurements tend to be highly 

porous which introduces errors due to the thermal contact resistance between adjacent crystalline 

grains.
92

 To reduce the influence of contact resistance, the pores are filled with helium gas, 

which has a much lower thermal conductivity (κHe) than the hydrate. By assuming that the heat 

flow is parallel to the parallel layers of two substances, the effective thermal conductivity κeff of 

the sample and the thermal conductivity of the ideal sample κmh are connected by an empirical 

formula:
92

  

( ) ( ) ( )(1 )eff mh sample He sampleT T v T v                                        (3-12) 

where vsample = Vsample/Vcell, and Vsample and Vcell are the volume of the hydrate and cell, 

respectively. However, even with this approach to attempt to minimize the effects of the porosity 

on the deduced thermal conductivity, some error still remains. 

The effect of the different proton arrangements can also impact the thermal conductivity 

of clathrate hydrates, as has been noted by Krivchikov et al.
105

 In an experimental study, they 

measured the thermal conductivity of THF hydrate in the interval T = 2-150 K using samples 

prepared under different growth and cooling conditions. They found that the thermal 

conductivity of samples processed with normal cooling speed exhibited typical amorphous 

behavior, while that of samples cooled extremely slowly (and optionally doped with KOH 

impurity) tended to display crystal-like behavior. The latter has been attributed to the 

development of a proton ordering state in the sample.
105
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3.3.4 Structure disorder in Methane Hydrate 

In the ice Ih and gas hydrates, each proton can be in one of two possible locations. Take ice Ih 

for example, there are (3/2)
N
 possible arrangements (with N being the number of water 

molecules) for all the protons under the constraint of the Bernal-Fowler ice rule. Different proton 

arrangements are interchangeable through water reorientation, which occurs on a s time scale at 

T = 273 K for both ice Ih and methane hydrate.
1
 The barrier for water reorientation

128
 is quite 

high and the observed reorientation process is actually dominated by extremely rare defects
22

 

(less than 1 per 1×10
6
 water molecules at T = 273 K). Clearly, a simulation on a ns time scale 

does not satisfy the ergodic assumption.  

The proton disorder of the host lattice of gas hydrates has been considered as a likely 

source for the glass-like behavior for their thermal conductivity.
105

 Interestingly, the low density 

amorphous (aka LDA) ice has been reported to exhibit an unusual crystal-like behavior in its 

thermal conductivity in spite of the lack of long-range structure order.
129

 Meanwhile, methane 

hydrate exhibits a glass-like behavior in thermal conductivity although it exhibits long-range 

order. The reason for the crystal-like thermal conductivity of the LDA ice has been attributed to 

the short-range order, which allows a fairly long phonon mean free path.
129

 Likewise, it is 

possible that the short-range order in methane hydrate may not hold because of the proton 

disorder of the water network. Therefore, it is helpful to examine whether the proton disorder has 

any impact on the thermal conductivity of methane hydrate by running simulations on several 

independent configurations. 

By using the averaging procedure described in section 3.3.3, we reduced the errors due to 

the inadequacy of single 5.0 ns production runs, and obtained more robust results from the 

NEMD simulations, as seen in Table 3.2. It is noted that the variation of thermal conductivity 
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values among the selected configurations in Table 3.2 exceeds the error bar in the thermal 

conductivity for a single structure. This implies that there exists a non-negligible difference in 

the calculated thermal conductivity values for the methane hydrate starting from different initial 

structures. 

We also averaged the thermal conductivity values of one hundred different initial 

structures from T = 50 to 200 K using the data obtained from one-time NEMD production runs 

of 3.5 ns duration. The resulting mean values display a weak crystal-like feature between T = 100 

and 150 K, as seen in Fig 3.5. The partial crystal-like behavior may be associated with the 

proton-ordering character of these initial configurations. As shown in Table 3.4, the percentages 

of the oblique mirror (OM) water dimer motif in these initial structures are appreciably lower 

than the theoretical value (2/3) expected for a sample with fully randomly distributed protons. 

This suggests that, the initial structures generated under the constraint of small net dipole 

moment may have a bias toward the partially proton ordered configurations. Coincidently, a 

proton-ordering structure for the THF hydrate has been reported to show crystal-like behavior in 

the thermal conductivity.
105

 It is likely that NEMD simulations using initial configurations with 

higher proton disorder would generate different TC profiles than obtained in the simulations 

described above. 

We then investigated the thermal conductivity of methane hydrate from T = 225 to 270 K 

using one initial configuration (group1) with the SPC/E force field. The data points used for the 

extrapolation are taken from the mean values of five 5.0 ns NEMD simulations started from 

different velocity distributions. According to section 3.3.3, this procedure can give a converged 

thermal conductivity for methane hydrate. As depicted in Fig 3.6, it is independent of the 

temperature, indicating the glass-like behavior of thermal conductivity of methane hydrate in this 
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temperature range. We found some structural defects in the equilibrated structure prepared for 

the production run at T = 225 K and higher temperatures. Normally, a water molecule is 

tetrahedrally coordinated with four neighboring water molecules via hydrogen bonds. However, 

if there are more than four water molecules surrounding a specific water molecule, a structural 

defect develops, as seen in Fig 3.7. We also detected rotation of the water molecules without 

changing the corresponding hydrogen bond orientations. These phenomena, which were not 

observed at T = 200 K and lower temperature simulations, may contribute to the glass-like 

behavior of the thermal conductivity of methane hydrate from T = 225 to 270 K.  

 

Table 3.4 Proton order parameters of selective configurations used in NEMD calculations at T = 125K. 

 Group1 Group5 Group46 Group48 Group55 Group75 

Xim 0.554 0.652 0.720 0.671 0.698 0.712 

Xom 0.446 0.348 0.280 0.329 0.302 0.288 
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Figure 3.5: Averaged thermal conductivity of methane hydrate obtained from NEMD simulations of 100 different 

configurations using SPC/E model with one-time production run for each structure. 

 

 

Figure 3.6: Thermal conductivity of methane hydrate obtained from NEMD simulations of one configuration using 

SPC/E model with five parallel production runs. 
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Figure 3.7: Comparison of tetrahedral coordination of a water molecule (top panel) and defected non-tetrahedral 

coordination (bottom panel) in methane hydrate.  
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3.3.5 Open Questions 

Model Potentials: Two recent independent computational studies on methane hydrate reached 

different conclusions about the mechanisms impacting the thermal conductivity.
4
 On one hand, 

English et al. have suggested that based on the EMD study the glasslike temperature dependence 

is governed by the guests and the guest-host interactions, and that the lower thermal conductivity 

relative to ice Ih is caused by the crystal structure of the clathrate framework. They also 

concluded that the effect of the guest is only important above T = 100 K.
130

 On the other hand, in 

a NEMD study, Jiang et al. found that the impact of guest-host coupling is only appreciable at T 

= 30 K and it diminishes rapidly with increasing temperature. They suggested that the 

differences between the lattice structures of methane hydrate and ordinary ice may have a more 

dominant effect than previously assumed.
83,114

 The role of the model potentials, however, has not 

been carefully examined regarding to the effect on the calculated thermal conductivity of 

methane hydrate. For example, the models reported to give a relative good estimate of the 

thermal conductivity of methane hydrate also severely underestimate the thermal conductivity of 

ordinary ice.
130

 Another concern is whether small changes in the methane-water interaction 

potentials could significantly impact guest-host coupling. Until now, there are only a few 

published model potentials that are optimized for methane-water interaction.
65,66,131

 

Quantum Effects: Nuclear quantum effects have a considerable influence on the 

properties of liquid water, ice, and clathrate hydrates.
132-139

 It has been found that the quantum 

treatment can give a softer and more flexible structure of ice Ih compared with the classical 

treatment at the same temperature.
133

 Conde et al. recently concluded from  a path-integral MD 

simulation study on the empty gas hydrate that the incorporation of nuclear quantum effect is 

crucial for the calculation of the densities below T = 150 K.
135

 As mentioned in Chapter 2, 
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current simulations do not correctly describe the trends of the lattice constant and thermal 

expansion with increasing temperature. It would be interesting to investigate the role of the 

quantum effects on these properties. If proven important, quantum effects should also be taken 

into account in the calculation of thermal conductivity.  

3.4 CONCLUSION 

This chapter presented the results of calculations of the thermal conductivity of methane hydrate 

using both the NEMD and the Green-Kubo methods. Both the TIP4P/2005 and TIP4P/Ice 

models (combined with an all-atom methane model), predict larger values for the thermal 

conductivity than the SPC/E water model (with the same methane model), from T = 30 to 260 K. 

All model potentials considered overestimate the thermal conductivity by a factor of two, 

compared with experimental data. However, they are qualitatively consistent with experiment in 

certain regions: for example, the rise of κ as T increases from 30 to 50 K and its weak 

temperature dependence from 100 to 150 K.  

In addition, the statistical error in both the NEMD and Green-Kubo calculations was 

investigated. In both methods, non-negligible errors persist when using single production runs of 

5.0 ns. It is proposed to use the averaged values from parallel runs with different initial velocities 

to reduce the statistical noise. 

The effect of initial proton orientation (proton disorder) is investigated. We found that 

different initial structures can give significantly different values. We also noted that all the initial 

structures used in this work display partial proton-ordering, which may account for the partial 

crystal-like feature of thermal conductivity profile from T = 100 to 150 K. In addition, structural 
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defects and rotations of water molecules emerge during the equilibration of system at T ≥ 225 K, 

which is believed to contribute to the weak temperature dependence of thermal conductivity in 

this range. 

While previous MD studies on the thermal conductivity of methane hydrate have reached 

different conclusions,
4
 we argue that there are several factors deserving more attention. In 

particular, it appears that the effect of initial proton orientation in simulations may be more 

important than typically assumed. Secondly, a model correctly describing both ice and gas 

hydrate is crucial for comparing the difference between them. Currently, there are abundant 

sophisticated water models for ice; but for gas hydrate, they are rare. Last but not least, we 

believe that the role of nuclear quantum effects should be investigated.  
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4.0  WATER LOADING ON THE PYROPHYLLITE (001) SURFACE 

4.1 INTRODUCTION 

Water adsorption on the (001) surface of pyrophyllite [Al(OH)(Si2O5)] was investigated using 

density functional theory (DFT) with dispersion corrections and force field calculations. The 

DFT calculations show that a water molecule can bind either to one or two basal oxygen atoms 

of the surface, with adsorption energies varying from -0.10 to -0.19 eV depending on the binding 

configuration and binding site. Because the water-water interactions are stronger than the water-

surface interactions, the energetically preferred structures with two or more molecules on the 

surface are clusters reminiscent of their gas-phase counterparts. The trend in water-surface 

binding energies with the number of water molecules obtained from force field calculations 

qualitatively agrees with that predicted by the dispersion-corrected DFT calculations. However, 

the force field calculations give a low-energy structural motif with a water molecule coordinated 

to a hydroxyl group associated with the octahedral layer of the pyrophyllite surface. This binding 

motif is found to be unstable in the DFT calculations.  
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4.1.1 Clay minerals: montmorillonite and pyrophyllite 

Clay minerals are important components of soils and sediments on the earth. They are composed 

of sheet silicates (aka phyllosilicates), different from zeolites and quartz which are framework 

silicates.
17

 There are mainly two types of layer structures for them. One bears a 1:1 layer, in 

which tetrahedral sheets and octahedral sheets stack in an alternate pattern; the other bears a 2:1 

layer, in which an octahedral sheet is sandwiched between two tetrahedral sheets, commonly 

referred to as a TOT layer. Among common phyllosilicates, kaolinite and serpentine have 1:1 

layer structures, while mica, vermiculite and smectite have 2:1 layer structures.
140

 The most 

noticeable property of clay minerals is the random isomorphic cation substitutions in their 

structures, such as Mg
2+

 or Fe
2+

 for Al
3+

 in the octahedral layer, and Al
3+

 for Si
4+

 in the 

tetrahedral layer. This nature introduces a negative net surface charge, which can be balanced by 

a cation on the surface. When exposed to aqueous solutions, if water molecules can be 

intercalated between two negative charged clay layers, they undergo swelling. Kaolinite and 

mica are non-expansive, while vermiculite and smectite are expansive.
140

  

Montmorillonites (MMTs) belong to smectite family.
140

 In nature, MMTs tend to be 

hydrated,
10

 which is the subject of many computational studies.
141-152

 It has been found that the 

swelling process is influenced by multiple factors, such as the type of cation, the type of 

isomorphic cation substitution, interlayer spacing, and the relative humidity. However, due to the 

large number of different interactions (e.g., water-cation, water-clay substrate, cation-cation, 

water-water, and cation-substrate)
146

 at play, it is difficult to establish the relative importance of 

each specific interaction on the properties of hydrated clays. Since hydration of clay minerals 

occur in the interlayer formed by two adjacent (001) surfaces, it is useful to investigate the 
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water-clay substrate interaction in isolation as a starting point for understanding clay-water 

interactions. Pyrophyllite is an ideal starting point for understanding the hydration of MMTs. 

Pyrophyllite is closed related to MMTs. With a formula of Al2[Si4O10](OH)2, it is the 

simplest structural prototype for 2:1 dioctahedral phyllosilicates.
17

 In the octahedral sheet, two-

thirds of the available octahedral sites are occupied by aluminum ions and one-third is vacant. 

The occupied octahedra show a quasi hexagonal symmetry around the vacant octahedron, and 

two adjacent octahedra are linked by hydroxyl groups.
153

 In the tetrahedral sheets, silicon ions 

are situated at the tetrahedral sites coordinated with three shared oxygen atoms (basal oxygen, 

Ob) and one unshared oxygen atom (apical oxygen, Oa). Pyrophyllite does not bear a permanent 

charge in the TOT layer because of lack of isomorphic cation substitutions. It is thus regarded as 

the uncharged analog of montmorillonites.
17

 Due to the nonstoichiometric and inhomogeneous 

nature of the cation substitutions in MMTs, pyrophyllite is often preferred in modeling these clay 

minerals.
143

 

4.1.2 Density functional theory and the dispersion correction 

Kohn-Sham density functional theory (KS-DFT, usually shorten as DFT) provides us with a 

rigorous and practical framework to calculate the electronic structure of an N-electron system.
154

 

It wisely reduces the intractable many-body problem of interacting electrons into the tractable 

problem of non-interacting electrons moving in an approximate and self-consistent potential.
155

 It 

solves the one-electron Kohn-Sham equation in a way similar to ab inito Hartree-Fock method 

and describes the electron-electron interaction using an approximate exchange-correlation (XC) 

functional. The cost is as low as Hartree-Fock method, yet the accuracy can be comparable to 

MP2 method (a second-order perturbation theory on the basis of HF method).
156

 This appealing 
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balance between accuracy and cost makes DFT grow rapidly and be widely used in various 

atomic and molecular systems in the last three decades.
157

  

DFT methods are not uniformed because of the lack of a universally exact XC functional. 

Instead, many different forms of approximated XC have been proposed. According to the 

degrees of their complexities, they are categorized into five rungs from low to high, referred to as 

the Jacob’s ladder of density functional.
155

 Among them, the first two are mature and more 

popular in application. The lowest rung is local density approximation (LDA). The XC in this 

group depends only on the densities of each point in space. On top of it is generalized gradient 

approximation (GGA). The XC in this group depends on the gradients of local densities as well 

as the local densities. There are basically two schools of GGAs. One is parameterized on the 

basis of empirical data either from experiments or high-level ab initio calculations, represented 

by Becke88 (B88)
158

 exchange functional and Lee-Yang-Parr (LYP)
159

 correlation functional. 

The other is built on first principles and known constraints, represented by Perdew-Wang 91 

(PW91)
160

 functional and Perdew-Burke-Ernzerhof (PBE)
161

 functional. To improve the 

accuracy of GGA, hybrid-GGA, and meta-GGA are respectively developed. Hybrid-GGA mixes 

a portion of exact HF exchange and a portion of exchange functional to obtain the total exchange 

energy.
162

 Meta-GGA takes the kinetic energy density into account on top of GGA.
155

 However, 

all these functional do not aim to address some challenging issues in the origin, such as charge 

transfer and non-bonded intermolecular interactions, which in turn limits the application of DFT 

methods.
157

 

It is well accepted that long-range van der Waals force (London dispersion force) is 

crucial for the description of large systems (beyond molecules) where intermolecular interactions 

are dominant.
157

 Meanwhile, it is well known that the performance of most popular functionals 
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on simple weakly bound rare gas dimers is poor.
126

 Thus, it is necessary to add dispersion 

correction into current DFT functionals in order to enhance their capabilities of describing non-

bonded interactions. 

Several approaches have been proposed for correcting DFT for dispersion, including the 

DFT-D2,
163,164

 DFT-D3,
165

 and vdW-TS
166

 methods at an atom-atom level, the DCACP 

(dispersion-corrected atom-centered pseudopotential)
167,168

 method at atom-electron level, and 

explicit consideration of non-local interactions as in the vdW-DF
169-171

 method. Their basic ideas 

are summarized in Table 4.1. 

Table 4.1 Summary of various methods of dispersion correction to regular DFT methods. 

Method Scheme scaling 

DFT-D2 Adds damped empirical corrections   
  
   
   to DFT energies

a
 N

3
 

DFT-D3 Adds system-dependent damped empirical corrections   
  
   
     

  
   
   to 

DFT energies
*
 

N
3
 

vdW-TS Adds damped   
  
   
  corrections determined from Hirshfeld partitioning of 

the charge density
*
 

N
3
 

DCACP Adds atom-centered Troullier-Martins type pseudopotential terms to DFT 

energies 
N

3
 

vdW-DF Adds non-local correlation functional by an integral over the product of 

densities at r and r’ and a non-local kernel Φ(r, r’) 
N

3
 

            a
 The meanings of these C6

ij
Rij

-6
 and C8

ij
Rij

-8
 terms can refer to eqn (4-2). 

DFT-D2, DFT-D3, and vdW-TS all belong to DFT-D framework, where “D” stands for 

empirical dispersion correction. The general form of DFT-D energy can be written as: 

DFT-D KS-DFT dispE E E                                                (4-1) 

where EKS-DFT is the regular DFT energy, and Edisp is the dispersion correction as a sum of two-

body (E
(2)

) and three-body (E
(3)

) energies. The two-body term is dominant and generally given 

by 
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(2)

,

6,8,10,...

( )
ij

n
n d n ijn

ij n ij

C
E s f R

R

                                                (4-2) 

where ij denotes that the sums go over all atom pairs in the system, Cn
ij
 denotes for the averaged 

nth-order (n=6,8,10,…) dispersion coefficient, sn and fn denotes the corresponding scaling factor 

and damping function for each, respectively. The main differences among DFT-D2, DFT-D3 and 

vdW-TS lie in the parameterization for C6 term and the choice of damping function. DFT-D3 

also involves higher order dispersion terms (e.g. C8), which is not included in DFT-D2 and vdW-

TS. Overall, they are simple, straight forward, and easy to implement in standard DFT codes.  

As eqn (4-3) shows, DCACP also takes an additive term to mimic dispersion correction 

to the regular XC functional, which is similar to DFT-D in some sense.  

extended DCACP

xc xc II
( , ')v v v  r r                             (4-3) 

However, DCACP is distinct from DFT-D by employing an atom-centered 

pseudopotential form to recover the dispersion interaction, written as eqn (4-4). 

DCACP

I 1( , ') ( ) ( ) ( ) ( )
l

lm l l

m l

rv Y p r p Y




  r rr r                (4-4) 

Here  ⃗  is the unit vector, r is the distance from nucleus I, l is the angular momentum 

quantum number and chosen to be 3, Ylm is spherical harmonic, and    is the projector. 

2 2

2( ) exp( / 2 )l

lp r r r                                           (4-5) 

It is the merit that DCACP incorporates the electronic effect into the dispersion 

correction. But it suffers from the issue of transferability and non-negligible deviation from 
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correct R
-6

 asymptotic behavior.
157

 Moreover, it is only available for a few elements in the 

periodic table.
*
 

vdW-DF adopts a bottom-up approach to build a non-local correlation functional to fix 

the dispersion issue in regular DFT. It has no empirical parameters, which is different from DFT-

D and DCACP. However, it is more numerically complicated than DFT-D approach, and it does 

not support simple force calculations and thus can only be used in single-point energy 

calculations. 
165

 

Among these three different approaches, DFT-D appears to be an attractive framework to 

the dispersion correction in standard DFT methods. 

4.1.3 Targets of this work 

The (001) surface of pyrophyllite has been reported as hydrophobic in earlier DFT studies.
172-175

 

For example, Bridgeman
174

 et al. found a positive energy for pyrophyllite swelling, and 

Churakov
175

 calculated that the water-pyrophyllite binding energy is much smaller than the 

water-water interaction energies, with both of these results being consistent with the hydrophobic 

nature of the pyrophyllite surface. However, these studies did not include dispersion corrections 

to the DFT energies, which have been found to be important in characterizing water adsorption 

on hydrophobic surfaces.
176-180

 Therefore, it is desirable to take the dispersion part into account 

for the surface binding energy calculations in this work. Both the DFT-D2 and vdW-TS methods 

have been shown to substantially improve the description of the layered structures of 

montmorillonite and pyrophyllite, and overall DFT-D2 performs slightly better than vdW-TS.
181

 

                                                 

*
 http://lcbcpc21.epfl.ch/DCACP/DCACP.html 

http://lcbcpc21.epfl.ch/DCACP/DCACP.html
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Therefore, in the present work the DFT-D2 method is employed in conjunction with the PBE 

functional to study water adsorption on the pyrophyllite (001) surface. 

Although DFT-based calculations are readily applicable to simple clay model systems, 

their application to complex clay systems is computationally prohibitive due to the size of the 

simulation cell that must be employed.
182

 As a result, there is considerable interest in the 

application of computationally less demanding force field methods to clay systems.
182

 Several 

force fields including CLAYFF,
142

 phyllosilicates force field (PFF),
183

 and MS-Q
184

 have been 

developed for simulations of clay minerals. Thus, it is of interest to compare the structures and 

stability of water on the pyrophyllite surface obtained using CLAYFF and DFT-D2 calculations.  

Specifically, we will consider the low-energy structures of one through six water molecules on 

the surface. 

4.2 COMPUTATION DETAIL 

The DFT calculations were performed using the Vienna ab initio simulation package 

(VASP
185,186

) and made use of the PBE functional together with D2 dispersion corrections 

(hereafter denoted as PBE+D2) and periodic boundary conditions. A plane-wave basis set using 

the projector-augmented wave (PAW)
187

 scheme and an energy cut-off of 600 eV was employed. 

The convergence of the adsorption energies with energy cutoff was confirmed by comparing 

with the results of calculations using an 800 eV cut-off. Both 1×1×1 and 2×1×1 supercells were 

used for the calculations. A Monkhorst-Pack
188

 sampling of the Brillouin zone was used for 

generation of the k-point grids. Based on previous work
181

 on pyrophyllite, a 2×2×1 k-point 

sampling scheme was adopted. Geometry optimizations were performed with convergence 
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criteria of 1×10
-5

 eV for the total energy and of 1×10
-2

 eV/Å for the RMS residual force. Only 

atoms in the top two atomic layers of pyrophyllite (see Fig 4.3) were allowed to relax.
189

 This is 

sufficient to obtain converged interaction energies, as was confirmed by comparison with 

optimizations allowing all layers to relax. Each optimized structure was confirmed to be a local 

minimum by carrying out a vibrational frequency analysis. 

The interaction energies of water molecules on the surface were calculated as:  

Eint = Ecplx – n∙Ewat – Epyro – Elat, where Ecplx is the energy of the complex of the adsorbed water 

molecule(s) plus the surface, n is the number of water molecules on the surface, Ewat is the 

energy of an isolated water monomer, Epyro is the energy of the dry pyrophyllite substrate, and 

Elat is a correction for lateral interactions between water molecules in adjacent cells as described 

below. For the calculation of the energy of a single water molecule, a cubic 14×14×14 Å
3
 cell 

was used, which is sufficient to ensure energy convergence. Elat was calculated using Elat = 

Ewat(abc) – Ewat(14,14,14) , where Ewat(abc) is the energy of the water cluster in the same a,b,c cell as 

used in the slab model calculations, and Ewat(14,14,14) is the energy of the water molecule(s) in a 

14×14×14 Å
3
 cell.

190
 In calculating Ewat(abc) and Ewat(14,14,14),  the geometries and orientations of 

the water molecules were extracted from the optimized surface arrangement. In the case of more 

than one water molecule, the net interaction energy Eint can be decomposed into water-water and 

water-surface contributions. The latter contribution is calculated as follows: Esurf = Ecplx – Ewat(abc) 

– Epyro.  

The force field calculations were performed using the LAMMPS package,
191

 with 

pyrophyllite being described by the CLAYFF force field, which uses the rigid SPC model
60

 for 

the water molecules and a flexible SPC model
192

 for the hydroxyl groups of the pyrophyllite. The 

interactions between atoms include electrostatic, repulsive, and van der Waals (vdW) terms with 
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the latter two contributions being expressed by Lennard-Jones (12-6) functions. The Lorentz-

Berthelot mixing rule
25

 was used to obtain the Lennard-Jones parameters for interactions 

between unlike atoms. Under periodic boundary conditions (PBC), the long-range electrostatics 

were treated by the particle-particle particle-mesh Ewald (PPPM) solver of Hockney.
193

 

Calculations were also carried out with the default SPC water model used in CLAYFF 

replaced by the SPC/E
60

 and TIP4P
59

 models, with the modified force fields being designated as 

CLAYFF-E and CLAYFF-T, respectively. It has been reported that the TIP4P water model 

performs well for simulating water in clay minerals.
194

 Calculations were also performed with a 

modified CLAYFF force field, designated CLAYFF-M, in which the harmonic potential for the 

clay hydroxyl groups was replaced by a Morse potential.
195

 

The initial structure of the unit cell of pyrophyllite was taken from Ref. 181 where it was 

fully optimized at the PBE+D2 level. The calculated lattice parameters of the unit cell are: a = 

5.18, b = 8.99, c = 20.33 Å, and  = 90.88º,  = 100.50 º and  = 89.82º. These are in excellent 

agreement with experimental values.
181

 In the electronic structure calculations, a 1×1×1 unit cell 

was used for adsorption of one water molecule, and a 2×1×1 supercell was used for studying 

adsorption of two to six water molecules on the surface. An 11 Å vacuum layer (in the c 

direction) was used to isolate surfaces in adjacent slabs. The binding energy of a single water 

molecule on the surface was unaffected by increasing the vacuum layer to 15 Å, indicating that 

the vacuum spacing of 11 Å is adequate. The binding energy was also unaffected by doubling the 

thickness of the pyrophyllite slab in the c direction. In the CLAYFF calculations, a 4×2×1 

supercell with a vacuum layer of 11 Å in the c direction was employed, with an orthogonal 

lattice having the same lattice dimensions as used in the PBE+D2 calculations. The use of 
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orthogonal lattice instead of the triclinic one is more computationally efficient, which has been 

shown not to change the structure of TOT layers.
195

 

In the force field calculations a sequence of molecular dynamics (MD) simulations and 

conjugated gradient optimizations was used to identify low energy structures. The first round of 

MD simulations was initiated with water molecules placed on the surface with arbitrary 

arrangements. The simulations were carried out for 25-50 ps in the NVT ensemble at T = 100 K. 

Twenty configurations were saved at evenly spaced time intervals and then optimized using the 

conjugate-gradient method. The lowest energy configuration thus obtained was then used to start 

a 40 ps simulation in the NVT ensemble at T = 10 K. Equilibrated configurations from this 

simulation were collected every 2 ps and used for another round of conjugate-gradient 

optimizations. Additionally, some of the initial structures were taken from the optimum DFT 

structures. The MD simulations were carried out using a 1.0 fs time-step and employed an 

rRESPA multi-timescale integrator.
196

 Geometry optimizations were concluded when the change 

in energy between two consecutive steps was less than 1.0×10
-6

 of the total energy.  

In the electronic structure calculations, the initial configurations of the water molecules 

on the surface were generated by hand in the cases of one or two water molecule(s) in the 

supercell, randomly placing the monomers on the surface, and for larger clusters taking the 

equilibrated structures captured from the CLAYFF MD trajectories. 

4.3 RESULTS AND DISCUSSION 

Our calculations show that adsorbed water clusters are considerably more stable than isolated 

water molecules on the surface, and, for this reason, only the cluster results are presented for the 
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case of more than one water molecule in the supercell. The calculations also reveal that the 

potential energy surfaces of one or more water molecules interacting with the pyrophyllite 

surface have myriad minima, generally separated by relatively small potential energy barriers. In 

the following discussion, we focus on the energetically most favorable structure of each type. 

Less stable structures are also collected in the corresponding tables and figures. 

4.3.1 Water monomer 

The structures of the various arrangements of a water molecule on the pyrophyllite surface are 

depicted in Fig 4.1. The associated geometrical parameters and binding energies are summarized 

in Table 4.2. In labeling the different binding configurations, it is useful to distinguish between 

the three types of basal oxygen atoms on the surface. As shown in Figs 4.2 and 4.3, one type (site 

1) is on the extended line of hydroxyl groups in the octahedral sheet, and the other two (sites 2 

and 3) lie above aluminum atoms in the octahedral sheet. The PBE+D2 calculations identify 

three potential energy minima (1a1-1a3) where the water molecule binds to the surface by 

donating one hydrogen bond and two potential energy minima (1b1 and 1b2) where it binds via 

two hydrogen bonds. The 1a1, 1a2, and 1a3 species are bound at sites 3, 2, and 1, respectively. 

The water monomer binds more strongly at sites 2 and 3 which are uppermost on the surface 

than at the deeper-lying site 1. Churakov
175

 has shown that electrostatic potential is negative 

above sites 2 and 3 so that they are effective hydrogen bond acceptors. The 1b1 and 1b2 

configurations are bound to the (2, 3) and (1, 3) pairs of sites. The 1b1 structure is found to be the 

most stable form of the water monomer on the pyrophyllite surface. At the PBE+D2 level, it is 

bound by -0.19 eV, which is slightly less than the strength of the hydrogen bond of the water 

dimer, -0.22 eV.
197

 



 85 

 

Table 4.2 Structures and binding energies for adsorption of a water molecule on the pyrophyllite surface. 

 

As seen from Table 4.2, the inclusion of dispersion corrections in the DFT calculations 

enhances the energy for the binding of a water monomer to the surface by about 0.1 eV (~66 % 

of the binding energy). The hydrogen bond lengths obtained with PBE+D2 calculations are 

noticeably shorter than those from the PBE calculations. These results indicate that inclusion of 

long-range dispersion corrections is important for describing the adsorption of water on the 

pyrophyllite surface.  
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Figure 4.1: Representations of optimum structures of various binding motifs for one water molecule on the surface 

described in Table 4.2. Structures are extracted from PBE+D2 (1a1-3, 1b1-2) and CLAYFF (1c) results, respectively. 

 

 

Figure 4.2: Definition of oxygen sites on the pyrophyllite surface. 
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Figure 4.3: Side view of the pyrophyllite. 

 

It is noted that the binding energies obtained from the DFT-D2 calculations are much 

larger in magnitude than those (-0.01 to -0.02 eV) from an early study,
175

 which used a 2×1×1 

supercell with four water molecules on the surface, and employed the PBE functional without 

dispersion corrections. We have verified that a similar binding energy of -0.02 eV per water 

molecule is obtained when using the same model system as employed in Ref 176. This 

comparison validates our DFT-D2 calculations.  

Three of the binding motifs found in the PBE+D2 calculations (1a1, 1a2, and 1b1) are also 

identified in the CLAYFF calculations. However, the hydrogen bonds in the CLAYFF 

calculations are up to 0.35 Å shorter than those found in the PBE+D2 structures. This is 

indicative of a deficiency in CLAYFF. However, the most significant difference between the 
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PBE+D2 and CLAYFF characterization of a single water molecule on the surface is that the 

oxygen atom of water in the 1c CLAYFF structure binds to the hydrogen atom of a hydroxyl 

group in the octahedral layer. This binding motif is not located as a minimum in the PBE+D2 

optimizations. The coordination in 1c requires the pyrophyllite hydroxyl group to rotate from its 

usual near parallel-to-surface orientation
142,198

 to near perpendicular to the surface. The 1c 

species is also found with the CLAYFF-M and CLAYFF-E calculations (not reported in Table 

1), where again it is predicted to be comparable in stability to 1b1. In contrast, in the CLAYFF-T 

calculations, 1c ceases to be a local minimum and collapses to 1b1. This may be a consequence 

of the TIP4P model used to describe water in CLAYFF-T, providing a more realistic description 

of the electrostatic potential of the water monomer.  

4.3.2 Water dimer 

Fig 4.4 depicts the three lowest energy structures of the water dimer on the pyrophyllite surface 

located in the PBE+D2 calculations, with the key geometrical parameters and binding energies 

being given in Table 3.3. These are 2a1 and 2a2, with the acceptor water making one hydrogen 

bond to the surface, and 2b1 with the acceptor water interacting with the surface via two 

hydrogen bonds. There are some binding motifs closely related to 2b1 arrangement that are about 

0.1 eV less stable than 2b1 (Table 4.4 and Fig 4.5). The PBE+D2 calculations predict 2b1 to be 

most stable, followed by 2a1 and 2a2. For all three structures, the water-water hydrogen bond 

strength is nearly the same as that for the gas-phase dimer. Thus the interaction between water 

and the surface has little impact on the interaction between the two water molecules.  

Two of the three minima, 2a2 and 2b1, found in the PBE+D2 calculations, were also 

found as minima in the CLAYFF calculations. CLAYFF and its variants give appreciably 
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smaller water-surface binding energies and stronger water-water interactions than found in the 

PBE+D2 calculations. The latter is a direct consequence of the water force fields used, which 

overestimate the strength of the hydrogen bond in the water dimer. All variants of CLAYFF give 

a third binding motif (2c) which, like 1c, described above for the monomer, has a bond to a 

surface OH group. With CLAYFF and CLAYFF-E, 2c is predicted to be of comparable stability 

to 2b1, whereas with CLAFF-T, it is found to be significantly less stable than 2b1.  

 

Table 4.3 Key distances (Å) and energies (eV) for the binding of a water dimer on the pyrophyllite surface. 
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Figure 4.4: Representations of various binding motifs of the water dimer on the surface described from Table 4.3. 

Structures are extracted from PBE+D2 (2a1-2, 2b1) and CLAYFF (2c) results, respectively. 

 

Table 4.4 Key distances (Å) and energies (eV) of less stable binding motifs of the water dimer on the pyrophyllite 

surface, predicted by PBE+D2 calculations. 
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Figure 4.5: Structures of the water dimer on the pyrophyllite surface described in Table 4.4. 

4.3.3 Water trimer 

The low-energy forms of the water trimer on the pyrophyllite surface are shown in Fig 4.6. 

Although the global minimum of the gas-phase water trimer is cyclic, both cyclic and linear 

trimer structures are found as local minima on the pyrophyllite surface. The cyclic (3a1) and 

linear (3b1) forms of (H2O)3 found in the PBE+D2 calculations both donate two hydrogen bonds 

to the surface. The cyclic isomer is predicted to be more stable, although the chain isomer binds 

more strongly to the surface (Table 4.5). The stronger binding of the chain isomer to the surface 

could be due to its larger dipole moment.   

The calculations using CLAYFF predict the cyclic (3a1) configuration to be the most 

stable structure in agreement with the PBE-D2 calculations, but give a different binding 
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arrangement (3b2) for the chain isomer than found in the PBE+D2 calculations. In the 3b2 

structure, the water trimer donates one hydrogen bond to the surface and accepts one hydrogen 

bond from an OH group in the octahedral sheet.  All variants of CLAYFF predict that the 

binding motif with cyclic trimer is more stable than the chain-like structure.  

Table 4.5 Key distances (Å) and energies (eV) for the binding of a water trimer on the pyrophyllite surface. 

 

 

Figure 4.6: Representations of various binding motifs of the water trimer on the pyrophyllite surface described in 

Table 4.5, extracted from PBE+D2 (3a1 and 3b1) and CLAYFF (3b2) results, respectively. 
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4.3.4 Water tetramer 

The PBE+D2 calculations predict two low-energy structures (4a1 and 4a2) of (H2O)4 on the 

pyrophyllite surface. Both of these species retain the cyclic structure of the gas-phase isomer and 

bond to the surface via two hydrogen bonds involving OH groups associated with two water 

molecules (Fig. 4.7). 4a1 is H-bonded to site 1 and site 3 (Table 4.6), and 4a2 (Table 4.7 and Fig 

4.8) lying only 0.02 eV above 4a1, is H-bonded to site 2 and site 3, and. On the other hand, 

CLAYFF and its variants predict a rich set of binding motifs, including cyclic tetramers (4a2, 

4a3), chain tetramers (4b1, 4b2), and “Y”-shape tetramers (4c1, 4c2). All variants of CLAYFF fail 

to locate the (4a1) binding motif, and predict 4a2 to be the most stable structure. The 4a3 

structure incorporates a cyclic water tetramer with DD and AA water monomers. This tetramer is 

bonded to the surface by donating an H-bond to site 3 and accepting a hydrogen bond from a 

sub-surface hydroxyl group. The Y-shaped tetramer structures are comprised of a cyclic trimer 

with a dangling monomer. The two structures with chain-like water tetramers accept an H-bond 

from a sub-surface hydroxyl group. 
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Table 4.6 Key distances (Å) and energies (eV) for the binding of a water tetramer on the pyrophyllite surface. 

 

 

 

Figure 4.7: Representations of various binding motifs for the water tetramer on the surface described in Table 4.6, 

extracted from PBE+D2 (4a1) and CLAYFF (4a2-3, 4b1-2, 4c1-2) results, respectively. 
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Table 4.7 Key distances (Å) and energies (eV) of a less stable binding motif of the water tetramer on the 

pyrophyllite surface. 

 

 

 

 

Figure 4.8: 4a2 binding motif of the water tetramer on the pyrophyllite surface described in Table 4.7. 4a1 from the 

main text is included for comparison. 

4.3.5 Water pentamer 

The key structures of the water pentamer on the pyrophyllite surface are depicted in Fig 4.9, with 

the geometrical parameters and binding energies being given in Table 4.8. The PBE+D2 

calculations predict that the most stable arrangement of five water molecules on the pyrophyllite 

surface (5a1) retains the five-member ring found in the gas-phase pentamer
199,200

 and donates 

three hydrogen bonds to the surface. This binding motif has also one less stable (0.03 eV) isomer 

(Table 4.9 and Fig 4.10) with different binding sites. The PBE+D2 calculations also predict a 

second isomer (5b1) consisting of a four-member ring with a dangling water molecule, 0.14 eV 

less stable than 5a1 even though it binds 0.12 eV more strongly to the surface than 5a1. While 

Motif Hw-Ob
 

Eint Esurf 
Binding 

sites 

4a2 2.10/2.37 -1.84 -0.41 2,3 
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this isomeric form of (H2O)5 is highly unstable in the gas phase, it is more relevant on the surface 

due to its donation of three hydrogen bonds to basal oxygen atoms. The various CLAYFF 

variants also locate the 5a1 structure as well as a less stable binding motif (5b2) involving a 

cyclic tetramer and a dangling water molecule, differing from 5b1 by how it is bonded to the 

surface.  

Table 4.8 Key distances (Å) and energies (eV) for the binding of a water pentamer on the pyrophyllite surface. 

 

 

 

Figure 4.9: Representations of various binding motifs for the water pentamer on the surface described in Table 4.8. 

Structures are extracted from PBE+D2 (5a1 and 5b1) and CLAYFF (5b2) results, respectively. 
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Table 4.9 Key distances (Å) and energies (eV) of less stable binding motifs of the water pentamer on the 

pyrophyllite surface, predicted by PBE+D2 calculations. 

 

 

 

 

Figure 4.10: Structures of the water pentamer on the pyrophyllite surface described in Table 4.9.  
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4.3.6 Water hexamer 

The low energy forms of (H2O)6 on the pyrophyllite surface are depicted in Fig 4.11, with the 

binding energies and geometrical parameters being summarized in Table 4.10. The gas-phase 

water hexamer possesses low energy ring, book, cage, prism and bag isomers.
201-206

 At the 

complete basis set limit CCSD(T) level of theory, the cage and prism isomers are nearly 

isoenergetic, and 1-2 kcal/mol more stable than the book and ring isomers.
206

 For the gas-phase 

hexamer, the PBE+D2 calculations are consistent with the CCSD(T) results in the order of these 

four isomers (Fig 4.13). However, on the pyrophyllite surface, the book isomer (6a1) is predicted 

at the PBE+D2 level of theory to be most favorable, followed by the ring isomer (6b1). These 

two nearly isoenergetic species are shown in Fig 4.8. In addition, the cage and prism isomers 

(Table 4.11 and Fig 4.12) are calculated to be 0.03-0.06 eV less stable than the book isomer on 

the pyrophyllite surface. Most interestingly, the PBE+D2 calculations also locate a structure 

(6c1) consisting of a cyclic water pentamer with a dangling water molecule on the surface. This 

structure is found to be 0.13 eV less stable than the global minimum (6a1).  

The various CLAYFF variants predict a similar ordering of the different water hexamers 

on the surface as found in the PBE-D2 calculations. However, the binding sites on the surface 

found in the CLAYFF optimizations differ from those obtained in the DFT-D2 calculations. 

Most noticeably, the ring isomer found in the CLAYFF calculations (6b2) does not retain the 

near-flat arrangement of oxygen atoms, but instead, distorts to form a chair-like structure. The 

CLAYFF calculations predict a second book structure (6a2) to be only 0.08 eV more stable than 

6b2, and a structure with cyclic pentamer plus dangling monomer (6c2) about 0.05 eV less stable 

than 6b2. 
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Table 4.10 Key distances (Å) and energies (eV) for the binding of a water hexamer on the pyrophyllite surface. 

 

 

Figure 4.11: Representations of various binding motifs for the water hexamer on the surface described in Table 

4.10. Structures are extracted from PBE+D2 (6a1, 6b1 and 6c1) and CLAYFF (6a2, 6b2 and 6c2) results, respectively. 
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Table 4.11 Key distances (Å) and energies (eV) of less stable binding motifs of the water hexamer on the 

pyrophyllite surface, predicted by PBE+D2 calculations. 

 

 

 

 

 

Figure 4.12: Structures of the water hexamer on the pyrophyllite surface described in Table 4.11. 
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Figure 4.13: Binding energies of four gas phase water hexamer isomers. The geometries were optimized at the 

PBE+D2 level using PAW potential and plane wave basis sets. The dark and light grey regions represent, 

respectively, the non-dispersion and dispersion contributions to the PBE+D2 binding energies. The dispersion-

corrected binding energies agree with complete basis set limit CCSD(T) results in terms of the ordering of the 

isomers.  

 

Figure 4.14: Trends of Eint (dash) and Esurf (solid) with the number of water molecules loading on the surface from 

PBE+D2 calculations and CLAYFF-based calculations, respectively.  
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The binding energies of the lowest energy structures of the (H2O)n (n = 1-6) species on 

the pyrophyllite surface as determined by PBE+D2 calculations are reported in Fig 4.14. The 

strength of water-surface interaction per water molecule grows slightly in going from n = 1 to 2, 

and then decreases upon further increase in the number of water molecules.  This primarily 

reflects the fact that, with the exception of the pentamer, the water clusters (n = 2-6) bind to the 

surface via two hydrogen bonds. (The pentamer binds via three hydrogen bonds.) On the other 

hand, the net stability of the cluster on the surface grows monotonically with the number of 

monomers. This is consistent with the growing stability of the isolated water clusters with 

increasing cluster size.  

4.4 CONCLUSION 

In summary, this study provides a detailed description of the energies and structures of small 

water clusters on the pyrophyllite surface. As expected, the inclusion of dispersion interactions 

plays an important role in the water-surface interactions. The interaction energy for a water 

monomer on the surface varies from -0.10 to -0.19 eV depending on the binding site and binding 

orientation. These binding energies are roughly comparable to the recently estimated energy (~ -

0.15 eV)
179

 for the binding of a water molecule to the graphene surface, which is known to be 

hydrophobic. Further loading the surface with more water molecules leads to formation of water 

clusters, hydrogen-bonded to basal oxygen atoms. The structures of the clusters correspond 

closely to these of the corresponding gas phase species. These results are consistent with the 

stronger water-water interactions than the water-surface interactions. In a qualitative sense, the 
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CLAYFF calculations reproduce the trend of binding energies of water molecules on the surface 

found in the PBE-D2 calculations, although CLAYFF gives much shorter hydrogen bond lengths 

and smaller values of the binding energies. However, the force field-based calculations predict 

several binding motifs (e.g., 1c, 2c, 3b2, 4b1) involving a hydrogen bond from a subsurface OH 

group to a water monomer which are not located in the PBE+D2 optimizations. Upon switching 

from the SPC to TIP4P water model, this local minimum is eliminated in the single water case, 

but persists for larger water clusters. The problem also persists when using a Morse potential to 

describe the O-H stretch of the hydroxyl groups. It is likely that the appearance of these 

structures is a consequence of the fact that the hydroxyl group is not restrained in the force field 

via bonded terms with metal atoms. It is hoped that the present results will motivate the 

development of refined force field for describing water-clay interactions. 
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5.0  CONCLUSION AND OUTLOOK 

In summary, we demonstrate our computational study on methane hydrate and water-clay 

systems, respectively.  

In the study of methane hydrate, we found that popular non-polarizable models (SPC/E 

and TIP4P family) need improvements to provide better descriptions of structure and thermal 

properties of methane hydrate. First is the nuclear quantum effect. The non-linear effect of lattice 

constants with respect to the temperature is not well described by non-polarizable (and 

polarizable as well) water models. This is the indicative of other factor at play, which is believed 

to be nuclear quantum effect of water. The overestimation of thermal conductivity also suggests 

the deficiency of the lack of nuclear quantum effects. As eqn (3-3) shows, thermal conductivity 

is proportional to specific heat capacity. The calculated specific heat capacity using the SPC/E, 

TIP4P/2005 and TIP4P/Ice water models are around 30% larger than the experimental measured 

value, in line with the conclusion from a previous study. And the deviation is attributed to 

nuclear quantum effects.
114

 Second is polarizability of water. The power spectra results show that 

non-polarizable water models are not as good as polarizable water models in the description of 

water lattice vibration. This may also cause the overestimation of thermal conductivity. Last, but 

not least, is the balance. It is not uncommon for an empirical water model to have good 

performance on some properties of water while poor performance on others. This is because that 

a specific water model is always parameterized in favor of limited properties while water 
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actually has too many peculiar characters.
58

 It is hoped that a non-polarizable water model is 

optimized for gas hydrates to better describe their properties. We also found that proton disorder 

has a subtle yet unknown effect on thermal conductivity of methane hydrate. This is in line with 

the suggestion from a previous experiment study.
105

 Recently, proton-disorder is found to also 

play a non-trivial role in determining the dielectric constants of water and ice.
207

 Thus, it is 

meaningful to take the proton disorder of water lattice into account for full understanding of the 

transport properties (e.g. thermal conductivity and dielectric constant) of ice as well as gas 

hydrates. Since phonon scattering is responsible for thermal conductivity of hydrates and ice, and 

lattice dynamics can provide abundant phonon information,
123

 we could invoke lattice dynamics 

simulations to evaluate the nuclear quantum effect and proton-disorder effect on phonon 

scattering.  

In the study of water-clay systems, we investigate the loading of small water clusters on 

the surface using DFT-D2 calculation as well as molecular simulation. The hydrophobicity of the 

pyrophyllite surface is interpreted as the dominance of water-water interaction over water-

surface interaction. This point of view, though in agreement with the conclusion from previous 

DFT study, is more comprehensive. Moreover, the results demonstrate the importance of 

dispersion correction for the DFT calculation of weakly bound interaction between water 

molecules and pyrophyllite surface. It is expected that dispersion interaction is also significant 

for the absorbance of water and other species such as ammonia and hydrocarbons on the MMTs 

surface. The comparison between DFT-D2 and CLAYFF results disclose the deficiency of the 

classical force field on the description of water-clay interface. It is thus necessary to refine the 

force field parameters to better model on the interfacial interaction, in order to utilize it for the 

study of the growth of methane hydrate in a confined environment formed by clay minerals. 
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