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ABSTRACT 

 
A method for training overlapping feed-

forward networks on analogous tasks is ex-
tended and analyzed.  The learning dynamics 
of simultaneous (interlaced) training of similar 
tasks interact at the shared connections of the 
networks.   The output of one network in re-
sponse to a stimulus to the other network can 
be interpreted as an analogical inference.   In a 
similar fashion, the networks can be explicitly 
trained to map specific items in one domain to 
specifc items in the other domain.    The 
method has been applied to spatial tasks in a 
simple environments and to tree structures. 

 
INTRODUCTION 

 
Previous connectionist approaches to modeling 
analogical processing and/or skill transfer have 
been put forward, including: 
 
• Explicit feature mapping (eg, Holyoak & 

Thagard, 1989; Halford et al., 1994; Hum-
mel & Holyoak, 1997) 

• Hybrid symbolic-connectionist models 
(eg, Mitchell, 1993) 

• Resuse of weights from learning one task 
on a second task (eg, Pratt et al., 1991) 

• Simultaneous training on multiple tasks 
(eg, Caruana, 1997) 

 
It is well-known that feedforward networks 
trained by backpropagation develop internal 
representations that reflect both the simlarity 
structure of the input space and the space of 
desired output vectors (targets).  In some archi-

tectures (eg, autoencoders), the internal repre-
sentations reduce redundancy, while preserv-
ing essential information, such that the original 
pattern can be reconstructed.   
 
Caruana (1997) showed that a network with 
multiple classification tasks with a common 
input can interfere in a constructive fashion.    
The approach here maps multiple input spaces 
to multiple output spaces, such that a common 
“abstract” representation space is formed in the 
internal layers of the system. 
 

BACKGROUND 

In a classic paper, Hinton (1986) demonstrated 
the role of internal representations in the net-
work solution of a “family tree” task.  In that 
paper, the network is trained on triples of the 
form <agent, relation, patient> to generate the 
patient, given the agent and relation.  For ex-
ample, given the input agent=”Colin”, and  
relation=”mother”, the network should com-
pute an output that is a representation of Victo-
ria (Colin’s Mother).  The network was trained 
to learn family relations from two disjoint fam-
ily trees with identical structures; that is, there 
is a one-to-one mapping between individuals 
in the two domains.  The hidden unit weights 
to the input layer are identical for many ho-
mologous pairs, and are exactly opposite for 
some others, since the output units are trained 
to distinguish between them.  The network 
structure for this task is a precursor to the net-
work described here; while Hinton’s paper 
does not address analogy, similarities in the 
hidden unit representations of the homologues 
are apparent.   
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OVERLAPPING NETWORKS 

The approach described here uses backprop in 
a network with multiple overlapping input-
output pathways.  Each pathway has a different 
training set.  A simple example is depicted in 
Figure 1.  Consider two learning domains, A 
and B, with training sets that may differ in 
their input and output representations; they 
may even be of different dimensionalities.  The 
arrows UA, UB, W, VA, and VB represent  com-
plete connectivity matrices from one set of 
units to another, as indicated in the diagram.  
Thus, the weight parameters in W (as well as 
the bias parameters for units in H1 and H2) are 
shared and by both tasks.   
 

 
Figure 1. Two sets of input units, Ain and Bin project 
to a common hidden layer H1, which in turn projects 
to a second hidden layer H2, which projects to two 
output banks, Aout and Bout corresponding to the 
input banks.  Arrows indicate full unit-to-unit con-
nectivity between connected layers, labeled as UA, 
UB, W, VA and VB. 

 
The subnetwork NetA (Ain-UA-H1-W-H2-

VA-Aout) is trained using domain A for training 
with standard backprop.  Similarly, the sub-

network NetB (Bin-UB-H1-W-H2-VB-Bout) is 
trained using domain B for training with stan-
dard backprop. Munro and Bao (2005) showed 
that first training one task to criterion can en-
hance training time on a second task.  In the 
same paper, it is shown that interleaved train-
ing on two tasks produces a shared set of 
weights that is of still greater benefit to a re-
lated task.  This supports the conjecture that 
the shared weights are more likely to encode 
common features under interleaved training, 
than they are by completing one training regi-
men before starting the second. 

An overlapping network trained by inter-
leaving backprop trials on NetA with backprop 
trials on NetB can be analyzed for its structural 
mapping properties by simple examination of 
Bout generated by Ain stimulation.   Munro 
(2008) demonstrated such “crossactivation“ of 
overlapping networks trained on similarly 
structured tasks.  In this example (reprinted 
from Munro, 2008), the task is to generate the 
“neighborhood” of a point in a 4x4 grid.  There 
are 16 input units  and 16 output units. In each 
input pattern, just a single unit is activated (the 
other 15 are silent), and the associated target 
from the training set is the set of units in its 
immediate “neighborhood”.  Figure 2 (top) 
shows the output from a successfully trained 
network.  Each array shows the output acivities 
generated by stimulating the input unit in a 
particular position.  For example, the array in 
the upper left shows activity in the upper left 
unit and its two neighbors – the neighborhood 
of the upper left point on the array.  The bot-
tom array in Figure 2 shows the output gener-
ated at Bout by a stimulus from Ain.  Note that 
the output generated by the lower right corner 
generates the output than would have been 
generated by the upper right corner of Bin.  By 
visual inspection, it is evident that the network 
has mapped the stucturally identical tasks with 
a vertical inversion, which is consistent since 
these tasks have vertical symmetry (more pre-
cisely, 4-way symmetry). 
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Figure 2. Top: A 4x4 array of 4x4 arrays.  Each 
(small) array depicts the output pattern generated by 
a single input unit. Bottom: Output from crossacti-
vation of Bout by Ain. 

 
A potential problem in structural map-

ping is that of ambiguity resolution.  It is pos-
sible, and for some tasks likely, that the map-
ping of a paricular item is ambiguous or nearly 
ambiguous. 

 
 

CROSS TRAINING 

Just as cross activation is a useful tool for 
analyzing mappings inferred by interleaved 
training, a “cross-training” procedure can be 
used to enforce the mapping of a specific item 
from domain A to a specific item in domain B.  
Crosstraining a stimulus from Ain to a desired 
target in Bout is achieved by running the back-
prop procedure on the crossed subnetwork 
NetAB (Ain-UA-H1-W-H2-VB-Bout).   

Not all pairs are needed for crosstraining.  
Presumeably, the system can be given “guid-
ance” by providing some known homologues 
for crosstraining. 

Crosstraining introduces two training sets 
in addition to A and B.  Let XAB and XBA be the 
sets of Ain-Bout pairs and Aout-Bin pairs respec-
tively.  Each of the four training sets corre-
sponds to one of the four subnetworks NetA, 
NetB, NetAB, and  NetBA. 

The relative frequency with which each 
of the four subnetworks is trained is an impor-
tant consideration, especially the amount of 
crosstraining relative to “vertical” training. 

Figure 3 shows the same 4x4 neighbor-
hood task with crosstraining.  The four corner 
stimuli and the four central stimuli in the A 
domina have been crosstrained to the items in 
B that are rotated 90 degrees clockwise.  For 
these 8 items the rotated patterns map pre-
cisely.  Even though the remaining 8 patterns 
are not crosstrained, it is evident that they are 
crossactivating in an appropriate fashion.   

Vertical training (Ain-Aout and Bin-Bout) 
can yield analogical corresponences that can 
be examined by cross activation (as seen in 
Figure 2).  These correspondences constitute a 
structural mapping that is “discovered” by the 
system. Inclusion of crosstraining examples in 
the training procedure results in structural 
mappings that are much clearer, and seem 
likely to be more robust.  Vertical training is 
thus an “unsupervised” form of learning 
analogies, whereas cross-training is “super-
vised”; in effect, the crossactivation of items 
not in the crosstrained sets is a form of ana-
logical inference. 

 



476 

 
 

Figure 3.  Crossactivation of A-B (left) and B-A (right) after training with interleaved crosstraining .  Colored 
boxes show the crosstrained pattern pairs. The crossrained pairs show excellent mapping and the inferred 
crossactivations (i.e. the patterns not crosstrained) behave as expected, for the most part.  For example, the 
activation pattern in the right array in the second row and the rightmost column is not correct. 
 
 

NON-IDENTICAL TASKS 
 
Since the networks overlap only in the 
“deep” layer(s) of the network, the surface 
representations of the stimuli (i.e., the input 
and output patterns) need not be of the same 
dimension.  In principle, the suface rep-
resntations of the two tasks may be entirely 
different.  The representations of the two 
tasks at the first hidden layer are in a com-
mon space, which provides input to the 
downstream layers of the network.  The 
simulation result in Figure 4 illustrates net-
work learning of a 3x3 environment simulta-
neously with a 5x5 environment.  The upper 
left panes (labeled A-A) shows the output 
generated by the nine units in Aout for each 
of the nine input units.  Note that this verti-
cal task is learned virtually perfectly – each 

input unit activates its neighbors and no 
other units.  Similarly the 5x5 vertical task is 
learned, as can be seen visually (B-B). 
 
Here, all of the stimuli in the 3x3 envor-
ments have crosstrained to corresponding 
points in the 5x5 environments.  The colored 
squares indicate the cross-training examples. 
Note that, as in the previous example, the 
non-crosstrained patterns in the B-A plot 
(lower right) seem to interpolate between the 
patterns that are cross-trained in a quasi-
sytematic fashion.  In some cases, the re-
sponse properties virtually replicate those of 
an adjacent input -- compare the 3x3 grid in 
the upper left (yellow square) with the grid 
immediately to the right.  In other cases, the 
response grid reflects a blend of the adjacent 
cross-trained responses.
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Figure 4.  A network trained on neighborhood tasks in a 3x3 grid and a 5x5 grid (see text for description). 
 

 
ONTOLOGY MAPPING 

A possible use for overlapping networks  is 
in the area of ontology mapping.  The prob-
lem is to find correspondences between 
items in one ontology and another, usually in 
the same domain.  For example, two differ-
ent hospitals may have developed ontologies 
independently and wish to merge their data-
bases.  Overlapping networks with cross-
training can be used to approach problems in 

ontology mapping.  An ontology can be rep-
resented as a graph with one or more types 
of arcs. 
 
A network can be trained to learn a tree 
structure using neighborhood relationships 
like those in the examples above. The pair of 
graphs in Figure 5  illustrate a very small 
graph matching problem.  The trees do not 
match exactly and certain pairs are given: 
(r,R), (a,A), etc.  That is, in addition to train-
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ing the network on each tree vertically, the 
network is cross-trained on these pairs.  The 
numerically labeled nodes are left for the 
system to work out.  Analysis of several runs 
shows a small number of solutions that there 
are generally a few solutions, most of which 
seem “sensible”. 
 

DISCUSSION 

When a connectionist network is 
trained (for example, with backprop), the 
connection strengths encode statistical prop-
erties of the joint distribution of the pattern 
pairs in the training environment.  Unlike 
most models trained with backprop, it is im-
portant to note that the various weight matri-
ces in this network architecture are not fol-
lowing gradients on the same error surface.  
Let the errors be defined as EA and EB (the 
precise form of the function is not important 

for this discussion), and let χ be the cross-
training coefficient.  The weight matrices UA 
and UB are following gradients in the “pure 
errors” EA and EB respectively, while W is 
being modified to minimize the combined 
error EA + EB. Finally, the lower weights VA 
and VB are following gradients in a com-
bined error such as EA +χEB. 

 
It seems reasonable to suggest that, to 

this extent, the neural processes underlying 
analogical processing make use of overlap-
ping pathways.  An obvious candidate is the 
prefrontal cortex.   

This approach to structural analogies 
and ontology mapping bears further study.  
As in Hinton’s original work, the inclusion 
of differnet kinds of relationships is desire-
able

 

 
Figure 5.  A graph-matching problem to illustrate ontology mapping.  Top: A pair of graphs.  Upper and 
lower case labels indicate corresponding elements in the two graphs.  Mapping of the numerically labeled 
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nodes is to be inferred by the system.  Bottom: Simulation results shows no inference for node 1 on the left 
graph.  Inferences for the right graph are 2 1, 3 C, and 4 D. 
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