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Wireless Sensor Networks (WSNs) have unique characteristics which constrain them; 

including small energy stores, limited computation, and short range communication capability. 

Most traditional security algorithms use cryptographic primitives such as Public-key 

cryptography and are not optimized for energy usage. Employing these algorithms for the 

security of WSNs is often not practical. At the same time, the need for security in WSNs is 

unavoidable. Applications such as military, medical care, structural monitoring, and surveillance 

systems require information security in the network. As current security mechanisms for WSNs 

are not sufficient, development of new security schemes for WSNs is necessary. New security 

schemes may be able to take advantage of the unique properties of WSNs, such as the large 

numbers of nodes typical in these networks to mitigate the need for cryptographic algorithms and 

key distribution and management. However, taking advantage of these properties must be done 

in an energy efficient manner. The research examines how the redundancy in WSNs can provide 

some security elements. The research shows how multiple random delivery paths (MRDPs) can 

provide data integrity for WSNs. Second, the research employs multiple sinks to increase the 

total number of duplicate packets received by sinks, allowing sink voting to mitigate the packet 

discard rate issue of a WSN with a single sink. Third, the research examines the effectiveness of 

using multiple random paths in maintaining data confidentiality in WSNs. Last, the research 

examines the use of a rate limit to cope with packet flooding attacks in WSNs. 
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1.0  INTRODUCTION 

A Wireless Sensor Network (WSN) has unique characteristics because it is constructed from low 

cost devices with limited computational power, communication capability and energy stores. 

Applications of WSNs include wildlife monitoring [1], structural monitoring [2], medical care 

[3], surveillance [4, 5], as well as military applications [6]. WSNs must operate autonomously 

and be easy to deploy. Recent technology in electronic devices has enabled the development of 

advanced wireless sensor nodes that have smaller size, lower power usage, and even higher 

computational capability. However, these increased capabilities will lead to increased demands 

by users. Figure 1 shows an example of a wireless sensor node: a smart dust mote [7]. However, 

even with advanced sensor nodes, the unique characteristics limit the design of WSNs.  

 

 

Figure 1. Smart dust mote. 
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Most wireless systems are more sensitive to security issues than their wired counterparts, 

due to the broadcast nature of wireless communications channels. Security protocols have been 

proposed and implemented for wireless networks, including the Wired Equivalent Privacy 

(WEP) and Wi-Fi Protected Access (WPA) for Wireless LAN (WLAN). However, lack of 

appropriate security design will likely lead to security breaches similar to the ones already 

experienced in other wireless networks. As an example, in the early Analog Mobile Phone 

System (AMPS) there was no privacy or confidentiality service in the standard which lead to the 

problem of cellular phone clones and financial loss for wireless service providers [8]. The first 

version of the WEP protocol in WLANs is another example of a protocol with an improper 

security design which was broken easily by a simple script such as WEPCrack downloadable 

from the Internet [9].  

1.1 MOTIVATION 

WSNs have gained the attention of the research community because their diverse applications 

require solutions in which different variable(s) must be optimized. Security of WSNs includes 

data confidentiality, data integrity, and availability services. However, different applications 

require different security services. As an example, applications such as surveillance and 

environmental monitoring require data integrity and availability while applications such as 

medical care and military applications additionally require confidentiality. Security protocols for 

WSNs such as TinySec [10] and SPINS [11], provide data confidentiality and data integrity 

services. However, they do not address service availability and other WSN security threats, such 

as denial of service (DoS) threat. IEEE 802.15.4 has been proposed for some WSNs, however it 
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too has encountered problems such as initial vector (IV) management, key management, and 

integrity protection as described by Sastry and Wagner [12, 13].  

A traditional way of building security is to employ cryptographic primitives. 

Cryptographic primitives are basic cryptographic algorithms used to build computer security 

systems [14, 15]. Examples include Message Authentication Codes (MAC) and 

encryption/decryption algorithms such as Advanced Encryption Standard (AES). However, 

execution of these algorithms requires drawing energy from a WSN node’s limited energy store. 

Additionally, execution in a timely fashion also requires high computation capability of sensor 

nodes. Using these algorithms without modification is not always practical for nodes with limited 

CPU power and energy store. As an example, WSN security protocols such as TinySec and 

SPINS use lightweight versions of cryptographic primitives to reduce energy usage. However, 

these protocols still require sophisticated key management and distribution algorithms and 

protocols. Deploying key management and distribution may overly tax the resources of WSNs. 

As an example, a wireless sensor node has limited space for storing large or multiple keys. Keys 

that must be distributed over a wireless channel will need to use the nodes radio transmitter and 

receiver circuits, which require the most amount of energy to operate [16]. Additionally, wireless 

sensor nodes are usually autonomous and unattended, thus intruders can capture nodes to extract 

keys. 

Cryptographic primitives are a necessary but not complete security solutions [17]. As 

current security mechanisms for WSNs are insufficient, development of new security 

mechanisms for WSNs continues. As new security mechanisms are developed they need to be 

compared against the intrinsic security provided by WSNs, so that the cost of the new 

mechanism can be weighed against the benefit of the increase in security. One unique feature of 
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WSNs is that they are assumed to be created from a very large number of tiny nodes. However, 

opportunities emerging from this may not be fully utilized by current WSN protocols. Defense 

against threats such as DoS require redundant nodes combined with nodes and protocol 

collaboration. New security mechanisms may take advantage of the large numbers of nodes in 

WSNs to strengthen security and at the same time comply with the energy and memory 

requirements of WSNs. A question emerges of how to make sensor nodes collaborate such that 

security can be strengthened apart from using cryptographic primitives alone. 

Large number of sensor nodes with proper security design can reduce damage from 

threats like DoS. One method of exploiting redundancy from large number of sensor nodes is to 

use multiple paths to deliver a packet to a sink node. Multiple-path routing can be used for 

providing a secure communication [18, 19], providing a reliable communication [20-22], as well 

as load balancing [23]. Multiple paths together with data segmentation can also help provide 

confidentiality service [18]. Techniques such as a multipath approach for secure data delivery 

can be used to provide confidentiality service [18]. Protocols based on multiple paths such as 

INSENS (Intrusion-Tolerant Routing in Wireless Sensor Networks) are able to maintain service 

availability when a WSN is under DoS attacks. Since randomness can also be useful for building 

security, a WSN employing multiple random delivery paths (MRDPs) may be able to make 

WSNs even more robust to integrity threats such as message modification and fault-data 

injection attacks. Employing MRDPs may also help increase service availability when a WSN is 

under Denial of Service (DoS) attacks such as jamming attacks and packet flooding attacks.  

WSNs may also need additional detection techniques to strengthen integrity as intruders 

can capture unattended sensor nodes, extract their secret keys, and use those nodes to launch 

security attacks such as message modification and fault data injection attacks. Additional 
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detection techniques can be useful but they must also be energy-efficient techniques. Since 

sensor nodes are energy constrained, adding detection mechanisms at sensor node may have 

limited benefit. However, the literature usually assumes a sink node to be less constrained. 

Implementing a sophisticated detection technique at the sinks is therefore possible.  

A WSN employing MRDPs allows the sink to detect anomalies among packets received 

from a different path. However, the number of disjoint multiple paths can also be limited as they 

cannot be more than the node degree of the sink. As the number of attacks grows larger, the sink 

with limited disjoint multiple paths may not be able to detect the attacks. Moreover, even if the 

WSN can detect anomalies, a large number of attacks can reduce service availability as the sink 

discards all suspicious packets including legitimate packets. Using multiple sinks can increase 

the total number of multiple paths or the number of packets arriving at the sinks increasing 

detection capability of the sinks and allowing implementation of sink voting to reduce the 

number of discarded packets. Consequently, increasing number of sinks may be able to improve 

integrity and service availability of WSNs.  

One problem in defending against attacks such as DoS attacks is that the security attacks 

may never cease. Dealing with these security attacks requires a combination of detection and 

containment mechanisms. Employing detection and containment mechanisms such as rate 

limiting can be effective against DoS attacks [24]. One can use packet receiving counters as a 

simple detection technique for packet flooding attacks. The counter increases by one every time 

a node receives a packet and decreases by one if the node is not receiving any packets. If the 

attacking node is repeatedly injecting a packet the counter increases indefinitely while normal 

traffic increases a counter to a certain threshold. The threshold differentiates illegitimate traffic 

from the traffic. Rate limit threshold is defined by the maximum number of consecutive packets 
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a sensor node can receive (similar to the size of a leaky bucket in the traffic shaping techniques 

that once the bucket is full the packet is discarded). Once the counter exceed rate limit threshold, 

the containment technique is applied by having the sensor node stops forwarding a packet for a 

quiescent period. Implementing a counter in wireless sensor nodes requires only a few additional 

instructions. Since the majority of energy used in wireless sensor nodes comes from transmitting 

and receiving packets, adding a few instructions can result in only a slight increase in energy 

usage of wireless sensor nodes.  

1.2 PROBLEM STATEMENT 

Gossip-based protocols inherit a multiple random delivery path from its gossiping mechanism. 

WSNs uses gossip-based protocols then possess multiple random delivery path property. 

However, the number of MRDPs is unknown and the paths may consist of non-disjoint route 

sets. Thus, the security from this technique can be different from a WSN employing a multiple 

disjoint route set. Sink voting is useful for WSNs as it discerns between legitimate and 

illegitimate packets. However, false positives exist as sink voting is not always correct.  

One can use MRDPs for another means to provide confidentiality service from data 

segmentation [18]. However, all segments must not be exposed to eavesdroppers allowing them 

to reconstruct original data. Additionally, despite receiving an incomplete set of data segments, 

intruders may gain knowledge of original data through semantic security techniques. 

Implementation of confidentiality service through data segmentation must then consider data 

exposure of a WSN and semantic security issues. 
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As rate limiting can be implemented in an energy-efficient method by using packet 

receiving counters, a question emerges of how to define rate limit threshold and how to make it 

effective against certain types of security attacks without harming WSN applications. Too large 

rate limit threshold results in an ineffective detection while too low causes performance drop in 

WSNs. Incorporating rate limit threshold with other detection techniques may improve the 

effectiveness of the detection. Once a WSN detects malicious activities, it requires a containment 

technique to suppress the attacks.  

WSN can use node backoff as a simple containment technique for packet flooding 

attacks. The backoff node can still be awake to keep monitoring the activities but does not 

forward any packets received. If all sensor nodes adhere to this scheme, all the nodes 

surrounding the attacking node once detected the attack must be backoff isolating the attacking 

node completely from the network. However, the backoff nodes also stop forwarding all packets 

received from either legitimate nodes or the attacking node. Consequently, the backoff nodes and 

the attacking node become failed nodes and the performance of a WSN can also be affected.  

The following are the objectives of this research: 

 Investigate the intrinsic security issues of a protocol providing security via MRDPs. 

 Develop mechanisms to enhance data integrity, confidentiality, and availability by 

employing redundancy in WSNs. 

 Analyze the value of protocol overhead for additional security. 

 Develop performance metrics to measure WSN performance regarding security issues. 
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The following are the hypotheses of this research: 

H1: large blocks of data can be divided into smaller packets, each taking a random route 

along the WSN. Random routes can reduce the ability of intermediate nodes 

intercepting and receiving the entire message. 

H2: random routes can reduce the ability of intermediate nodes modifying a message. 

H3: in networks with multiple sinks data integrity can increase with an increasing number 

of sinks, provided that each sink can distinguish between normal data and anomalous 

data resultant from either node failure or message modification attack(s). 

H4: rate limits and back off periods on each intermediate node can mitigate damage from 

packet flooding attacks. 

 

The following are the limitations of this research: 

 The most important constraint considered in the model is security and the second is 

energy usage. All other constraints are considered inferior to these two. 

 The research considers only a WSN with stationary nodes. 

 The physical topology of the studied networks is limited to square grids. 

 The capture effect has little effect on the performance of networks employing MACGSP 

version 6 (not difference until the factor greater than 0.3 [25]), therefore to reduce 

complexity, this research assumes a perfect capture effect. 

 The research assumes the attack models described in section 4.2.1. 

 

The dissertation is organized as follows: 

Chapter 2 reviews WSN topologies and architectures and their MAC and routing protocols.  
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Chapter 3 reviews security concepts and discusses general security issues. This chapter also 

discusses security threats and attacks and security issues of WSNs. 

Chapter 4 analyzes security of a WSN employing MRDPs with a single sink.  

Chapter 5 includes the results from WSNs with multiple sinks and rate limiting technique. 

Chapter 6 contains conclusion and future works. 
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2.0  BACKGROUND: OVERVIEW OF WSNS 

As shown in Figure 2, a WSN usually consists of hundreds or thousands of nodes scattered over 

a sensor field [6]. These nodes sometimes referred to as motes, collect their own sensed data and 

forward it in a multi-hop fashion to a sink, sometimes referred to as a base station or a gateway. 

The sink usually has high computation power, large storage, and unlimited energy store. WSNs 

use sink as a main data collector, a control and management, and even a key distribution center 

[26]. 

 

 

Figure 2. Wireless sensor network architecture. 

 

Wireless networks such as GSM and WLAN employ a wireless infrastructure network 

topology which allows for an infrastructure based security design [8, 27]. Unlike other wireless 
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networks, WSNs with random deployment may have hundreds or thousands nodes deployed 

throughout the sensor field. These nodes must also be capable of self-organizing where the 

topology may also change over the time e.g. when a sensor node dies or a new sensor node is 

added to the network [6].  

The physical topology of WSNs includes a random topology (Figure 3A). However, 

WSN physical topologies can be very structured. As an example, a traffic monitoring application 

may deploy wireless sensor nodes along the roadside resulting in a structured physical topology 

as in Figure 3B. 

 

 

                        

 

(a) Random topology            (b) Topology for traffic monitoring application 

 

Figure 3. a. An example of a random topology wireless sensor network,  

b. An example of a structured wireless sensor network. 

 

 Because of wide variety use of WSN applications, each different type of WSN 

applications requires different WSN protocol suites. As an example, applications such as 

temperature monitoring and chemical leak detecting have small data size and infrequent data 
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sending but require long lifetime and reliable sensor nodes [6]. Gossip-based WSN protocol such 

as MACGSP suits those characteristics as it is designed to be used in applications with small data 

size, low data rate, and limited resources for sensor nodes [25, 28]. Section 2.1 and 2.2 review 

medium access control and routing protocols for WSNs.  

2.1 WSN MAC PROTOCOLS 

IEEE standard 802 defined the Medium Access Control (MAC) as a part of the Data Link Layer 

in the Open Systems Interconnection (OSI) reference model. MAC layer is responsible for error 

control, channel access control, and addressing [29]. This section explains a brief concept of 

MAC protocols implemented for WSNs. MAC protocols for WSNs can be classified as 

contention-based protocols and scheduled-based protocols.  

2.1.1 Contention-based MAC protocols 

Contention-based MAC protocols work without schedule from central coordinator or node 

synchronization. One drawback of contention-based MAC protocols is that wireless sensor nodes 

waste their energy during idle listening if there are no transmissions [30]. Thus, contention-based 

MAC protocols require an efficient way to manage idle listening issues. Examples of schedule-

based protocols include IEEE 802.15.4, Sensor-MAC (S-MAC) [31], WiseMAC [32, 33], etc. 

IEEE 802.15.4 is a standard for Wireless Medium Access Control and Physical Layer (PHY) 

specifications for Low-Rate Wireless Personal Area Networks (LR-WPANs) [12]. A LR-WPAN 

is a simple, low-cost communication network that allows wireless connectivity in applications 
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with limited power and relaxed throughput requirements such as WSNs. The LR-WPAN 

operates in either a star topology or a peer-to-peer topology as shown in Figure 4. In the star 

topology, every sensor node communicates directly to a single central controller, called the PAN 

coordinator while sensor nodes in peer-to-peer topology can communicate directly with any 

other nodes in range with or without the PAN coordinator.  

 

 

 

 

 

 

(a) Star topology               (b) Peer-to-peer topology 

Figure 4. a. An example of a star topology,   b. An example of a peer-to-peer topology in LR-WPAN 

 

IEEE 802.15.4 [12] defines two services in the MAC sublayer: the MAC data service and 

the MAC management service. The MAC data service enables the transmission and reception of 

MAC protocol data units (MPDUs) across the PHY data service. The MAC sublayer is 

responsible for beacon management, channel access, guaranteed time slots (GTS) management, 

frame validation, acknowledged frame delivery, association, and disassociation. Additionally, the 

MAC sublayer provides functional description of secure mode. The MAC sublayer uses two 

mechanisms for channel access: contention based and contention free [12]. Contention-based 

access allows nodes to access the channel in a distributed fashion using a CSMA-CA backoff 

algorithm. Contention-free access is controlled entirely by the PAN coordinator through the use 

of GTSs. 
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Sensor-MAC (S-MAC) protocol operates in periodic sleep–listen schedules. Virtual 

cluster is formed among neighbors to set up a synchronized sleep-listen schedule. During listen 

period, a node sends data via RTS, CTS, and ACK exchanges similar to IEEE 802.11 scheme 

[29]. Virtual clustering maintains synchronization by periodically broadcasting SYNC packet. It 

is possible to have a node residing in two virtual clusters. Nodes residing in two virtual clusters 

wake up at the listen period of both clusters wasting their energy [34]. 

WiseMAC protocols decrease idle listening through non-persistent Carrier Sense 

Multiple Access (np-CSMA) with preamble sampling [33]. Idle listening is reduced by having all 

nodes in a network sleep most of the time but periodically wake up to sample the medium. The 

sampling period is set to be the same for every node but its relative schedule offset can be 

independent. Before sending each data packet, the transmitting node sends preamble sampling to 

inform the receiving nodes. The size of the preamble must be equal to or larger than the sampling 

period so the receiving nodes will not miss the preamble sampling when they wake up and 

sample the medium. If the receiving nodes detect the preamble sampling after they wake up, they 

continue to listen until they receive a data packet or the medium becomes idle again.  

2.1.2 Schedule-based MAC protocols  

Schedule-based MAC protocols use schedules to allow nodes to receive or transmit in a shared 

medium without collisions similar to the techniques used in Time Division Multiple Access 

(TDMA) and Frequency Division Multiple Access (FDMA). Unlike contention-based MAC 

protocols, schedule-based MAC protocols have no idle listening issue because sensor nodes 

know their schedules. However, schedule-based MAC protocols require schedule management 

adding overhead. Examples of schedule-based protocols include Power Efficient and Delay 
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Aware Medium Access Protocol (PEDAMACS) [35], Traffic-Adaptive Medium Access 

(TRAMA) [36], etc. PEDAMACS uses a control node or Access Point (AP) with transmission 

range covers all nodes similar to infrastructure mode of IEEE 802.11. PEDAMACS uses this AP 

for a topology learning scheduling phase. During topology learning, all nodes and APs use a 

MAC similar to IEEE 802.11. However, during the scheduling phase the AP broadcasts a 

schedule message to every node in the network so that every node can sleep, transmit, and 

receive according to its scheduled time slot. 

TRAMA is a TDMA-based algorithm and therefore the time is slotted and all nodes are 

synchronized [36].  TRAMA eliminates the hidden node problem by using election algorithm for 

each time slot to choose one transmitter among node neighbors. To improve energy efficiency, 

TRAMA splits time into transmission slot and signaling slot. The signaling slot is contention-

based and usually smaller than the transmission slot and is used to announce the slots a 

transmission node can employ to send a packet to the intended receivers. TRAMA has fewer 

collisions compared with contention-based protocols. However, the delay is higher than those of 

contention-based protocols because of its high percentage of sleep time. Moreover, the protocol 

requires node synchronization which can be difficult to achieve and cost more energy use. 

2.2 WSN ROUTING PROTOCOLS 

Because of diversity in WSN applications several WSN routing protocols have been proposed. 

WSN routing protocols can be classified based on protocol operations or network structure [34].  
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2.2.1 Routing protocols based on network structure 

The routing based on network structure includes flat-based routing, hierarchical-based routing, 

and location-based routing depending on the network structure.  

a. Flat-based routings 

Flat-based routings usually treat each wireless sensor node equally and rely on data-centric 

routing requiring a query from the sink before sensor node can send the requested information to 

the sink. Examples of flat-based routing protocols include Sensor Protocol for Information via 

Negotiation (SPIN) [37], and Direct diffusion [38].   

b. Hierarchical-based routing 

Hierarchical-based routing are cluster-based routing methods consisting of at least two different 

types of wireless sensor nodes (e.g. high-energy nodes and low-energy nodes) used to form 

energy efficient routing in WSNs. In general, low-energy nodes collect raw data and send it to 

high-energy nodes while high-energy nodes or cluster heads process the collected data by 

performing data aggregation or compression in order to reduce the amount of information 

sending and then forward the processed data to the sink. Examples of hierarchical-based routing 

protocols include Low Energy Adaptive Clustering Hierarchy (LEACH) [39], and Power-

Efficient Gathering in Sensor Information Systems (PEGASIS) [40].  

c. Location-based routing 

Location-based routing uses geographic information for its routing. Location based routing 

address sensor nodes from their locations obtained from either Receive Signal Strength Indicator 

(RSSI) estimation or an embedded low-power GPS. Examples of hierarchical-based routing 

protocols include Geographic Adaptive Fidelity (GAF) [41], Geographic and Energy Aware 

Routing (GEAR) [42], and SPAN [43]. 
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2.2.2 Routing protocols based on protocol operations 

The routing based on protocol operations include multipath-based routing, query-based routing, 

negotiation-based routing, QoS-based routing, and gossip based routing protocols [34].  

a. Multipath-based routing 

Multipath-based routing uses multiple paths to provide reliable communication. Multiple paths 

increases network reliability at the expense of the increased overhead from additional paths. As 

an example, direct diffusion employs multiple paths to provide robustness of data delivery to the 

sink [38]. However, the multiple paths employed in direct diffusion are partially disjoint paths to 

reduce the cost of maintaining the multiple paths. An algorithm proposed by J. H. Chang and L. 

Tassiulas [44] uses multiple paths as a backup path and to increase the network life time by 

actively changing the routing path to the largest remaining energy path. The primary path 

remains in use until the total energy decreases below the energy of the backup path.  

b. Query-based routing 

Query-based routing sends information based on query request from the sink or base station. 

Example of routing protocols using query-based routing includes direct diffusion [38] and rumor 

routing protocol [45]. In directed diffusion, the base station sends interest query messages to 

sensor nodes. The gradients from the source to the base station are set up as the interest is 

propagated throughout the WSN. The node with data matching the interest sends the data back 

along the gradient paths. The rumor routing protocol uses a set of agents to create paths based on 

events they encounter, for example, when the agents find new shorter paths or more efficient 

paths, they adjust the paths in routing tables accordingly. A node synchronizes its events table 

with the agent every time it visits. Each node must maintain a list of its neighbors and an events 

table. Nodes can also generate an agent with a certain lifetime (as number of hops). The node 
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only generates a query if there is no route available. If the node does not receive a response, the 

node floods the network. 

c. Negotiation-based routing 

Using flooding in routing causes unnecessary packet forwarding because nodes receive multiple 

copies of the same packet. Consequently, flooding often uses more energy. Negotiation-based 

routing protocols reduce these redundant data transmissions through negotiation. Examples of 

negotiation-based routing protocols include SPIN and its family protocols [37].  

d. QoS-based routing 

QoS-based routing considers the balance between energy usage and QoS of data delivery in 

WSNs. Specifically the network must satisfy QoS parameters such as delay, energy, bandwidth, 

etc. As an example, the routing decision in Sequential Assignment Routing (SAR) depends on 

three parameters: packet priority, QoS on each path, and energy resources [46]. SAR also uses 

multiple paths and path restoration techniques for protection.  

e. Gossip based routing protocol 

Routing protocols use flooding to send routing messages. Flooding causes unnecessary packet 

forwarding because a node with two or more neighbors receives multiple duplicates of the same 

packet. Gossip-based routing reduce unnecessarily packet forwarding by using gossiping 

mechanism, where each node decides to forward a packet with probability p called the gossip 

probability. Examples of gossip-based routing protocols include Gossip-based ad-hoc routing 

and Gossip-based Sleep Protocol (GSP).  Gossip-based ad-hoc routing is an improved version of 

flooding-based routing [47]. Unlike flooding-based routing, Initial work hypothesized that given 

a sufficiently large network and a gossip probability p greater than a certain value, almost all the 
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nodes in the network can receive the message [48]. The original concept has been expanded into 

the Gossip Based Sleep Protocol. 

Unlike Gossip-based ad-hoc routing, Gossip-based Sleep Protocol (GSP) decreases 

energy usage by having nodes sleep when not receiving a packet [49]. With GSP, each node 

decides to go in a sleep mode with gossip probability (pgsp) or to stay awake with probability  

(1- pgsp). GSP operations are simple and scalable because GSP does not require routing 

information exchange among nodes and each individual node does not need to maintain the 

states of other nodes. Moreover, GSP does not require node addressing as nodes in GSP 

retransmit every packet received regardless of packet content, source, or destination. GSP 

protocol suits WSNs because of its simplicity and low overhead. However, its flooding like 

property limits WSN bandwidth resources shared among nodes in a WSN. Therefore, GSP is 

more suitable for WSN applications with low data rates for which it has been designed.    

Figure 5 illustrates the operation of GSP, at the beginning of each gossip period, each 

node decides to go in a sleep mode by turning off its radio with probability pgsp or stay awake 

with probability (1- pgsp). All nodes in a sleep mode wake up at the beginning of next gossip 

period. All awake nodes, if receive a packet, transmit it at the beginning of the next gossip 

period. Nodes in GSP stay in one of three states: awake, sleep, or transmit. 

 

 

 

 

 

 

Figure 5. The operation of GSP nodes and their states over time 
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2.3 ENHANCED MAC PROTOCOL FOR GSP 

2.3.1 Former MAC protocols for GSP 

MACGSP version 1 is the first protocol developed to enhance energy usage of GSP [25, 28]. 

With MACGSP version 1, the source node (a node with its own information) sleeps for two 

gossip periods after sending a packet. A relay node, once received a packet, retransmits the 

packet in the next gossip period and then sleeps for one gossip period. Nodes follow the same 

GSP mechanism deciding to sleep with the gossip probability pgsp (or to wake up with 

probability 1-pgsp) for all other circumstances. MACGSP version 2 operates in the same 

mechanism as MACGSP version 1 except that nodes wake up immediately after sleeping for 

their corresponding gossip periods ( with MACGSP version 1, at this point, nodes must decide to 

sleep or wake up with pgsp) [28]. MACGSP version 2 reduces a great number of duplicates 

compare to both MACGSP version 1 and GSP. Consequently, it improves the total energy usage 

due to fewer duplicates [28]. However, despite the total energy usage improvement, the packet 

reception probability decreases.  

2.3.2 MACGSP version 6 

By employing quiescent periods and duty cycles, MACGSP version 6 improves total energy 

usage and packet reception probability of the protocol also improves up to 20% of GSP without 

adding overhead. Additionally, the protocol improves energy use per successfully received 

packet [25]. MACGSP version 3, 4, and 5 were internal development versions and never 

published. 
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2.3.2.1 Quiescent periods 

MACGSP employs quiescent periods immediately after transmission to avoid receiving a 

duplicate packet [25, 28]. During quiescent periods, nodes turn off the radio, effectively 

discarding all incoming packets and at the same time saving more energy. MACGSP version 6 

uses extended quiescent periods to improve energy efficiency. Extending the duration of the 

quiescent periods reduces the duplicates within the network. MACGSP version 6 uses quiescent 

periods of 10 gossip periods (GP) to eliminate all duplicates in the network with shorter delay. 

Higher values of quiescent periods do not improve much of the performance. In summary, 

quiescent periods improve energy usage, decrease the number of duplicates in the network, and 

allow for implementation of duty cycles to further reduce energy usage [25]. 

2.3.2.2 Duty cycle 

In MACGSP version 6, the duration of the GP increases from 1 TP (Transmitting Period, the 

time it takes to transmit one packet) to 10 TPs or the length of a duty cycle. Each duty cycle is 

composed of active and inactive parts. As shown in Figure 6, awake nodes are active only during 

the first TP and sleep for all of the remaining TPs of a GP. Nodes in a sleep mode sleep for the 

whole GP. 

 

 

 

 

Figure 6. Duty Cycle of MACGSP 
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2.3.2.3 MACGSP version 6 algorithm 

A Node employing MACGSP version 6 operates as depicted in the node operation sequence 

diagram in Figure 7. After each transmission, nodes remain on during the active part of the duty 

cycle and goes to sleep for the rest of their Gossip Period (GP). Then, at the beginning of next 

GP, the node transmitting in the previous GP checks the medium during the time it takes to 

receive the preamble of a packet. If the node hears the preamble, called an “Implicit ACK”, the 

node goes to sleep immediately for the period of time defined by the quiescent period. If the 

node hears nothing (no implicit ACK received), it retransmits the packet once in the next GP and 

sleeps for the quiescent period.  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. MACGSP version 6’s node operation sequence diagram. 
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In MACGSP version 6, the waking nodes that do not receive a packet during the time it 

takes to receive the preamble of a packet go to sleep for the rest of the current GP and decide 

their state according to pgsp at the beginning of the next GP. Nodes sleeping at the beginning of 

the previous GP as a result of pgsp state (not because of a quiescent period) wake up in the next 

GP. In MACGSP version 6, every packet received is relayed in next GP.  

2.3.3 Summary 

Section 2.3 explains enhanced MAC protocol for GSP. MACGSP uses multiple nodes to deliver 

a packet to a sink node. Multiple nodes also work together as backup nodes making the protocol 

more robust to node failure. MACGSP mechanism also involves the gossip probability (pgsp) and 

there is no explicit route to the sink for each data packet sent which in turn makes the overall 

packet delivery appear random to an observer. In security, randomness plays an important role 

making it hard for intruders to use statistical analysis attacks [50]. MACGSP version 6 improves 

total energy usage and packet reception probability over its formers. These characteristics make 

MACGSP version 6 look promising as a candidate protocol for studying security. However, none 

research studies its intrinsic security properties. As discussed earlier, security is as important as 

other constraints of WSNs. Therefore, in order to use WSN in practice, one must consider its 

security issues. 
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3.0  BACKGROUND: WIRELESS SENSOR NETWORK SECURITY 

The concept of security often involves confidentiality, or keeping information secret [51]. 

However, security encompasses threats and services. Security concept is generally complex and 

cannot be adequately addressed in any one particular aspect [14]. A widely used perspective of 

security consists of four services: authentication, confidentiality, integrity, and availability.  

Authentication is the verification of the claimed identity such that it is legitimate and 

belongs to a claimant [51]. Integrity is defined as the absence of improper alterations [51]. 

Confidentiality is the absence of unauthorized disclosure of information, and availability is the 

readiness for correct service [51]. Encryption algorithms such as DES [52] and AES [53, 54] 

offer confidentiality service. Message Authentication Codes (MAC) algorithms such as MD5, 

SHA-1, and HMAC provide authentication and data integrity service. These algorithms are 

cryptographic primitives.  

Cryptographic primitives are basic cryptographic algorithms that are widely used to build 

computer security systems. Cryptographic primitives involve a secret key for both encryption 

and decryption algorithm. Consequently, cryptographic primitives require key establishment and 

distribution. Key establishment and distribution remain important security issues for wireless 

systems. The following section discusses these security issues in the wireless environment. 
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3.1 WIRELESS SECURITY ISSUES 

3.1.1 Authentication 

Infrastructure-based wireless systems such as cellular networks usually establish authentication 

at the beginning or the registration process. Cellular networks use challenge and response 

identification (C-R) for authentication service [15].  

Figure 8 illustrates C-R basic operation; however, implementation details of C-R differ from 

system to system.  

  

 

 

 

 

 

 

 

 

Figure 8. Challenge-Response basic operation. 

 

A challenger first sends a challenge message to a responder, which then computes a 

response message based on the challenge message and the secret key presumably only known by 

both the responder and the challenger. Then, the responder sends the response message back to 

the challenger. The challenger then verifies the respond message by using the secret key to 
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compute a response message in exactly the same way as the responder. If the computed message 

matches the one received from the responder, the challenger accepts the responder as legitimate. 

Ad-hoc wireless systems use data authentication techniques such as Message 

Authentication Code (MAC) for authentication service. The sender and the receiver employ a 

shared a secret key used for computing a MAC for all messages communicated between them. 

The sender computes a MAC and sends it along with the original message/data as depicted in 

Figure 9. Both parties accept a message when a MAC is valid otherwise they reject the message. 

 

 

 

 

 

 

 

 

 

Figure 9. Data authentication using Message Authentication Codes 
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Symmetric key cryptography (or shared secret key cryptography) uses the same key in 

both encryption and decryption algorithms. Consequently, a sender and a receiver must share the 

same key in order to communicate securely through those algorithms. The method used for 

encryption and decryption is normally a block cipher. Examples of symmetric key cryptography 

include RC4, RC5, DES, 3DES, and AES.  

Asymmetric key cryptography (or public-key cryptography) uses a key pair called a 

private key and public key in encryption and decryption algorithms. According to their names, 

private key is kept secret but public key is not. For each key pair, asymmetric key cryptography 

uses one key to encrypt and the other key to decrypt messages. Therefore, nodes setup a secure 

communication channel with other nodes by distributing a public key to the other nodes in the 

network. As an example, SSL (Secure socket layer) Protocol uses public-key cryptography to 

securely send a symmetric secret key to the SSL server to establish secure communication 

channel between a client and a server [55]. A node can generate a symmetric secret key, then 

encrypt it with a public key of destination node, and send it. The destination node can then 

decrypt the key by its own private key. This mechanism eliminates the complexity of key 

distribution scheme. However, it requires a powerful processor to encrypt, decrypt, and even 

generate a key pair in a timely manner. Moreover, its key size is typically large. As an example, 

an asymmetric key size of RSA 3072 bits is comparable to a symmetric key size of 128 bits [56]. 

Given that an adversary does not know the secret key a priori, the security level, in terms 

of data confidentiality, depends upon the algorithm and the key size used to encrypt a message. 

For example, at present the minimum key size required for symmetric key cryptography is 112 

bits and 2048 bits for asymmetric key cryptography [56]. Stronger data confidentiality requires a 

higher complexity encryption/decryption algorithm and longer key size. A higher complexity 
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encryption/decryption algorithm also requires more energy usage [57, 58]. Moreover, the longer 

the key size, the more memory required.  

3.1.3 Data integrity 

Data integrity is one of the most important security services for any networks. Not merely from a 

security aspect, is data integrity important in an intrinsic part of communication systems. 

Networks use a Message Integrity Code (MIC) such as Cyclic Redundancy Check (CRC) to 

provide non-secure data integrity service by attaching it along with data as shown in Figure 10. 

A MIC usually employs a non-secure hash function. The hash function produces a different 

output even when the input has a slight change. The function must minimize the probability of 

having the same output when the input message has been altered. However, hash functions are 

many-to-one functions, so it is possible for different data to have the same MICs. 

In securing information a Message Authentication Code (MAC) can be used to provide 

secure data integrity service by replacing a MIC with a MAC as shown in Figure 10. Unlike a 

MIC, a MAC uses a cryptographic hash function requiring a secret key in its algorithm. The 

concept of integrity is sometimes mixed with that of authentication because a MAC can 

guarantee the integrity of the message while at the same time confirm authenticity of the original 

message. 

 

 

 

 

Figure 10. Message Integrity Codes and Message Authentication Codes for data integrity 

DATA MIC 

DATA MAC 
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3.1.4 Availability 

Availability is another important security service for every network because it measures the 

readiness for correct service. Availability is usually measured in terms of a ratio of the total time 

a network is functioning (during a given interval) to the length of the interval. Typically, the 

objective of providing availability is to make a network function most of its lifetime [14]. The 

possible causes of losing service availability can be either from software/ hardware malfunction 

or a malicious intention. However, in terms of security, service availability focuses on a 

reduction of availability due to malicious actions. 

3.1.5 Key establishment and distribution 

One traditional way of building security services in wireless systems is to use cryptographic 

primitives such as MAC and encryption/decryption. They also require secret keys for their 

operations. Consequently, key establishment and distribution become an important security issue 

for wireless systems. 

Key establishment and distribution are one of the most challenging issues for WSNs, 

since WSNs have highly limited resources. The resource constraints impact in designing of key 

establishment and distribution mechanisms [59, 60]. As an example, a wireless sensor node has 

limited space for storing large or multiple keys. Although the simplest way is to use a global 

shared key, this is not suitable because sensor nodes are usually left unattended and a single 

compromised node can lead to a compromised network. 



 30 

3.2 SECURITY THREATS AND ATTACKS IN WSN 

The unique topology, architecture, and characteristics of WSNs introduce security threats 

different from those in traditional wireless networks. However, common threats such as 

eavesdropping and message modification also pose a unique challenge. This section discusses 

security threats over WSNs and their countermeasures. 

3.2.1 Eavesdropping 

Like other wireless systems, a WSN is prone to eavesdropping due to its broadcast nature in 

which intruders can easily capture frames or packets without having to directly connect a 

physical link to the target node. Intruders use eavesdropping as a basic element in a strategy to 

compromise the security and as the first step to attack a WSN. Without appropriate security 

mechanisms, a WSN suffers from lost crucial information. Moreover, intruder use this 

information to further exploit the network. Eavesdropping appears in two forms: passive 

eavesdropping and active eavesdropping [61]. In passive eavesdropping, the attacker passively 

monitors the wireless session and payload. In contrast, the attacker actively injects data into the 

communication to help decipher the payload in active eavesdropping. 

As discussed in section 3.1.2, conventional methods to provide confidentiality service 

employ a strong encryption algorithm together with a large secret key. The encryption usually 

occurs at Media Access Control (MAC) layer. As an example, the MAC layer of WLANs 

employ WEP and WPA with a recommend key size for is no less than 128 bits [62]. However, in 

WSNs with limited resources, employing a strong algorithm with large key size is not practical. 
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To cope with this limitation in WSNs, WSN security protocols such as TinySec and SPINS use a 

lightweight version for their encryption algorithms [10, 11].  

3.2.2 Node subversion / node identity impersonation 

Applications such as environmental or structural monitoring require sensor nodes to be left 

unattended, leaving nodes open to node subversion or node identity impersonation attack. In 

these attacks, intruders capture sensor nodes and gather control of management information such 

as node ID, secret keys, etc. Exposing this information causes a potential threat to the whole 

network especially in the case where WSNs use the same global secret key [14].  

In general, deploying a tamper-proof device can protect against this attack. However, 

tamper-proof devices usually are expensive and impractical for WSNs with limited resources. 

Additionally, intruders still can extract secret keys out of both SRAM (Static Random Access 

Memory) and DRAM (Dynamic Random Access Memory) at room temperature within several 

seconds after the system is powered off [63, 64]. Effective key management and distribution help 

alleviate the impact of key exposing from node subversion [14]. 

Even with the best node subversion defense technique, there is no guarantee that nodes 

can never be compromised. Therefore, to prevent an adversary from using those nodes to further 

exploit the network, there must be a way to detect and exclude those nodes from the network if 

the nodes have been compromised. Adding this mechanism also requires more energy usage. 

Thus, this mechanism must also be designed in an energy-efficient way. This issue is still largely 

open to research. 
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3.2.3 Malicious code injection and message modification 

In the general Internet, malicious code such as viruses, worms, and Trojan horses cause damage 

to computers and networks. Similarly, malicious code injection and message modification can 

cause damage to WSNs. The defense against malicious code injection includes not only 

preventing nodes from infection but also containing malicious codes from spreading across the 

entire network. 

The conventional method to prevent malicious code attacks is to use detection software 

which can be centralized or distributed across the network [65]. The software requires a large 

and constantly updated database to cope with a newly constructed malicious code. As a resource-

constraint system, this method is not practical for WSNs.  

Authentication is another possible technique that can be used to prevent malicious code 

injection and message modification. An adequate authentication technique can prevent an 

intruder from injecting malicious code or modifying a message as sensor nodes reject all 

unauthenticated packets. However, if nodes have been compromised, an intruder may use those 

nodes to inject malicious code or modify a message. Therefore, a proper authentication service or 

other effective mechanisms must be used to prevent malicious code injection and message 

modification. 

3.2.4 Denial of service attacks 

A Denial of Service (DoS) attack is an attack that is hard to prevent not only for WSNs but also 

for other networks [24]. In WSNs, DoS attack can be in several forms and occur in any network 

layers, for example a jamming attack in the physical layer, collision attack in the link layer, and 
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misdirection and routing disruption attacks in the network and routing layer. Table 1 shows 

possible DoS attacks and their countermeasures classified at different network layers. In 

addition, other types of attacks such as node subversion and malicious code/fault data injection 

can be incorporated to form a DoS attack.  

 

Table 1. DoS attacks and their countermeasures classified at different network layers 

Network Layer DoS attacks Countermeasure 

Physical layer jamming Spread-spectrum, frequency hopping, lower 

duty cycle, region mapping, mode change 

MAC layer Collision Error-correcting code 

Energy depletion Rate-limit 

Unfairness Small frames 

Network and 

routing layer 

Misdirection Egress filtering, authorization, monitoring 

Routing disruption Secure routing 

Black holes Authorization, monitoring, redundancy 

 

Certain types of security attacks such as DoS attacks may never cease. Thus, WSNs 

require a combination of detection and containment mechanisms to cope with this attack [65]. 

Intrusion detection is one of the most challenging issues in WSNs because of its energy 

requirements and lack of reliable detection techniques [19]. Since intruders can always adapt 

their techniques to avoid being detected, detection poses a tough challenge. As an example, if a 

detection technique allows the number of packets received from neighbors to be no more than 

three consecutive packets, intruders can avoid detection by injecting a cycle of three consecutive 
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packets with one gap between them. The detection technique becomes useless in this case but 

intruders also have no choice but to comply with the rules. WSNs with limited resources make 

implementation of detection and containment techniques even more challenging. Detection 

techniques for WSNs must be simple and energy efficient. 

3.2.5 Sybil attacks 

A Sybil attack is described as a situation where a malicious node illegitimately claims multiple 

identities [66]. Sybil attacks in WSNs can occur in both link and routing layers. At the link layer, 

multiple identities of a malicious node can dominate the shared radio resource ratio, preventing 

legitimate nodes from communicating. The Sybil attack can also cause damage to geographic 

routing protocols as they require nodes to exchange coordinate information with their neighbors 

in order to form efficient routes geographically.  

To prevent Sybil attacks, authentication and confidentiality can be used. In addition, key 

establishment and distribution is also important to the Sybil defense mechanism. J. Newsome et 

al. have proposed the Sybil defense mechanism by leveraging the key pre-distribution process 

[67]. The key pre-distribution mechanism assigns to each node a unique secret key used for 

authentication. An intruder cannot claim a node identity without having a valid secret key. 

3.2.5.1 MACGSP with Sybil attacks 

Since MACGSP do not necessarily need node identities, in this case Sybil attacks cannot 

be applied against WSNs with MACGSP. However, if a WSN requires node identities, then we 

need to consider Sybil attacks as well. Generally, authentication and confidentiality can be used 

to prevent against Sybil attacks. Therefore, the packets may be equipped with data encryption 
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and authentication algorithms. However, using these algorithm one must carefully consider an 

overhead issue and key establishment and distribution issues. Moreover, since WSNs are based 

on multiple-hop forwarding, adding overheads for a packet can result in multiplicative increase 

of network overheads. 

3.2.6 Sinkhole and wormhole attacks 

WSNs usually implement a many-to-one architecture where nodes send information to a sink in a 

multi-hop fashion. However, the many-to-one architecture causes WSNs to be vulnerable to a 

sinkhole attack. In a sinkhole attack, an intruder attempts to attract nodes in a particular area by 

employing invalid routing information, thus tricking the nodes into forwarding all packets to a 

specific node controlled by an intruder [68]. A sinkhole attack prevents the sink from obtaining a 

complete set of sensing data, and therefore causes a serious threat to WSNs’ applications. 

Depending on which routing algorithms are used by WSNs, there are techniques that can 

be used by an intruder to create a sinkhole. An intruder may spoof or replay a routing 

advertisement with a low cost route to a sink making a sinkhole node look more attractive than 

other surrounding nodes. Every targeted node then forwards its data packets to the sinkhole. As a 

matter of implementation, a Sybil attack and a wormhole attack can be used to create a sinkhole 

[69].  

A wormhole attack involves two distant malicious nodes which cooperatively shorten the 

advertised distance between them by relaying packets through an exclusive tunnel (Figure 11 (a)) 

[70]. A wormhole attack can be used to disrupt a routing protocol, create a sinkhole, and help an 

intruder capture more data packets. Figure 11 (b) illustrates a sinkhole attack created by a 

wormhole. To create a sinkhole, an intruder can replays a routing advertisement of node A at 
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node B making node B the most attractive node among its neighbors as its distance is seemingly 

the closest to the sink. 

  

Wireless 

sensor nodes

Wormhole

 

Wireless 

sensor nodes

Wormhole

sinkhole

Sink

 

(a) Wormhole attack    (b) Sinkhole attack 

Figure 11. a. An example of a sinkhole attack, b. An example of a wormhole attack. 

 

Authentication can be used as a sinkhole and wormhole countermeasure. With 

authentication, replay messages cannot be used and consequently a sinkhole cannot be created. 

Authentication also prevents unauthorized nodes from joining the network and thus a wormhole 

cannot be formed. However, there must also be a technique to prevent a node from being 

compromised and then used to form a wormhole. There is also a technique for detecting 

wormhole attack proposed by Y. C. Hu et al. [69] and for detecting sinkhole attack proposed by 

E. Ngai et al. [68]. 

3.2.6.1 MACGSP with Sinkhole attacks  

MACGSP can tolerate sinkhole attacks since MACGSP employs a probabilistic approach for 

forwarding decision making it more difficult for an intruder to lure nodes to forward the packet 

to the designated sinkhole node. In order to make nodes forward packets to the sinkhole node, 

intruders must capture all nodes and modify pgsp of each node such that it forwards the packet to 
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the sinkhole node and partitions the sink from the source and the sinkhole node. However, once 

an intruder captured all nodes, doing sinkhole attack become trivial since an intruder can do 

more things than just to do sinkhole attack. 

3.3 WSN SECURITY REQUIREMENTS 

The usual approach for security design is to use cryptographic primitives to provide security 

requirements such as confidentiality, authentication, and integrity. However, the unique 

characteristics of WSNs pose unique challenges for security design in WSNs. This section 

discusses these security requirements. 

3.3.1 Confidentiality 

Applications of WSNs such as military may require confidentiality of sensed data. To protect 

data from eavesdroppers, a confidentiality service must be provided for WSNs. Cryptographic 

primitives such as encryption algorithms provide confidentiality, however, these require 

sophisticated key management and distribution, adding more overhead to the network and 

requiring larger storage space on sensor nodes [71, 72]. 

Also, employing encryption alone is not sufficient as an eavesdropper can perform traffic 

analysis on encrypted data. WSNs with very short messages can suffer even more from traffic 

analysis as the sample space is small [50]. 

Data exposure is another important factor that needs a careful consideration when 

designing confidentiality service. WSNs usually have lower data exposure for an individual node 
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because of its short transmission range. However, when considering WSNs as a whole, multiple-

hop forwarding causes higher data exposure as an intruder can intercept a packet from several 

locations. Protocols such as GBR and GSP have even higher data exposure because the packets 

are scattered all over the network. If such protocols were to be used for applications requiring 

confidentiality, a new security mechanism for confidentiality service is necessary.  

3.3.2 Authentication 

For WSNs, Message Authentication Code (MAC) can be used to provide data authentication. 

However, data authentication alone does not solve the problem of compromised nodes because 

wireless sensor nodes are usually left unattended and adversaries, who capture the compromised 

nodes, can know the secret keys of legitimate nodes, which can be used by adversaries to 

authenticate themselves to other nodes [14]. An analogy is the case where a cell phone has been 

stolen. The cell phone thief can use that cell phone to call out as long as it has not been blocked 

by the cell phone service providers. 

Protocols such as TinySec and SPINS use a lightweight version of MAC to provide data 

authentication because of resource constraints of WSNs [10, 11]. Using a MAC that is too short 

causes a WSN to be more susceptible to a birthday attack [73]. Conversely, using a large MAC 

adds overhead to the transmissions and receptions, consequently using energy more quickly. 

Also, WSNs can employ very short messages (e.g. 16 bits of data). Generating a random 

message can sometimes produce a legitimate pair of packet and MAC as a MAC is computed 

based on a many-to-one function. 
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3.3.3 Data integrity 

Data integrity is one of the most important requirements for WSNs. Without data integrity, WSN 

applications may fail to meet their objectives and cause untrustworthiness to the users. In 

applications of WSNs that rely on data aggregation, a MAC alone cannot be used to confirm the 

integrity of data because the data is altered as it travels through the network. To achieve integrity 

in this scenario, there must be other mechanisms used together with a MAC. This is a major 

challenge in the design of security for these applications. 

3.3.4 Availability 

Loss of service availability can cause serious problems for WSN applications. As an example, in 

a disaster surveillance system with a WSN, if the network loses its service availability when the 

system needs to send a warning message about an incoming disaster, this system would be 

unacceptable. Also, in structural monitoring applications loss of service availability can result in 

a failure to detect a potential structure collapse. Therefore, a proper protection for service 

availability is necessary if WSNs were to be used in such applications. 

3.4 PREVIOUS RESEARCH OF SECURITY TECHNIQUES EMPLOYING 

MULTIPLE PATHS 

Much research uses multiple paths to improve reliability and enhance security. As an example, 

multiple path routing enhances confidentiality by dividing a packet into small blocks based on 
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secret sharing principle and distributing them along multiple paths [18]. Multiple paths also work 

as backup paths and make WSNs more robust to node failures. As an example, highly-resilient, 

energy-efficient multipath routing in wireless sensor networks, proposed by Ganesan et al., uses 

non-disjoint routing paths to provide resilience to node failures [74]. The Reliable Information 

Forwarding using Multiple Paths (ReInForM), proposed by Deb et al., uses dynamic packet state 

to control the number of paths required for the desired reliability using only local knowledge of 

channel error rates. With ReInForM, data can be delivered at desired levels of reliability at 

proportional cost [75]. These techniques can be used to increase service availability of WSNs.  

The multiple routing paths utilizes redundancy of routing paths to tolerate intrusions 

without the need for detecting malicious attempts [19]. However, sensor network routing and 

MAC protocols vary with different type of WSN applications. Therefore, one must develop 

security specifically for each particular protocol because each protocol has different properties 

and requirements. Protocols inherit security properties from their mechanisms making them more 

robust to a certain type of security threats. As an example, directed diffusion possesses 

robustness from flooding making it more difficult for an intruder to prevent data from reaching 

the sink [17], [38]. Conversely, each routing and MAC protocols also possess unique 

weaknesses.  

Secure routing is important for WSNs as service can be interrupted if a routing disruption 

occurs [17]. Many routing algorithms in use today assume a stable path, i.e. the routing paths 

tend to be the same for a long period of time even though they can change [18]. INSENS 

employs multiple-path routing along with low-complexity security methods such as symmetric 

key cryptography and one-way hash function to provide intrusion-tolerant routing in WSNs [19]. 

Additionally, the multiple path algorithms provide better protection against packet flooding 
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attacks. The goal of this algorithm is to find the fewest common nodes in the paths as possible. 

Ideally, only source node and sink node can be shared among paths.  

INSENS proposes routing discovery mechanism to build forwarding tables at sensor 

nodes. Routing discovery uses a flooding-based request message from the sink and a feedback 

message from each sensor node to the sink. To offload the computational burden, the sink 

computes the forwarding tables for each sensor node based on information received. Once the 

sink finished computing forwarding tables, it sends them to the respective nodes using a routing 

update message. Results showed that employing multiple paths can mitigate the damage from 

DoS threats such as packet flooding attacks when the number of compromised nodes are not too 

great [19]. However, the level of protection against DoS attacks varies with different topologies 

and different network densities as the percentage of blocking nodes for the low density network 

with grid topology is much less than those for high density network with either random or grid 

topology. 

The multipath approach for secure data delivery employs multiple path routing and data 

segmentation using the secret sharing algorithm to provide secure data delivery [18]. The secret 

sharing algorithm divides data into N segments such that reconstructing the original data requires 

T out of N segments. Under the assumption that intercepting T segments are not possible or 

much difficult to achieve by an intruder, this technique can be used to enhance confidentiality 

service by sending each segment to a different path. The technique uses a distributed multiple 

path routing algorithm to find node disjoint paths in a network. The algorithm uses path 

independency, path quantity, and path cost to compute a set of disjoint paths. 
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4.0  RESULTS FOR WSNS EMPLOYING MRDPS 

As multiple paths can be used to enhance security, the properties of multiple random delivery 

paths (MRDPs) and the intrinsic security issues of WSNs employing MRDPs with a single sink 

were studied. Unlike INSENS, MRDPs do not require route discovery and forwarding tables 

maintained at sensor nodes. Additionally, the routing paths are not statics making it harder for an 

intruder to learn where the packet will be routed. This study uses MACGSP version 6 to generate 

MRDPs to a single sink in a WSN. The MRDPs generated by the protocol are not always 

disjoint. However, reliability can be provided through non-disjoint routing paths [74, 75]. 

Moreover, the protocol does not create MRDPs for every packet sent because of the randomness. 

This following section investigates the properties of the MRDPs created by MACGSP version 6. 

4.1 VERIFICATION OF MULTIPLE RANDOM DELIVERY PATHS 

A gossiping protocol creates MRDPs by randomly forwarding packets through a WSN. In GSP, 

sensor nodes sleep randomly according to pgsp, which implicitly creates a random number of 

random paths. The average number of paths depends on network physical topology, node 

density, and pgsp. Figure 12 depicts examples of two delivery paths for a 100 square grid sensor 

network.  
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      (a) An ideal two-path route      (b) An actual two-path route 

Figure 12. Examples of multiple delivery paths for a 100 square grid sensor network. 

 

This study uses simulation to verify the properties of MRDPs and find the performance of 

WSN employing MRDPs with respect to security. Simulations were implemented using the C 

programming language to create objects such as sensor nodes, source, sink, etc. Each sensor 

node employs the MACGSP version 6 protocol subroutines. The exact same  subroutine code 

can also be implemented on a physical sensor node such as a MICA2. These objects are 

replicated and placed on a location in a square grid coordinates. The simulation code employs a 

model of an ideal communication channel between a node and each of its neighbors. In these 

simulations the ideal communication channel was error free with transmission range is exactly 1 

hop apart from the sensor node i.e. in a square grid WSN a sensor node has at most 4 neighbors. 

The simulations did however include collisions, which occur when two packets with different 

contents arrives at a sensor node at the same time. The simulation is time-based with one 
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transmission period (TP) increment. The simulation parameters such as the total number of 

nodes, source and sink location, attack types, location of attacking nodes, etc., are used to define 

simulation scenario. Simulations were run so that performance metrics at the 90% C.I. could be 

generated. To validate the results from the simulations the study uses packet walkthrough 

analysis to find the results of a 4-node-square-grid and 9-node-square-grid WSNs and compare 

with the results from the simulation of the same network. 

4.1.1 Average number of successful delivery paths and disjoint ratio 

The number of successful delivery paths can be found by counting the number of packets from 

different paths received at the sink. Since the successful delivery paths share a number of 

common nodes, the disjoint ratio is defined as the number of nodes that are not common 

between paths to the total number of nodes in the paths. The analysis uses simulation to find the 

average number of route and disjoint ration. The simulation was run according to the following 

steps:  

1. Source node sends 200 packets for each run. 

2. For each packet send, the simulation runs until the last packet exits the network. 

3. The simulation computes the average number of successful delivery paths and 

disjoint ratio for each run. 

4. The simulation repeats 40 times to find the performance metrics at 90% C.I. 

Figure 13 shows simulation results from a 100-node-square grid WSN where the source 

is at the (0, 0) coordinate and the sink is at the (4, 4) coordinate (Figure 12a). The results show 

that as pgsp increases, the average number of successful delivery paths increases up to pgsp = 0.4 

and then decreases afterward but the disjoin ratio decreases. Moreover, the average number of 
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delivery paths is more than 2 with the disjoint ratio greater than 50% given that pgsp is less than 

0.6. With this property, one can design a suitable average number of successful delivery paths 

and disjoint ratio by adjusting pgsp. However, adjusting the pgsp changes packet reception 

probability and the energy used by the network [25].  

 

   

Figure 13. The average number of successful delivery paths vs. disjoint ratio of a 100-node-square grid 

WSN with 90% C.I 

4.1.1.1 Packet walkthrough analysis 

Consider the 4-node-square-grid network illustrated in Figure 14. There exist two different 

routes from the source to the sink, each takes two hops or     seconds which is also the 

minimum transit time to deliver a packet in this network. From equation (1), S is equal to two for 

this network. The packet delivery time is therefore equal to     when either one or both of the 

intermediate nodes are awake. The packet retransmission uses two additional GPs for each 

retransmission. Thus, the packet delivery time is always an even multiple of GPs. 
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Figure 14. A 4-node-square-grid WSN 

 

The sink node receives a packet if either or both of the intermediate nodes are awake 

when the source transmits a packet. If both of the intermediate nodes sleep during the source 

transmission, the sink can receive the packet if either or both of the intermediate nodes are awake 

during the source retransmission. The sink node does not receive a packet when both of the 

intermediate nodes sleep in two consecutive cycles (sleep, awake, and then sleep again).  

Since the probability of a node being in a sleep mode is pgsp, then the probability of a 

node being in a sleep mode for two consecutive cycles is pgsp
2
 and the probability of two 

intermediate nodes being in a sleep mode for two consecutive cycles is pgsp
4
. Thus, in this 4-node 

square-grid WSN the probability that the sink does not receive a packet is pgsp
4
. Under this 

condition together with retransmission, packets reach the sink with the probabilities 1- pgsp
4
 as 

shown in Figure 15. The analysis also computes probability of each different route and their 

combinations. The probability of each different route and their combinations can also be derived.  

Table 2 shows the probability of each different route and their combinations. 

Source 

Sink 

r1 

r2 
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Figure 15. Packet reception probability of a 4-node-square-grid WSN compared between analytical and 

simulation approaches. 

 

Table 2. Probability table of all possible routes of a 4-node-square-grid WSN 

Routes The probability of each route (pr) 

r1 pgsp(1- pgsp)(1+ pgsp
2
) 

r2 pgsp(1- pgsp)(1+ pgsp
2
) 

r1+r2 (1- pgsp)
2
(1+ pgsp

2
) 

 

 

Now consider a 9-node-square-grid network with the source at the bottom left corner and 

the sink at the top right corner as shown in Figure 16. The minimum transit time is four hops or 

4*GP in this network. There exist eight different possible routes from the source to the sink. The 

eight different routes to the sink may be divided into two subsets (4-hop routes and 6-hop 

routes). The routes taken by packets consist of a combination of these routes. 6 of the 8 routes 

are the shortest-path routes (4-hop routes) and 2 of the 8 routes are non-shortest-path routes (6-

hop routes).  
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        (a) shortest-path routes        (b) non-shortest-path routes 

Figure 16. 9-node-square-grid network with source at the bottom left corner and sink at the top right corner 

 

Figure 17 illustrates that the shortest-path routes occur when the packet only traverses 

forward while the non-shortest path routes occur when the packet traverses backward at some 

point in the path. Each step backward costs 2 additional hops, however in this case there is only 1 

step backward because of the limited network size. 

 

 

 

 

 

 

 

 

 

 

Figure 17.  An example of a detour route in 9-node-square-grid network 
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The analysis uses a packet walkthrough starting from the source node to find the 

probability of each individual route occurring. First, the source has only three nodes to forward a 

packet to, that is node 10, 01, and both in which each case has probability of occurring equal to 

pgsp(1- pgsp)+ pgsp
3
(1- pgsp), pgsp (1- pgsp) )+ pgsp

3
(1- pgsp), and (1- pgsp)

2
+ pgsp

 2
(1- pgsp)

2
 

respectively. A packet is lost when node 10 and 01 are both asleep in two consecutive rounds, 

with a probability equal to pgsp
4
. A packet can be forwarded to node 01 when node 01 is on and 

node 10 is off and when both nodes are off and then the next 2 GPs node 01 is on and node 10 is 

off and vice versa. Since both nodes sleep with probability pgsp and since nodes are independent, 

the probability of the first event of the first option occurring is then equal to the product of the 

probability of both events i.e. pgsp (1- pgsp). The probability of the second event of the first option 

occurring is equal to pgsp
3
(1- pgsp). The probability of the second option is derived in the same 

manner. The last option, where the packet is being forwarded to both node 01 and 10, occurs 

when the nodes are either both awake or both asleep during the first transmission in which they 

must both be awake the next GP and then follow GSP rules to be awake or sleep. Therefore, the 

probability of the node 01 and 10 sleep is equal to (1- pgsp)
2
 + pgsp

2
(1- pgsp)

2
. The time it takes to 

transmit a packet to the next hop is one GP in all those events except the case when both node 01 

and 10 are sleeping which takes two additional GPs to transmit a packet. The summary of all 

possible events and probabilities are shown in Table 3 below. The probability that the packet 

does not reach sink is equal to one minus probability that the packet reach sink (derived from the 

table). Note that pgsp is written as P for short and the probability of each delivery time shown in 

the table must be multiplied by the probability in the first column (1
st
 round). 
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Table 3. Probability table of all possible routes of a 9-node-square-grid WSN 
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Figure 18 illustrates a network with a sink that has 4 neighbors. Consider only the nodes 

inside the square. This case is similar to the previous case where we have the shortest-path routes 

as a majority. The non-shortest-path routes take at least 2 additional hops to reach the sink. The 

shortest-path routes only contain inside the square or the direct plane. Again when a packet is 

moving one step outside the direct plane, it cost 2 additional hops to get back in. Two neighbors 

of the sink (1,2) and (2,1) reside within the direct plane while the other two (2,3) and (3,2) are 

outside. The routes of a packet received from those neighbors outside the direct plane must have 

at least 2 extra hops more than the shortest-path route.  

 

 

 

 

 

 

 

 

 

 

 

Figure 18. 16-node-square-grid network with source in the middle and sink at the top right corner. 
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Without packet retransmission, packet delivery time of this WSN now takes three 

different values 4, 6, and 8. Four-hop is the shortest-path routes, six-hop is for either one-step-

backward or one-step-outside routes, and eight-hop is for the routes with one-step-backward and 

one-step-outside. As the network grows larger, packet delivery time remains in the form of the 

number of hops in the shortest path, plus multiples of two hops. The next section confirms this 

statement through graph theory analysis. 

4.1.2 Packet delivery time 

Packet delivery time in WSNs with MRDPs is random and depends on factors such as routing 

paths, distance between source and sink, topology, gossip period, pgsp, etc. Although packet 

delivery time is random, it can be useful in intrusion detection for WSNs. As an example, a 

packet delivery time out of normal range indicates suspicious activity in a WSN. The analysis 

model of packet delivery time is: 

 T is the time it takes to deliver a packet via an individual route from the source to 

the sink  

S is the shortest distance (number of hops) between the source and the sink 

GP is gossip period (seconds) 

Normally, packets taking the shorter path arrive before the packets taking longer paths. 

Packets taking the shortest paths traverse in a minimum transit time. As an example, if pgsp is 

equal to zero meaning that all nodes are always awake and the packet reception probability of the 

sink is equal to one, by ignoring collisions and assuming a perfect channel a packet will arrive at 

the sink via the shortest path with the minimum transit time. As a packet requires one gossip 

period for transmitting in each hop, the minimum transit time is proportional to the number of 
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hops between the source and the sink multiplied by the gossip period assuming all nodes are 

synchronized. Therefore: 

The minimum transit time =             (1) 

However, if pgsp is not equal to zero, then packets may take longer routes to the sink and 

the packet delivery time becomes the minimum packet delivery time plus a number of extra 

hops. In other words: 

Let E be a positive integer. 

The packet delivery time of longer path (TL)  =           

             

            (2) 

To find the form of packet delivery time the analysis considers two different approaches: 

Packet walkthrough is used because it illustrates how the packets travel through the network. 

Graph theory analysis confirms that the results generalize to larger networks. 

4.1.2.1 Graph theory analysis 

The analysis uses a simple finite square-grid graph to represent a square-grid network as an 

example of 9-node-square-grid network shown in Figure 19. Since square-grid graph can be 

embedded in a plane, it is a planar or a plane graph [76, 77]. Additionally, every node is 

connected to each other because there exists a path between them, e.g. “OhWgXfYeZ” is one of 

the paths between node O and Z. In graph theory, a walk refers to a connected finite alternating 

sequence of nodes (or vertices) and links (or edges) while a path refers to a walk with distinct 

nodes and links [76, 77]. The analysis refers walks to the routing paths as the actual routing paths 

may contain loops and repetition nodes or links. As an example, “OhWgXfYkViWgXfYeZ” is 

one of the walks between node O and Z. Similarly, the retransmission packet in WSN with 
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MACGSP version 6 causes three repetition links in the walk “OaPaOaP” between the 

retransmitting node (O) and the receiving node (P) as shown in Figure 19. Given that the packets 

always leave the network, walks are finite. 

 

 

 

 

 

 

 

 

 

Figure 19. A simple finite square-grid graph representation of a square-grid network 

 

Consider the case of no edge repetition (no retransmission). Given a shortest path 

between a pair of vertices O and Z (a shortest route from the source to the sink) contains S edges 

and a detour walk (an alternative route) from O to Z contains D edges. S and D are integers in 

this case. Combining the shortest path and the detour walk together forms a loop containing the 

cycles and repeat edges (if any). Since the square-grid graph contains no odd cycles and the 

repeat edges have an even number of edges, the walks of the loop contain an even number of 

edges. If S is even, D must then be even. Similarly if S is odd, D must also be odd. Thus, the 

difference between the number of the shortest path edges and the detour walk edges is always 
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Since               (4) 

 (3) + (4),             (5) 

 

Similarly, if the detour walk contains a retransmission, the retransmission contains two 

extra edges (or hops) as the example shown in Figure 19. Consequently equation (5) remains 

valid. 

              ;  where   is positive integer    (6) 

From equation (2),   

                      

       

       

From equation (5), E is always an odd number and T can be expressed as: 

                     ;   where E = 0, 2, 4, 6, …  (7) 

Therefore, equation (6) confirms packet delivery time of each individual walk (or basis 

walk) from the source to the sink is in the form of the number of hops in the shortest path plus 

multiples of two hops. In WSNs employing MRDPs, the actual routes of each packet sent consist 

of a combination of the basis walks. Multiple copies of the same packet may arrive at the sink 

via different paths and at different times. 

The first packet delivery time (T1) is the packet delivery time of the first copy of the 

packet arriving at the sink. T1 depends on pgsp, network size, and source and sink locations. 

Considering only the case when a packet is not lost, T1 is a discrete random variable taking value 

of Tmin plus      (multiples of 2 GPs). Consequently, E is also a discrete random variable. For 

each pair of source and sink locations of a square-grid-WSN, one can find T1: A discrete random 
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variable with mean                         and variance        . Therefore, E is a 

discrete random variable with mean              and variance                 . 

4.1.2.2 Probability distribution function of first packet delivery time 

The analysis uses a simulation to find the probability distribution function of the first packet 

delivery time (T1). The simulation was run according to the following steps:  

1. Source node sends 8000 packets. 

2. For each packet send, the simulation runs until the first packet arrives at the sink. 

3. The simulation finds T1 for each packet sent, counts its frequency, and constructs 

a histogram for T1. The histogram is then normalized to represent the probability 

distribution function of T1.  

Figure 20 depicts the probability distribution of the first packet delivery time of a 900-

node-square-grid WSN employing MACGSP version 6 source at coordinate (10, 10), sink at 

coordinates (20, 20) and pgsp = 0.1. The shortest path routes between the source and the sink is 20 

hops. The results show that T1 is in a form of minimum transit time (20 GPs) plus multiple of 2 

GPs corresponding to equation (6). Moreover, the minimum transit time is the main dominance 

with more than 90% of the times. Note that different source and the sink locations result in a 

different distribution of T1. As an example, the minimum transit time of the network with a 

straight line direct plane i.e. the source and the sink is in the same alignment is not necessarily 

the main dominance because there are only one shortest path but many for the longer paths 

between the source and the sink. 
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Figure 20. Probability distribution function of packet delivery time of 900-node-square-grid network with 

source at coordinate (10, 10), sink at coordinates (20, 20), and pgsp = 0.1. 

 

Analytical results are compared to the simulation results to cross-validate each other. The 

9-node-square-grid network depicted in Figure 16 is analyzed. There exist six different 4-hop 

routes and two different 6-hop routes and their combinations. Observing that some routes are 

symmetric, the symmetric routes reduce the complexity to three different 4-hop routes and one 6-

hop route. Additionally, there exists a possibility that a packet can be retransmitted, each 

retransmission adding two more GPs to the packet delivery time of the same route without 

retransmission.  

The probabilities of each individual route in Table 2 can be combined to create a 

distribution function of the first packet delivery time for this network. The probability 

distribution function is “P(first packet delivery time (Number of hops) | a packet is sent from 

source)”. Figure 21 compares the probability distribution function of packet delivery time from 

both analytical and simulation approaches, for pgsp equal to 0.1. The results are consistent and 

cross-validate each other. Moreover, the minimum transit time is also the majority of first packet 

delivery times in this case.  The first packet delivery time from both analytical and simulation 



 61 

approaches includes 4, 6, 8, and 10 GPs. The packet delivery time of the simulation and 

analytical results and in equation (7) from the graph theory analysis also cross-validate each 

other.  

 

Figure 21. Probability distribution function of first packet delivery time of 16-node-square-grid network 

with source in the middle, sink at the top right corner, and pgsp = 0.1. 

4.1.3 Network throughput  

The network throughput of WSNs employing GSP depends on factors such as data transfer rate 

of a sensor node, the total number of nodes, distance between source and sink, pgsp, etc. In GSP, 

after a node successfully sends a packet to the nodes nearby, it sleeps for a quiescent period and 

the node is therefore unavailable for a period of time, defined to be the blackout period. Any new 

data packets sent during the blackout period cannot reach the sink as the sleeping nodes cascade 

throughout the network.  Figure 22 shows an example of how blackout nodes spread out. 

The blackout period automatically limits the number of packets the source can send in a period 

of time, leading to an implicit rate limit of overall network throughput. Moreover, longer 
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quiescent periods increase blackout periods and decrease network throughput. However, the 

decrease in throughput is an implicit rate limit which can be useful against denial of service 

attacks such as energy depletion attack [24]. 

         
Source

Sink

      
Source

Sink

      
Source

Sink

 

         
Source

Sink

      
Source

Sink

     
Source

Sink

 

         
Source

Sink

      
Source

Sink

     
Source

Sink

 

Node with data to send

Awake node

Sleep node

Sink (always awake)
 

 Figure 22. Examples of blackout spreading with perfect capture effect and pgsp = 0. 
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Apart from the blackout period, the transmitting time, the active time until all packets leave the 

network, has an effect on network throughput. Longer transmit time reduces the network 

throughput because it increases GP and the blackout period. The analysis uses a simulation to 

find an average transmit time, the time it takes to eliminate all duplicate packets. The simulation 

was run according to the following steps:  

1. Source node sends 200 packets for each run. 

2. For each packet send, the simulation runs until the last packet exits the network. 

3. The simulation computes an average transmit time for each run. 

4. The simulation repeats 40 times to find the average transmit time at 90% C.I. 

Figure 23 shows an average transmit time. Average transmit time varies according to pgsp. 

Additionally, on average it is about twice as much (40 GPs) the minimum transit time (20 GPs in 

this case). 

 

Figure 23. Average transmit time. 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
10

20

30

40

50

60

70

80

90

100

Pgsp

A
v
e
ra

g
e
 t

im
e
 u

n
ti
l 
a
ll 

p
a
c
k
e
ts

 l
e
a
v
e
 n

e
tw

o
rk

 (
G

P
s
)

900-node-square-grid network



 64 

4.1.4 Data exposure 

Gossiping belongs to the flooding family among WSN routing protocols. Consequently, each 

data packet traverses across the network, reaching almost every node in the network and causing 

high data exposure. High data exposure increases the flexibility of placing a sink node in a 

network. However, high data exposure also makes WSNs more susceptible to eavesdropping 

since an intruder has higher chance of intercepting a packet from any node. 

One parameter indicating data exposure is data penetration defined as the percentage of 

packets received at each individual node given that a packet is sent from the source. Data 

penetration depends on factors such as pgsp, node density, and physical topology of WSNs. The 

analysis uses a simulation to find data penetration. The simulation was run according to the 

following steps:  

1. Source node, located at coordinate (5,5) in a 121-node-square-grid WSN, sends 

200 packets for each run. 

2. For each packet send, the simulation runs until the last packet exits the network. 

3. The simulation computes data penetration at each individual node for each run. 

4. The simulation repeats 40 times to find data penetration at 90% C.I. 

 

Figure 24 illustrates data penetration of nodes in a WSN employing MACGSP6 when the 

source node is located in the middle of a 121-node-square-grid WSN. Figure 24 (a) shows that a 

large value of pgsp, e.g., pgsp = 0.7, results in lower penetration to the distance nodes. Smaller 

values of pgsp result in a higher data penetration as more nodes are awake. Figure 24 (b) shows 

that the penetration spreads evenly regardless of the distance to the source, with the exception of 

nodes at the four corners which have node degrees of 2. If pgsp is equal to zero, data penetration 
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becomes 100% for every node in the network because every node is always awake receiving all 

packets sent from the source. 

   

              (a)   pgsp = 0.7          (b)     pgsp = 0.3 

 

Figure 24. Data penetration of nodes in WSNs employing MACGSP6 when the source node is located in 

the middle of a 121- node-square-grid WSN. 
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this study investigates further by shifting the locations of the source and the sink to the middle of 

the square grid WSN to increase the node degree of the source. Keeping the same distance 

between source and sink, simulations were conducted with the source at coordinate (2,2) and the 

sink at (6,6) as shown in Figure 25. 
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Figure 25. 100-node-square-grid network with the source at (2,2) and sink at (6,6). 

 

Figure 26, Figure 27, and Figure 28 illustrate the results compared with those of the sink 

in the corner. The packet reception probability increases without overlapping of the confident 

intervals for the middle range of pgsp. However, while the average number of routes and disjoint 

ratio increased, the differences are not significant at the 90% confidence level.  
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Figure 26. The packet reception probability of 100-node-square-grid network with alternative locations of 

source and sink. 

  

 
Figure 27 The average number of successful delivery paths of 100-node-square-grid network with 

alternative locations of source and sink. 
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 Figure 28. The disjoint ratio of 100-node-square-grid network with alternative locations of source and sink. 
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the successful routing paths. Figure 29 shows the node acquisition of successful routing paths. 
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paths between the source and the sink. Figure 25 illustrated possible shortest routing paths inside 
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Figure 29. The node acquisition of successful routing paths. 

 

A different distance between source and sink nodes result in different packet reception 

probability of the network [25]. To study the interaction between packet reception probability 

and distances, a 900-node-square-grid network was simulated with a source at (10,10) and the 

sink for each case at 10,12,14,16,18, and 20 hops apart with the following coordinates: (15,15), 

(16,16), (17,17), (18,18), (19,19), and (20,20) respectively, as depicted in Figure 30. 
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Figure 30. 900-node-square grid topology. 

 

Figure 31 illustrates the packet reception probability of the sink as a function of distances 

between the source and the sink of 900-node-square-grid network. Intuitively, packet reception 

probability of the network of the closer distance between the source and the sink can be higher 

than that of the longer distance. However, the results show that closer distance has little impact 

to packet reception probability when using MACGSP version 6. 
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Figure 31. Packet reception probability of the sink as a function of distances between the source and the 

sink. 

 

The impact of the sink location was studies by simulating the 900-node-square-grid WSN 

with the sink near network edge at coordinate (28,10). Figure 32 shows packet reception 

probability of the sink between the location in the middle and near edge. The result shows that 

the difference between the probability of reception of the network with sink near edge and the 

network with sink in the middle is not statistically significant at the 90% level. 
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Figure 32. Packet reception probability of the sink compared between the location in the middle and near 

edge. 
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source node. Similarly, the source sends two hundred packets for each simulation run. The 

simulation repeats for 40 runs to find the performance metrics and 90 percent confidence 

intervals. The analysis considers the intrinsic security of a WSN employing MRDPs with three 

different types of security threats in WSNs including: integrity threats, availability threats, and 

confidentiality threats. The security threats and associated attack models used in this analysis are 

described in the following section. 

4.2.1 SECURITY THREATS AND ATTACK MODELS 

4.2.1.1 Integrity threats 

WSN applications often require wireless sensor nodes to be left unattended, allowing intruders a 

chance to capture and compromise sensor nodes [1, 14]. If intruders successfully compromise 

sensor nodes, WSNs then can be vulnerable to security attacks such as fault data injection and 

message modification attacks. However, the number of compromised nodes may vary depending 

on how strong of security techniques implemented in sensor nodes. This study assumes the 

number of compromised nodes is limited and the more compromised nodes, the more difficult 

and expensive it is for an intruder to achieve its goal. 

(a) Message modification attacks 

In message modification attacks, intruders capture and compromise sensor nodes such that 

intruders can change the content of original message unnoticeable by any other nodes including 

the sink node. More specifically, these compromised nodes always transmit a modified packet 

whenever they receive a packet regardless of type or content of the packets. In WSNs with 
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multiple attacking nodes, the study assumes the worst case scenario where all attacking nodes 

send the same modified message as to deceive a WSN using majority voting. 

Attack model in this study 

 Intruders capture and compromise nodes allowing them to modify the received message 

and forward it to its neighbors. 

 If the compromised node received a packet it always retransmits a modified packet 

(b) Fault data injection attacks 

In fault data injection attacks intruders capture and compromise sensor nodes which are used to 

send a fault-data packet resembling a legitimate packet. Intruders try to trick the sink into 

accepting a fault-data packet by injecting the fault-data packet into the network for every packet 

sent from a legitimate source. Assuming a worst case scenario, these compromised nodes always 

transmit the same fault-data packet regardless of type or contents of the packets originated from 

the source.  

Attack model in this study 

 Intruders capture and compromise nodes allowing them to send any message at will. 

 Intruders use the compromised node to inject one fault-data packet into the network for 

every message sent from the source. 

 If the compromised node receives a packet it always retransmits a fault-data packet. 

4.2.1.2 Availability threats 

Apart from integrity, an adversary can target WSN service availability such that WSNs cannot 

function properly. As an example, intruders can disable wireless communication of an individual 

or a group of sensor nodes by launching jamming attacks without having to capture any sensor 
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nodes. Moreover, if intruders successfully capture a sensor node, intruders can also launch 

packet flooding attacks, wasting network resources such as bandwidth and energy.   

(a) Jamming attacks 

A jamming attack is one type of DoS attack targeting on service availability. Jamming attacks 

performed at the physical layer by using a stronger signal to interfere the wireless signal used to 

communicate among sensor nodes. Thus, the target nodes cannot receive data from their 

neighbors due to stronger signal broadcasting from jammer source. 

Attack model in this study 

 Intruder approach the target node and broadcast a stronger signal. 

 For a single attack only one targeted node cannot receive nor forward any packets sent 

from its neighbors. 

 For multiple attacks, the analysis assumes an intruder launches a single attack on multiple 

locations with every location is equally likely to be attacked excluding the source and the 

sink. 

(b) Packet flooding attacks 

One possible method for an intruder to reduce service availability of WSNs is by taking over as 

much network resources as possible. If a sensor node is compromised, an intruder can use this 

sensor node to repeatedly inject bogus packets into the network, wasting the network resources 

(bandwidth and energy).  

Attack model in this study 

 Intruders capture nodes allowing them to send any messages at will. 

 Intruders use the compromised node to repeatedly inject a packet into a network. 
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 The analysis assumes every location is equally likely to be attacked excluding the source 

and the sink. 

4.2.1.3 Confidentiality threats 

Confidentiality is the opposite of data exposure. High data exposure results in higher risk of 

packets being intercepted or monitored. If intruders are within the wireless range, they can 

launch eavesdropping attacks by monitoring the content sent along wireless sensor networks.  

(a) Eavesdropping attacks 

When node transmit packets in clear text intruders can launch a passive eavesdropping attack by 

capturing packets and read the content of the packet directly. This study assumes an 

eavesdropper can monitor transmitted data from any location in the network.  

Attack model in this study 

 Intruders approach an intermediate node allowing them to capture a packet from that 

particular node. Intruders capture a packet and read the content of the packet. 

4.2.2 Message modification attacks 

In message modification attacks, an intruder captures and compromises an intermediate wireless 

sensor node in a WSN and gains control over it. The intruder then uses the compromised node to 

attack a WSN by modifying every packet received and forwarding it to neighbors. Employing 

MRDPs allows the sink to detect anomalous received packets by comparing the multiple copies 

received via different paths. If the sink receives different contents among multiple copies of the 

same original packet, the sink assumes an anomaly occurred and discards all copies of the 
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packets received. Since the routing paths are random, the intruder has less chance of knowing the 

exact routing paths to the sink.  Simulations were run according to the following steps:  

1. A compromised node is randomly selected. The compromised node turns every 

packet received into a modified packet and forwards it to its neighbors.  

2. The source node sends 200 packets. 

3. For each packet send, the simulation runs until the last packet exits the network. 

4. The simulation repeats this process 40 times to find performance metrics at 90% 

C.I. 

The simulation computes the following performance metrics: 

(a) Since the sink discards packets whenever it detects anomaly, the performance 

metrics includes packet discard rate.  

(b) Because of packet discarding, the probability of the sink accepting packets for a 

WSN changes, i.e., the effective packet reception probability during the attack. 

The simulation computes the probability of the sink accepting packets as the 

number of packets accepted divided by the total number of packets received at the 

sink.  

(c) As packets accepted by the sink include both legitimate and modified packets, the 

performance metrics also include the probability of the sink accepting modified 

packets as another performance metric defined by the number of modified packet 

accepted by the total number of packet received at the sink.  

(d) Finally, the simulations compute the legitimate packet acceptance rate of the sink 

as one of the performance metrics. 
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Figure 33 (a) shows the legitimate packet acceptance rate of a WSN with a single sink 

under a message modification attack for a 100-node-squre-grid WSN with all nodes are equally 

likely to be compromised. In the case of one attacking node, the legitimate packet acceptance 

rate is very close to 100%. Figure 33 (b) illustrates the legitimate packet acceptance rate for a 

900-node-square-grid WSN with a single sink in which the protocol responds in the same 

manner as the 100-node-squre-grid WSN. 

 

  

    (a) A 100-node-squre-grid WSN              (b) A 900-node-squre-grid WSN 

Figure 33. Legitimate packet acceptance rate of WSNs under a message modification attack. 

 

The packet discard rate of a WSN with 900 nodes under a message modification attack is 
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Figure 34. Packet discard rate of a 900-node-square-grid WSN under a message modification attack. 

 

Figure 35 compares between the probability of the sink accepting packets in a WSN 

under the attack and that of a WSN without the attack. No difference is seen at the 90% 

confidence level. 

  

Figure 35. Probability of the sink accepting packets in a 900-node-square-grid WSN under a message 

modification attack. 
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Figure 36 shows the probability of the sink accepting modified packets in a WSN with 

900 nodes under a message modification attack which is very close to zero. 

 

 

Figure 36. Probability of the sink accepting modified packets in a 900-node-square-grid WSN under a 

message modification attack. 
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Figure 37. Legitimate packet acceptance rate of a 900-node-square-grid WSN under a message 

modification attack compared with 1%, 10% and 20% compromised nodes. 
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Figure 38. Packet discard rate of a 900-node-square-grid WSN under a message modification attack 

compared with 1%, 10% and 20% compromised nodes. 

Figure 39 shows the probability of the sink accepting packets which responds in the same 

manner corresponding to the packet discard rate. Figure 40 confirms the explanation as the 

probability of the sink accepting packets increases more than 50% for the case of 20% 

compromised nodes. 

 

Figure 39. Probability of the sink accepting packets in a 900-node-square-grid WSN under a message 

modification attack compared with 1%, 10% and 20% compromised nodes. 
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Figure 40. Probability of the sink accepting modified packets in a 900-node-square-grid WSN under a 

message modification attack compared with 1%, 10% and 20% compromised nodes. 
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sink, the attacking node becomes one of the sink’s neighbors. Since every route to the sink 

contains at least one of the sink’s neighbors, the chance of the attacking node becoming a part of 

the route increases. Figure 41 (b) shows the legitimate packet acceptance rate when attacker is 

closer to the source. Likewise, the results show that the attacker locations have little impact to 

the legitimate packet acceptance rate except for the case of an attacker next to the source. 

 

 

      (a) an attacker close to the sink       (b) an attacker close to the source 

Figure 41. Legitimate packet acceptance rate of a 900-node-square-grid WSN under a message 

modification attack as a function of attacker location. 

 

Figure 42 shows the packet discard rate when (a) an attacker is closer to the sink and (b) 
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     (a) an attacker close to the sink        (b) an attacker close to the source 

Figure 42. Packet discard rate of a 900-node-square-grid WSN under a message modification attack as a 

function of attacker location. 

 

Figure 43 illustrates the probability of the sink accepting packets when (a) an attacker is 

closer to the sink and (b) an attacker is closer to the source. The results show that attackers closer 

to the sink are more effective at message modification attacks as the probability of the sink 

accepting packets decreases. 

 

 

    (a) An attacker close to the sink      (b) An attacker close to the source 

Figure 43. Probability of the sink accepting packets in a 900-node-square-grid WSN under a message 

modification attack as a function of attacker location. 
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Figure 44 depicts probability of the sink accepting a modified packet when (a) an attacker 

is close to the sink and (b) an attacker is close to the source. The probability of the sink accepting 

a modified packet increases when the attacker is next to the sink or the attacker is next to the 

source. In summary, during a message modification attack all security performance metrics of a 

WSN with an attacker near the sink are worse than they are with an attacker near the source. 

 

 

     (a) an attacker close to the sink        (b) an attacker close to the source 

Figure 44. Probability of the sink accepting modified packets in a 900-node-square-grid WSN under a 

message modification attack as a function of attacker location. 
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packets, and probability of the sink accepting fault-data packets. Simulations were run according 

to the following steps: 

1. A compromised node is randomly selected. The compromised node turns every 

packet received into a fault-data packet and forwards it to its neighbors.  

2. The Source node sends 200 packets 

3. For each packet send, the simulation runs until the last packet exits the network. 

4. The simulation repeats this process 40 times to compute security performance 

metrics at 90% C.I. 

 

Figure 45 (a) shows the legitimate packet acceptance rate of a 100-node-squre-grid WSN 

under a fault data injection attack when all nodes are equally likely to be compromised. Unlike 

the legitimate packet acceptance rate in the case of a message modification attack, the legitimate 

packet acceptance rate in this case decreases to be less than 90%. Figure 45 (b) illustrates the 

legitimate packet acceptance rate of a 900-node-square-grid WSN dropping greater than that of 

the 100-node-squre-grid network.  

 

    (a) A 100-node-square-grid WSN         (b) A 900-node-square-grid WSN   

Figure 45. Legitimate packet acceptance rate of WSNs under a fault data injection attack. 
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Figure 46 illustrates packet discard rate of a 900-node-square-grid WSN under a fault 

data injection attack. The packet discard rate increases to be in between 10% to 60% (depending 

on pgsp). 

 

Figure 46. Packet discard rate of a 900-node-square-grid WSN under a fault data injection attack. 

 

Figure 47 shows the probability of the sink accepting packets in a 900-node-square-grid 

WSN under a fault data injection attack. The probability of the sink accepting packets decreases 
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Figure 47. Probability of the sink accepting packets in a 900-node-square-grid WSN under a fault data 

injection attack. 
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Figure 48 depicts the probability of the sink accepting fault-data packets in a 900-node-

square-grid WSN under a fault data injection attack. The probability of the sink accepting fault-

data packets also increases to be about 0.1. 

 

 

Figure 48. Probability of the sink accepting fault-data packets in a 900-node-square-grid WSN under a 

fault data injection attack. 
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Figure 49. Packet discard rate of a 900-node-square-grid WSN under a fault data injection attack compared 

with 1%, 10% and 20% compromised nodes. 
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Figure 50. Probability of the sink accepting packets in a 900-node-square-grid WSN under a fault data 

injection attack compared with 1%, 10% and 20% compromised nodes. 

 

Figure 51 shows the probability of the sink accepting fault-data packets in a 900-node-

square-grid WSN under fault data injection attacks compared at a different number of attacking 

nodes. Increasing the number of attackers increases the probability of the sink accepting fault-

data packets because the modified packets from the attacking nodes overwhelm the sink node 

reducing the chance of legitimate packets to arrive at the sink.  

 

 

Figure 51. Probability of the sink accepting fault-data packets in a 900-node-square-grid WSN under a 

fault data injection attack compared with 1%, 10% and 20% compromised nodes. 
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Figure 52 depicts the legitimate packet acceptance rate of a 900-node-square-grid WSN 

under increased number of fault data injection attacking nodes. Similarly, more attacking nodes 

appear to reduce the legitimate packet acceptance rate because they increase the chance of fault 

packets arriving at the sink. However, with 1% attacking nodes (9 nodes) the legitimate packet 

acceptance rate decreases to almost zero for small value of pgsp. 

 

 

Figure 52. Legitimate packet acceptance rate of a 900-node-square-grid WSN under a fault data injection 

attack compared with 1%, 10% and 20% compromised nodes. 
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decreases greatly when an attacker closes to the sink especially for the case of one hop apart 
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three different distances but they are better than those of random distances. The attacking nodes 

close to the source have almost the same chance as the source to reach the sink. 

 

      (a) an attacker close to the sink         (b) an attacker close to the source   

Figure 53. Legitimate packet acceptance rate of a 900-node-square-grid WSN under a fault data injection 

attack as a function of attacker location. 

 

Figure 54 (a) illustrates packet discard rate of a 900-node-square-grid WSN under a fault 

data injection attack when an attacker is close the sink. Packet discard rate increases to almost 

100% when an attacker is next to the sink. Figure 53 (b) illustrates packet discard rate of 900-

node-square-grid WSNs under a fault data injection attack when an attacker is close the source 

which is not much affected from various distances. Figure 55 depicts probability of the sink 

accepting packets in a 900-node-square-grid WSN under a fault data injection attack when (a) an 

attacker is close the sink and (b) an attacker is close the source. The probability of the sink 

accepting packets decreases to near zero when the attacker is next to the sink but remains 

unaffected regardless of the distances to the source. 
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    (a) an attacker close to the sink      (b) an attacker close to the source 

Figure 54. Packet discard rate of a 900-node-square-grid WSN under a fault data injection attack as a 

function of attacker location. 

 

   

(a) An attacker close to the sink  (b) An attacker close to the source 

Figure 55. Probability of the sink accepting packets in a 900-node-square-grid WSN under a fault data 

injection attack as a function of attacker location. 
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as the attacker closer to the sink but remain unaffected regardless of the distances to the source. 

In summary, the security performance metrics indicates the fault data injection attack is more 

effective when an attacker is closer to the sink similar to message modification attacks. However, 

all security performance metrics of a 900-node-square-grid WSN under a fault data injection 

attack remain unaffected when an attacker closer to the source.  

 

  

(a) An attacker close to the sink  (b) An attacker close to the source 

Figure 56. Probability of the sink accepting fault-data packets in a 900-node-square-grid WSN under a 

fault data injection attack as a function of attacker location. 
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nodes to stop forwarding packets. Network behavior after a node failure depends on the 

protocols used to control the network. However, in networks employing MACGSP, a node 

failure results in a node that cannot receive or forward any packets. 

As MRDPs tend to provide fault tolelance to WSNs, if a node in a WSN fails either by 

nature or by DoS attacks such as jamming attacks, the network must be able to cope with this 

failure. The fault tolerance property of a WSN employing MRDPs when having a number of 

nodes fail (or die) was studied. The analysis uses simulation to randomly select the failed nodes 

for each packet sent. The analysis considers five different cases including the number of 

jamming attack causing nodes failed equal to 1%, 5%,10%, 20% of total nodes (equivalent to 1, 

5, 10, and 20 respectively for a WSN with 100 nodes). The simulation computes three 

performance metrics of a 100-node-square-grid WSN with a single sink at 90% C.I. including 

packet reception probability, average number of routes, and disjoint ratio. 

Figure 57 depicts packet reception probability of a 100-node-square-grid WSN under 

jamming attacks causing 5 nodes failed. Compared with the normal operation, the packet 

reception probability decreases a little bit with overlapping C.I. However, with 10 failed nodes, 

C.I.’s of packet reception probability are clearly separated for the middle range of pgsp. 



 97 

 

Figure 57. Packet reception probability of a 100-node-square-grid WSN under 5 and 10 jamming attacks. 

 

 Figure 58 illustrates packet reception probability of a 100-node-square-grid WSN under 

multiple jamming attacks (with 90% C.I. left off for a clear view). Increasing the number of 

jamming attacks decreases packet reception probability. 

 

 

Figure 58. Packet reception probability of a 100-node-square-grid WSN under multiple jamming attacks.  
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Figure 59 illustrates the average number of routes of a 100-node-square-grid WNS under 

multiple jamming attacks. Similarly, the average number of routes decreases as the number of 

attack increases.  

 

Figure 59. Average number of routes of a 100-node-square-grid WSN under multiple jamming attacks. 

 

 

Figure 60 illustrates disjoint ratio of a 100-node-square-grid WNS with multiple jamming 

attacks. The disjoint ratio also decreases in the same manner. According to the results, all three 

performance metrics decrease significantly with 10% or more of failed nodes caused by jamming 

attacks. 
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Figure 60. Disjoint ratio of a 100-node-square-grid WSN under multiple jamming attacks. 

 

The study increases the number of node in the network to 900 nodes and computes the 

packet reception probability. Figure 61 depicts the packet reception probability of a 900-square-

grid WSN with a single sink under multiple jamming attacks. The results resemble the results of 

the 100-square-grid WSN. 

 

Figure 61. Packet reception probability of a 900-node-square-grid network under multiple jamming attacks. 
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4.2.5 Packet flooding attacks 

Intruders use several methods to launch packet flooding attacks, one of DoS attacks. As an 

example, an intruder can simply use a rouge wireless sensor node to repeatedly inject a packet 

into the network in WNSs without authentication service. However, if WSNs have authentication 

service in sensor nodes, nodes can detect illegitimate packets and discard them. However, in 

some cases despite using authentication service, intruders can still compromise a sensor node if 

they capture sensor nodes and authentication service is weak. If an intruder successfully 

compromises a sensor node, the intruder can use the compromised node to launch a packet 

flooding attack. In this case, the other nodes do not know that the packet sent from the 

compromised node is in fact illegitimate. The nodes receiving the packet must then forward a 

packet wasting energy. 

Packet flooding attacks cause a great damage to WSNs without protection. Not only do 

the nodes waste energy, packet discard rate at the sink also increases due to the illegitimate and 

legitimate packets arrive at sink. As a result, WSNs encounter a DoS and energy depletion attack 

at the same time. The study uses simulations to find an average of energy usage per gossip period 

and the probability of the sink accepting packets causing by packets discarded at the sink when a 

compromised node is repeatedly injecting a fault packet into a network. The study finds energy 

usage per gossip period of WSNs starting from the source sends a packet until all packet exits the 

network. 

Figure 62 depicts energy usage per gossip period of a 100-node-squre-grid WSN 

compared between normal operation and when the network is under packet flooding attack. The 

results shows that when the network is under a packet flooding attack, energy usage per gossip 

period for pgsp less than 0.5 increases around 0.005 joules/GP or less than 5% of energy usage for 
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sending one packet. The energy usage per gossip period is less than 0.155 joules/GP in both 

cases.  

 

Figure 62. Energy usage per gossip period compared between normal operation and when a 100-sqare-grid 

network under packet flooding attack. 

 

Figure 63 illustrates the energy usage per gossip period of the 900-node-square-grid 

network. At larger network scale, the energy usage per gossip period of the network with and 

without the attacks is almost the same for pgsp less than 0.6. When pgsp greater than 0.6, the 

energy usage per gossip period of the network with the attacks is higher than that of the network 

without the attacks.  
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Figure 63. Energy usage per gossip period compared between normal operation and when a 900-square-

grid network under packet flooding attack. 

 

Figure 64 depicts probability of the sink accepting packets in a 900-node-square-grid 

network when under a packet flooding attack. When the network is under attacks, the probability 

of the sink accepting packets decreases significantly similar to the case of a fault data injection 

attack. Thus, if the attack persists, still WSNs cannot function properly. 

 

Figure 64. Probability of the sink accepting packets compared between normal operation and when 

network under packet flooding attack. 
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Despite energy usage per gossip period is bound to certain amount when network is under 

attacks, it is also possible that the total energy usage of the network with packet flooding attacks 

is higher than the network without packet flooding attacks especially when operating at low data 

rate. Typically, a WSN without attacks loses its energy at peak draining rate only when sending a 

packet. However, a WSN with packet flooding attacks may be constantly losing energy at peak 

draining rate shortening its network lifetime.  

Figure 65 illustrates the energy usage vs. time of a WSN with and without a packet 

flooding attack. The result shows that previous statement is not always true. In this case, the 

energy usage during the attacks is even slightly less than that without the attack. The possible 

reason is because while the attacking node is repeatedly injecting fault packets, the nodes 

received a packet also sleep more frequent (due to quiescent periods after transmitting) 

compensating the energy lost from forwarding a packet caused by the attack. Thus, quiescent 

period pay an important role for energy usage when WSNs under packet flooding attacks. 

 

Figure 65. Energy usage vs. time compared between normal operation and when network under packet 

flooding attack. 
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According to section 4.1.3, the average time it takes until all packets exit the network of 

this 900-sqaure-grid network is about 40 GPs. From Figure 65, the slope looks consistent even 

after all packets leave the network meaning that the network draining rate is always constant 

whether or not the network has nodes sending data. Consequently, WSNs employing MACGSP 

version 6 is robust against energy depletion threats caused by packet flooding attacks. 

Nevertheless, if the attack is persistent, nodes sleep more frequent and the blackouts also occur 

more frequent reducing the chance of any new arrivals of legitimate packets reaching the sink. 

With packet flooding attack, WSNs experience DoS threats rather than energy depletion threats. 

4.2.6 Eavesdropping attacks 

Wireless sensor nodes have a short range transmission. Intruders must be close to either a source 

node or a wireless sensor node carrying data in order to launch eavesdropping attack. However, a 

WSN consists of a large number of wireless sensor nodes covering large area allowing 

eavesdroppers to monitor the packets from any places along packet routing paths. Thus, routing 

paths play an important role to eavesdropping attack.  

A WSN employing MRDPs uses gossiping to forward data to the sink. Consequently, 

data spreads out almost the entire network enabling an intruder to monitor traffic from almost 

every location in the network. How much information an eavesdropper receives depends on how 

much data a WSN exposes at eavesdropper locations. In chapter six, data penetration of a WSN 

employing MRDPs depends on pgsp. Larger pgsp results in less penetration at the distance nodes. 

Smaller pgsp results in an almost constant data penetration on the entire WSN. However, data 

penetration does not tell exactly how much a WSN exposes data when an intruder monitors the 

network. The study uses data exposure ratio as a parameter to indicate data exposure of each 
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individual node location derived from the number of times an intruder receives a packet at one 

particular location by the total number of times the source sends a packet. This parameter tells us 

the chance that an intruder can intercept a packet of each node location. Alternatively, given that 

a sink is placed at one particular location data exposure ratio is similar to a packet reception 

probability of the sink at that location.  

The analysis uses simulations to find data exposure ratio of every node location in a 100-

node-square-grid WSN shown in Figure 12 (with the source node placed at coordinate 0,0 and 

the sink placed at coordinate 4,4). Figure 66 (a) shows data exposure ratio of each individual 

nodes in a WSN with pgsp = 0.3 when a packet sending from the source. In this case the data 

exposure ratio is almost 1 for every node location in the network.  

Figure 66 (b) depicts data exposure ratio of each individual nodes in a WSN with pgsp = 

0.9 when a packet sending from the source. The result show that data exposure ratio decreases 

over the distance from the source. Consequently, as pgsp gets larger, data exposure ratio gradually 

decreases over the distance from the source. The result confirms that when pgsp is not too large a 

WSN employing MRDPs in this example has a flooding like property in which the packet 

reception probability spreads evenly on every node location in the network. Therefore, WSNs 

employing MRDPs requires additional mechanisms to provide confidentiality service especially 

when WSNs’ applications are sensitive to information leakage. 
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                    (a) pgsp = 0.3     (b) pgsp = 0.9 

Figure 66. Data exposure ratio of each node to a packet sent from the source node. 

 

4.2.7 Security and energy trade off 

One of the most important constrains of WSNs includes energy usage. However, building 

security requires additional energy usage [58, 78]. In general, stronger security mechanism 

requires more energy usage [58]. The first question is how much energy is available for building 

security. What would happen if the available energy is not enough to build a strong security 

mechanism? In some cases security cannot be trade off because if security fails the application 

may not be working properly. Security requirements depend on the applications of WSNs. 

Different applications require different security requirements. Next chapter discusses about 

additional mechanisms to improve security in WSNs employing MRDPs by considering 

techniques with minimum amount of additional energy requirements.  



 107 

4.2.8 Conclusion 

According to section 4.1, a WSN employing MACGSP with a single sink has an average number 

of duplicates received at sink between 2-3 packets depending on pgsp. MRDPs help a WSN with a 

single sink helps reduce the chance of intruders successfully modifying a message or injecting 

fault data. The average number of delivery paths and disjoint ratio play an important role against 

this attack. A higher disjoint ratio indicates a higher chance of packet being delivered without 

passing through a common compromised node. However, in a WSN employing MACGSP 

version 6 for pgsp less than 0.4, increasing pgsp decreases disjoint ratio but increases the average 

number of successful delivery paths compensating the reduction of disjoint ratio. Thus, the 

variation of pgsp does not have an effect on the security performance metrics when a WSN is 

under message modification and fault data inject attacks as the security performance metrics are 

not statistically different over the different value of pgsp in that range. However, as the number of 

attacking nodes increases e.g. at 20%, increasing pgsp decreases the legitimate packet acceptance 

rate in accordance with the disjoint ratio. MRDPs also help protect against jamming attacks as 

the differences are not significant at 90% confidence level between packet reception probability 

of a WSN during normal operation and a WSN with 10% nodes under jamming attacks when pgsp 

is less than 0.4. 
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5.0  RESULTS FOR WSNS EMPLOYING MRDPS WITH MULTIPLE SINKS 

5.1 MULTIPLE SINKS 

Chapter 4 showed that employing multiple random paths in a network with a single sink helps 

reduce the chance of intruders successfully modifying a message or injecting fault data. 

However, the sink does not always detect malicious packets. Additionally, the results from 

chapter 4 showed that the probability of the sink accepting packets greatly decreases due to the 

increasing of packet discard rate leading to a denial of service attack exploited by adversaries. 

This chapter studies security performance of WSNs employing multiple sinks. Adding more 

sinks may increase packet reception probability in both a normal operation and a situation when 

a WSN is under attacks provided that every sink must be connected such that all data can be 

collected and analyzed at the main sink.  

In chapter 4, WSNs with one sink have an average number of multiple delivery paths of 

2.8 routes (for pgsp = 0.4) which cause multiple copies of a packet to arrive at the sink, which the 

sink uses to detect anomalies. Upon detecting an anomaly the sink discards the packets, however 

this reduces the overall packet reception probability of the sink. Adding more sinks to the 

network increases the total number of packets received at sinks making sink voting possible 

assuming that all sinks are connected. A simple majority voting system is implemented and 
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studied. The sink accepts the most received packets as a legitimate packet and denies the least 

received packets. However, if the voting results are tie, the sink rejects all packets.  

Sink voting may reduce the packet discard rate and improve the overall probability of the 

sink accepting packets. However, the false positives may still exist, as the voting results are not 

always correct. Additionally, packet discarding still occurs if the voting result is tie between two 

different packets received. Security performance of WSNs with multiple sinks was studied using 

four classes of metrics: legitimate packet acceptance rate, packet discard rate, probability of the 

sink accepting packets, and probability of the sink accepting modified packets. This study 

assumes the additional sinks send all received packets to the main sink via back channels and the 

decision is made at the main sink. 

Adding more sinks does not increase energy usage on each sensor node, when MACGSP 

is used, because the node operations of sensor nodes remain the same. However, adding more 

sinks requires connections among the sinks in order to do sink voting. If those connections are 

implemented in band or using sensor nodes to deliver information between sinks, then one must 

consider additional energy usage. However, in this study the connections between multiple sinks 

made via backhaul links, thus, sensor nodes use the same amount of energy as those in WSNs 

with a single sink.  

5.1.1 Packet reception probability for a WSN with three sinks 

To test the security performance of WSNs with multiple sinks, the study adds two more sinks 

into the network. The study uses simulations on a 900-node-square-grid WSN to find 

performance metrics. As shown in Figure 67, the first study places two additional sinks at 

location 1 with coordinates (10,20) and (20,10). The source node and the main sink (Sink 1) 
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remain at coordinate (10,10) at coordinate (20,20) respectively similar to the chapter 4. The 

source sends two hundred packets for each simulation run and the simulation repeats for 40 

rounds to find performance metrics and 90 percent confident interval. 

 

 

Figure 67. A 900-node-square-grid WSN with three sinks. 

 

Figure 68 shows the packet reception probability of WSNs with three sinks. Packet 
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larger values of pgsp packet reception probability of WSNs with three sinks appears to increase 

slightly but overlapping confident intervals make the result unclear. 

  

Figure 68. Packet reception probability of a 900-node-square-grid WSN compared between a network with 

one sink and three sinks. 

5.1.1.1 Packet reception probability at various sink locations 
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reception probabilities of the WSN with 3 sinks far apart and 3 sinks close together. The results 

from both cases overlap and appear almost identical.  

 

 

Figure 69. Packet reception probability of a 900-node-square-grid WSN with three sinks compared 

between sinks far apart and sinks close together. 
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must have the same packet reception probability. Consequently, one can expect similar packet 

reception probability of the network with three sinks for the other different sink locations except 

for the case of sinks on the edge of the network where they have fewer node degrees. 
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5.1.2 Integrity threats 

5.1.2.1 Message modification attacks 

Figure 70 compares legitimate packet acceptance rate of a 900-node-square-grid WSN with one 

sink and three sinks under a message modification attack. Employing three sinks increases the 

legitimate packet acceptance rate from 98% to 100% for pgsp less than 0.8. Although the 

confidence intervals overlap the increase is probably still significant because 100% is the upper 

bound. 

  

Figure 70. Legitimate packet acceptance rate of a 900-node-square-grid WSN under a message 

modification attack compared between a network with one sink and three sinks. 

 

Figure 71 depicts packet discard rate of a 900-node-square-grid WSN with one sink and 
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Figure 71. Packet discard rate of a 900-node-square-grid WSN under a message modification attack 

compared between a network with one sink and three sinks. 

 

Figure 72 compares the probability of Sink1 accepting packets in a 900-node-square-grid 

WSN with one sink and three sinks under a message modification attack. Probability of Sink1 

accepting packets increases to be almost the same as the packet reception probability during 

normal (no attack) operation.  

 

Figure 72. Probability of Sink1 accepting packets in a 900-node-square-grid WSN under a message 

modification attack compared between a network with one sink and three sinks. 
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Figure 73 shows the probability of Sink1 accepting modified packets in a 900-node-

square-grid WSN with one sink and three sinks under a message modification attack. The 

probability of Sink1 accepting modified packets becomes close to zero. 

 

 

Figure 73. Probability of Sink1 accepting modified packets in a 900-node-square-grid WSNs under a 

message modification attack compared between a network with one sink and three sinks. 

5.1.2.2 Impact of attacker location on attack effectiveness 

Chapter 4 shows that the locations message modification attacker next to the sink cause the most 

damage to WSNs with one sink among other locations. Although the legitimate packet 

acceptance rate is still above 95%, the packet discard rate increases considerably reducing the 

probability of the sink accepting packets of WSNs with a single sink. WSNs with three sinks 

increase performance to almost the same performances as the network without the attack. Figure 

74 (a) illustrates legitimate packet acceptance rate of a 900-node-square-grid WSN with a single 

sink under a message modification attack at different attacker locations from the sink and (b) 

illustrates legitimate packet acceptance rate of a 900-node-square-grid WSN with three sinks. 
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Employing three sinks increases legitimate packet acceptance rate even when an attacker is next 

to Sink1. 

 

   

(a) WSNs with a single sink       (b) WSNs with three sinks 

Figure 74. Legitimate packet acceptance rate of 900-node-square-grid WSNs under a message 

modification attack as a function of attacker locations from Sink1. 

 

Figure 75 (a) compares the packet discard rate of a 900-node-square-grid WSN with a 

single sink and (b) illustrates packet discard rate of a WSN with three sinks under a message 

modification attack as a function of attacker distances to Sink1. WSNs with three sinks reduce 

discarding rate to be close to zero and even when an attacker is next to Sink1. 
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      (a) WSNs with a single sink          (b) WSNs with three sinks 

Figure 75. Packet discard rate of 900-node-square-grid WSNs under a message modification attack as a 

function of attacker locations from Sink1. 

 

Figure 76 (a) shows the probability of the sink accepting packets in a 900-node-square-

grid WSN with a single sink and (b) illustrates probability of Sink1 accepting packets in a packet 

in a WSN with three sinks under a message modification attack as a function of attacker 

locations from Sink1. Also, probability of Sink1 accepting packets in a WSN with three sinks 

increases to be the same as a WSN without the attack corresponding to the zero value of packet 

discard rate previously shown. 
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(a) WSNs with a single sink         (b) WSNs with three sinks 

Figure 76. Probability of Sink1 accepting packets of 900-node-square-grid WSNs under a message 

modification attack as a function of attacker locations from Sink1. 

 

Figure 77 (a) illustrates the probability of Sink1 accepting modified packets in a 900-

node-square-grid WSN with a single sink and (b) illustrates probability of Sink1 accepting 

modified packets in a WSN with three sinks under a message modification attack as a function of 

attacker location from Sink1. The probability of Sink1 accepting packets in a WSN with three 

sinks decreases to nearly zero. 
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            (a) WSNs with a single sink           (b) WSNs with three sinks 

Figure 77. Probability of Sink1 accepting modified packets of 900-node-square-grid WSNs under a 

message modification attack as a function of attacker locations from Sink1. 

 

5.1.2.3 Increasing the number of nodes generating message modification attacks 

To study the effect of multiple attackers simulations were conducted of networks where1%, 10% 

and 20% of the nodes were attacking. Figure 78 shows the legitimate packet acceptance rate of a 

900-node-square-grid WSN under multiple message modification attacks. The legitimate packet 

acceptance rate decreases significantly as the number of attacking nodes increase. More 

attacking nodes increase the number of modified messages in the network and the chance of 

modified messages arriving at Sink1 as well as increasing the intruders’ chances of success. 

However, at 1% of attacking node the legitimate packet acceptance rate of WSNs with three 

sinks is close to 100%. 
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Figure 78. Legitimate packet acceptance rate of 900-node-square-grid WSNs under multiple message 

modification attacks compared between network with one sink and three sinks. 

 

Figure 79 shows the packet discard rate for WSNs with three sinks. The packet discard 

rate is reduced to be less than 20% for all three cases. In the case of 1% compromised nodes the 

packet discard rate is nearly zero, the same as the single compromised node case. 

 

  

Figure 79. Packet discard rate of 900-node-square-grid WSNs under multiple message modification attacks 

compared between network with one sink and three sinks. 
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Figure 80 compares the probability of Sink1 accepting packets under a message 

modification attack for 900-node-square-grid network in networks with one sink and three sinks. 

Employing three sinks increases the probability of Sink1 accepting packets when the network is 

under message modification attack. 

  

Figure 80. Probability of Sink1 accepting packets of 900-node-square-grid WSNs under multiple message 

modification attacks compared between network with one sink and three sinks. 
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packets) than the network with one sink due to the voting mechanism. The only circumstance 

that it must reject a packet is when the voting result is a tie, while the network with one sink 

always rejects a packet if it receives both legitimate and illegitimate packets.  

  

Figure 81. Probability of Sink1 accepting modified packets of 900-node-square-grid WSNs under multiple 

message modification attacks compared between network with one sink and three sinks. 
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Figure 82. Legitimate packet acceptance rate of 900-node-square-grid WSNs under a fault data injection 

attack compared between network with one sink and three sinks. 

 

Figure 83 compares the packet discard rate of a 900-node-square-grid network under a 

fault data injection attack in WSNs with one sink and three sinks. The packet discard rate of the 

network with three sinks decreases to be less than 5% for pgsp less than 0.8. 

.  

Figure 83. Packet discard rate of 900-node-square-grid WSNs under a fault data injection attack compared 

between network with one sink and three sinks. 
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Figure 84 compares the probability of Sink1 accepting packets in a 900-node-square-grid 

network under a fault data injection attack in WSNs with one sink and three sinks. The 

probability of Sink1 accepting packets of the network with three sinks increases significantly 

also corresponding to the decreasing of packet discard rate. 

 

 

Figure 84. Probability of Sink1 accepting packets of 900-node-square-grid WSNs under a fault data 

injection attack compared between network with one sink and three sinks. 

 

Figure 85 compares the probability of Sink1 accepting modified packets in a 900-node-

square-grid network under a fault data injection attack in WSNs with one sink and three sinks. 
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Figure 85. Probability of Sink1 accepting fault-data packets of 900-node-square-grid WSNs under a fault 

data injection attack compared between network with one sink and three sinks. 

5.1.3.1 Impact of attacker location on attack effectiveness 
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         (a) WSNs with a single sink           (b) WSNs with three sinks 

Figure 86. Legitimate packet acceptance rate of 900-node-square-grid WSNs under a fault data injection 

attack as a function of attacker locations from Sink1. 

 

Figure 87 (a) and (b) illustrate the packet discard rate of a 900-node-square-grid WSN 

with one sink and three sinks respectively under a fault data injection attack as a function of 

attacker locations from Sink1. At smaller values of pgsp, the location of an attacker has little 

effect on the packet discard rate, however at higher pgsp it does have an effect. In WSNs using 

three sinks the packet discard rate is about the same for all the distances from Sink1.  
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      (a) WSNs with a single sink         (b) WSNs with three sinks 

Figure 87. Packet discard rate of 900-node-square-grid WSNs under a fault data injection attack as a 

function of attacker locations from Sink1. 

 

Figure 88 (a) illustrates the probability of the sink accepting packets in a 900-node-

square-grid WSN with one sink under a fault data injection attack as a function of attacker 

locations from the sink. Figure 88  (b) illustrates the probability of Sink1 accepting packets in a 

900-node-square-grid WSN with three sinks under a fault data injection attack as a function of 

attacker locations from Sink1. The probability of Sink1 accepting packets in a WSN with three 

sinks does not change with the distance of an attacker while that of a WSN with one sink vary 

considerably when pgsp greater than 0.5. 
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       (a) WSNs with a single sink          (b) WSNs with three sinks 

Figure 88. Probability of Sink1 accepting packets of 900-node-square-grid WSNs under a fault data 

injection attack as a function of attacker locations from Sink1. 

 

Figure 89 (a) shows the probability of the sink accepting fault-data packets in a 900-

node-square-grid WSN with one sink under a fault data injection attack as a function of attacker 

locations from the sink. Figure 89 (b) shows the probability of Sink1 accepting fault-data packets 

in a 900-node-square-grid WSN with three sink under a fault data injection attack as a function 

of attacker locations from Sink1. The probability of the sink accepting fault-data packets in a 

WSN with a single sink increases greater when the attacker is closer to the sink. Figure 89 (b) 

shows that in WSNs employing three sinks the probability of Sink1 accepting fault-data packets 

reduces significantly and so does the effect of the distance of the attacker. 
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     (a) WSNs with a single sink           (b) WSNs with three sinks 

Figure 89. Probability of Sink1 accepting fault-data packets of 900-node-square-grid WSNs under a fault 

data injection attack as a function of attacker locations from Sink1. 

5.1.3.2 Increasing number of nodes generating a fault data injection attacks 

To study the effect of multiple attackers simulations were conducted of networks where1%, 10% 

and 20% of the nodes were attacking. Figure 90 depicts packet discard rate of a 900-node-

square-grid WSN under fault data injection attacks as a function of number of attacks. As the 

number of attacking nodes increases to the point that fault packets outnumber the legitimate 

packets, the packet discard rate starts to decrease as Sink1 receives only fault packets and accepts 

them as legitimate, increasing the false positive rate. Employing three sinks also decreases the 

packet discard rate to be less than 20%, 10%, and 5% for the case of 20%, 10%, and 1% 

attacking nodes respectively.  
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Figure 90. Packet discard rate of 900-node-square-grid WSNs under fault data injection attacks compared 

between network with one sink and three sinks. 

 

Figure 91 shows the probability of Sink1 accepting packets in a 900-node-square-grid 

WSN under fault data injection attacks as a function of number of attacks. The probability of 

Sink1 accepting packets of WSNs employing three sinks also increases, corresponding to the 

packet discard rate.  

  

Figure 91. Probability of Sink1 accepting packets of 900-node-square-grid WSNs under fault data injection 

attacks compared between network with one sink and three sinks. 
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Figure 92 illustrates the probability of Sink1 accepting fault-data packets in a 900-node-

square-grid WSN under fault data injection attacks as a function of the number of attackers. The 

probability of sink1 accepting fault-data packets increases to almost equal to one when the 

number of attacker increase to 20%. Increasing the number of attacking nodes increases the 

probability of sink1 accepting fault-data packets.  

 

  

Figure 92. Probability of Sink1 accepting fault-data packets of 900-node-square-grid WSNs under fault 

data injection attacks compared between network with one sink and three sinks. 

 

Figure 93 depicts the legitimate packet acceptance rate of 900-node-square-grid WSNs 

under fault data injection attacks for 900-node-square-grid network as a function of number of 

attackers. In WSNs with one sink, increasing the number of attacking nodes decreases the 

legitimate packet acceptance rate. Increased numbers of attacking nodes increase the chance of 

injected packets to arrive at the sink and increases intruders’ chances of success as the legitimate 

packet acceptance rate decreases. Employing three sinks increases the legitimate packet 
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acceptance rate to be around 30% – 70% when having 1% attacking nodes but does not increase 

when having 10% and 20% attacking nodes.  

 

 

Figure 93. Legitimate packet acceptance rate of 900-node-square-grid WSNs under fault data injection 

attacks compared between network with one sink and three sinks. 
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the node under jamming attacks. Figure 94 illustrates the results in comparison with the case of a 

single sink. Employing three sinks increases packet reception probability in all four cases. 

 

 

         (a) 1% of nodes under jamming attacks       (b) 5% of nodes under jamming attacks 

 

       (c) 10% of nodes under jamming attacks    (d) 20% of nodes under jamming attacks 

 

Figure 94. Packet reception probability of 900-node-square-grid WSNs with one sink and three sinks under 

jamming attacks.  
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5.2 QUIESCENT PERIODS AND RATE LIMITING AGAINST DENIAL OF 

SERVICE ATTACKS 

Chapter 4 showed that a WSN employing MRDPs through gossiping is not affected by an energy 

depletion threat such as a packet flooding attack. Instead, the network experiences a DoS threat 

as the probability of the sink accepting packets decreases under the present of packet flooding 

attack. If the attack continues, the network cannot function properly. Protection against packet 

flooding attacks requires a combination of detection and containment techniques.  Rate limiting 

via packet receiving counters and quiescent periods is studied. The effectiveness of this 

technique was analyzed over different rate limit thresholds when applying to WSNs employing 

MRDPs with a single sink. 

The analysis considers 900-node-square-grid WSNs as shown in Figure 30. Simulations 

were conducted to finds how fast the network detect and contain the packet flooding attack. The 

last packet leaving the network indicates the network successfully contains the attack because 

when the attack persists packets never leave the network. The simulations compute average time 

until all packets leave the network. The results from chapter 4 showed that when a WSN is under 

a packet flooding attack, the probability of the sink accepting packets decreases because of the 

interference from injected traffic. The simulations compute the probability of the sink accepting 

packets in WSNs employing rate limiting at different thresholds. Therefore, the performance 

metrics include probability of the sink accepting packets and an average time until all packets 

leave the network.  

Figure 95 presents the probability of the sink accepting packets in a 900-node-square-grid 

WSN employing rate limiting at different thresholds. The results show that rate limiting does not 

affect the packet reception probability of the network. 
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Figure 95. Packet reception probability in a 900-node-square-grid WSN employing rate limiting as a 

function of thresholds. 
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Figure 96. Average energy per gossip period of a 900-node-square-grid WSN employing rate limiting as a 

function of thresholds. 
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function of rate limit thresholds. The transient period is very close to the normal operation for 

rate limit threshold equal to one. For the other rate limit thresholds, increasing the thresholds 
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Figure 97. Average time until all packet leave the network of a 900-node-square-grid WSN employing rate 

limiting under packet flooding attacks as a function of thresholds. 
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Another disadvantage of using data segmentation for a WSN employing gossiping is that 

to receive a message split into multiple packets, the sink node must receive all segments. An 

adversary can exploit this requirement by launching a DoS attack which prevents one of the 

segments from reaching the sink. Moreover, the packet reception probability (prcpt) of gossip-

based protocols becomes (prcpt)
T
, where T is the number of segments required to recover original 

data. Since prcpt is usually less than or equal to one, the factor of T reduces (prcpt)
T
 greatly when T 

is large. Additionally, data segmentation is not effective if the eavesdroppers are closer to either 

source or the sink nodes because the chance of eavesdroppers intercepting all segments 

increases. Therefore, data segmentation does not help reduce high data exposure of a WSN using 

gossiping. 
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6.0  CONCLUSION AND FUTURE WORK 

6.1 CONCLUSION 

The primary research objective was to study the intrinsic security properties emergent from 

WSN MAC and routing protocols and develop simple mechanisms to enhance security for 

WSNs. Chapter 2 and 3 provided overviews of WSNs and their security threats and attacks. 

Chapter 4 discussed security in WSNs employing MRDPs with a single sink. Section 4.1 showed 

that a WSN employing MRDPs created by a gossiping protocol has an average number of 

successful delivery paths more than 2, when pgsp is less than 0.6. The results also show that the 

disjoint ratio varies inversely with pgsp and is greater than 50% for pgsp less than 0.6. 

Additionally, large values of pgsp result in fewer paths and smaller disjoint ratios. 

The packet reception probability, average number of successful delivery paths, and 

disjoint ratio of the network with source node degree of 4 (at coordinate 2,2) is better than those 

of the network with source node degree of 2 (at the lower left corner). However, for the larger 

scale network such as 900-node-square-grid network, location of source and sink has less 

influence on the packet reception probability of the network. The study also shows that average 

packet delivery time can be determined in terms of minimum transit time plus random numbers 

for a given WSN with square-grid topology. The PDFs of the first packet delivery time for a 

square-grid WSN from both analysis and simulation cross validated each other. 
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Section 4.2 discussed the intrinsic security of a WSN employing MRDPs. The four 

security performance metrics are legitimate packet acceptance rate, packet discard rate, 

probability of the sink accepting packets, and probability of the sink accepting modified packets. 

The results in section 4.2.2 demonstrate the legitimate packet acceptance rate is still almost 

100% when a WSN is under message modification attack. Additionally, the packet discard rate 

and probability of the sink accepting modified packets are still low while the probability of the 

sink accepting packets decreases compared to normal operation. However, increasing the number 

of attacking nodes causes greater damage to WSNs, degrading all performance metrics. 

Moreover, different attacker locations results in a different security performance. If an attacker is 

closer to the sink the performance metrics are worse than they are when attacker is closer to the 

source. Therefore, a WSN employing MRDPs with a single sink can benefit from additional 

security mechanisms to help increase its security performance against message modification 

attacks. 

Section 4.2.3 illustrates the security performance metrics when WSN under a fault data 

injection attack. The legitimate packet acceptance rate is between 40-80% when a WSN is under 

a fault data injection attack. Moreover, the packet discard rate increases up to 60% corresponding 

to the decreased probability of the sink accepting packets. The probability of the sink accepting 

modified packets also increases to be about 0.1. Increasing the number of nodes creating the fault 

data injection attack greatly reduces the legitimate packet acceptance rate. The legitimate packet 

acceptance rate decreases to be almost zero with only 1% attacking nodes. However, increasing 

the number of attacking nodes decreases the packet discard rate and increase the probability of 

the sink accepting packets. Despite the increased number of packets accepted by the sink, WSNs 

actually suffer more due to the increased number of modified packets accepted by the sink. The 
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results indicate that the packets injected by attacking nodes overcome a legitimate packet sent 

from the source, increasing the probability of the sink accepting modified packets and reducing 

the legitimate packet acceptance rate. Attackers closer to the sink result in more attack 

effectiveness as the legitimate packet acceptance rate decreases. Conversely, attackers closer to 

the source result in less attack effectiveness as the legitimate packet acceptance rate is higher 

than the case of random location. The fault-data packets injected by an intruder from the location 

near the source have the same chance as the legitimate packet to reach the sink. Despite the 

vulnerability from attacker locations near the sink, the results in chapter 4 showed that the 

random routes can reduce the ability of intermediate nodes modifying a message as stated in the 

hypothesis H2. 

Chapter 5 discusses using multiple sinks and applying rate limiting to WSNs to improve 

WSN security. Employing multiple sinks allows sink voting for WSNs and does not require 

additional energy for wireless sensor nodes. Section 5.1 showed that adding two more sinks 

increases packet reception probability regardless of the additional sink locations. The results 

from simulations indicate that under a message modification attack WSNs with three sinks 

outperform WSNs with a single sink. WSNs with three sinks improve the security performance 

metrics to be almost the same as networks without the attack. Moreover, WSNs with three sinks 

decrease the impact of attacker location close to the sink as the security performance metrics 

yield almost the same results for all attackers at any distance to the sink. The increased number 

of message modification attacks decreases the legitimate packet acceptance rate and the 

probability of the sink accepting packets and increases the packet discard rate and the probability 

of the sink accepting modified packets in a WSN with a single sink. With increasing numbers of 

attacking nodes, employing three sinks increases the probability of Sink1 accepting packets and 
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decreases the packet discard rate and the probability of Sink1 accepting modified packets in 

comparison to WSNs with a single sink. However, with 10% or more attacking nodes, the 

probability of Sink1 accepting modified packets increases to be more than 40%. When the 

number attackers go beyond 10% of total nodes, the malicious packets outnumber the copies of 

the legitimate packet, causing the WSN to accept the modified packet.   

Under a fault data injection, the network employing three sinks outperforms the network 

employing only one sink in all security metrics. The legitimate packet acceptance rate increases 

up to 97%, packet discard rate decreases to be less than 5%, the probability of the sink accepting 

packets increases up to 1, and the probability of sink1 accepting fault-data packets is smaller than 

3% for pgsp less than 0.8. When the attacker is closer to the sink, the performance metrics are not 

different except for the case of the attacker location next to the sink. When the attacker is next to 

the sink, the legitimate packet acceptance rate is still around 80% and the packet discard rate is 

about 20%, corresponding to the decreased probability of Sink1 accepting packets. The 

probability of Sink1 accepting fault-data packets also increases. Increasing the number of nodes 

generating fault data injection attacks degrades all security performance metrics but employing 

three sinks help increase the legitimate packet acceptance rate and the probability of Sink1 

accepting packets and decrease packet discard rate and the probability of Sink1 accepting fault-

data packets. However, with 1% attacking nodes the probability of Sink1 accepting modified 

packets increases to be more than 40%. In summary, employing multiple sinks with majority 

voting fails when the number of attacking nodes increases to 1%. Therefore, WSNs still need 

additional mechanisms when the number of nodes generating message modification and fault 

data injection attacks is more than 10% and 1% respectively. Despite the failure when the 

numbers of attacking nodes increase, the results confirm that the hypothesis H3 is valid as the 
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legitimate packet acceptance rates of a WSN with three sinks in all cases increase in comparison 

to WSNs with a single sink. 

In WSNs, service availability threats include both DoS threats and energy depletion 

threats. Security attacks such as jamming attacks and packet flooding attacks cause service 

disruption to WSNs. The results in section 4.2.4 demonstrate that the packet reception 

probability is a function of the number of nodes under jamming attacks. WSNs employing 

MRDPs tolerate jamming attacks to the point where 5% of failed nodes or jammed nodes results 

in a slight drop of packet reception probability. Nevertheless, 20% of nodes under jamming 

attacks still cause the packet reception probability to drop considerably. A WSN with three sinks 

improves its packet reception probability during normal operation and during jamming attacks as 

the packet reception probability of WSNs with three sinks slightly decreases even when the 

number of nodes under jamming attacks increases up to 20%.  

From the results in section 4.2.5., packet flooding attacks do not pose energy depletion 

threats. However, packet flooding attacks instead continuously pose DoS threats and integrity 

threats in the similar manner as a fault data injection attack. The probability of the sink accepting 

packets of WSNs with rate limiting remains the same for low and middle range value of pgsp. 

Rate limit threshold value of one can stop the flooding packet within the same amount of 

transmitting time used for sending one packet. However, the interference from injecting packet 

remains during the transient period. As a result, rate limit and back off periods with rate limit 

threshold can limit the interference to only one transient period mitigating the damage from 

packet flooding attack, supporting hypothesis H4. 

The results in section 4.2.6 show that WSNs employing MRDPs are vulnerable to 

eavesdropping attacks because the data exposure ratio is close to one, regardless of location of 
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the sensor nodes, for pgsp is not too large. Larger pgsp results in reduced data exposure ratio at 

locations distant from the source. However, larger values of pgsp also cause lower packet 

reception probability at the sink node for sink locations farther away from the source. Even 

though WSNs employing MRDPs have a definite number of successful random delivery paths, 

there exist a number of unsuccessful delivery paths which cause a high data exposure ratio. Thus, 

dividing a large packet into smaller packets and send them via MRDPs through gossiping does 

not help improve data exposure ratio and does not benefit confidentiality service. Under these 

circumstances, the hypothesis H1 is invalid as the data segmentation is not helpful for a WSN 

with high data exposure ratio. 

In testing these hypotheses, the following metrics have been implemented:   

 Data exposure ratio 

 Legitimate packet acceptance rate 

 Packet discard rate 

 Probability of the sink accepting packets 

 Probability of the sink accepting modified packets 

 Average time until the last packet leave the network 

The results showed that these metrics can be used to assess protocol performance with 

respect to security. The results from these metrics also indicated that MRDPs with non-disjoint 

route sets can be used to increase integrity and availability service of WSNs.  Moreover, the 

results are a function of pgsp as large values of pgsp result in fewer paths. Therefore, the metrics 

can also be used to tune protocol parameters to optimize security in WSNs. 
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6.2 FUTURE WORK 

The high data exposure ratio of a WSN employing gossiping requires an alternative way to 

reduce high data exposure ratio. A possible method is to employ gossiping only during multiple 

random route discovery process. The WSN can later send segments of confidential data only to 

those specific multiple paths discovered by gossiping. Future work for improving confidentiality 

service may also include the physical layer encryption which takes the benefits from noise in 

communication channel to provide natural randomness for encryption algorithms [79-82]. Moreover, 

employing a modulation scheme such as frequency hopping or ultra-wide band (UWB) together with 

physical layer encryption may be helpful in hiding locations of sensor nodes.  

The results in chapter 5 showed that the attacker located next to the sink increases the 

attack effectiveness. To eliminate this weakness, future research should consider maximum 

likelihood voting or other detection techniques providing more effective ways to detect malicious 

activities. Since multiple sinks with even simple majority voting   improve security performance, 

especially when the attacker is next to the sink, additional studies should investigate the case of 

having sinks vote based on correlation of the time the packets arrive. The first packet delivery 

time can be determined in terms of Tmin, E, and GP and its PDF exists according to the analysis 

in section 4.1.2. Because the first packet delivery time is different among different originating 

locations, one can use the first packet delivery time at each individual sink to form a correlation 

among them and use it to define maximum likelihood decision function for the detection of fault-

data injection attacks. As an example, a sink can use time stamps to determine the differences of 

packets received time at each sink and to form a vector of the first packet delivery. The sinks can 

use this vector to represent an incident vector for each of the received packets of similar content. 

The dimension of the incident vector depends on the number of sinks. A probability distribution 
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function of the incident vector for each source location can be formed and the maximum 

likelihood decision function can be determined from the PDF of the incident vectors. The sink 

can then use this information to perform maximum likelihood voting. Moreover, using this 

technique does not require additional energy for wireless sensor nodes, similar to the majority 

voting technique used in this research. 

The results also indicated that WSNs employing multiple delivery paths do not reliably 

deliver data when the number of nodes participating in a message modification attacks increases 

to more than 10%, even when using three sinks, because the modified packets outnumber the 

copies of the legitimate packet. To reduce the probability of Sink1 accepting modified packets, 

one can use the threshold voting e.g. accepting a packet if more than 75% of the packets of 

similar content received (denying if less than 75%). However, increasing the threshold can also 

increase in the packet discard rate.  An alternative solution is to increase threshold only when a 

large number of attacking nodes are detected, which requires additional detection techniques. 

Future research may also consider detection techniques at intermediate nodes.  However, 

detection at intermediate nodes will necessarily employ energy for detection, which may or may 

not be greater than the energy required to forward a modified packet.  

In packet flooding attacks, employing rate limiting helps contain the attacks but the sink 

still receives the flooded packet reducing the probability of the sink accepting packets.  

Moreover, if the attacker injects a packet at the same rate as the legitimate traffic rate, the 

detection techniques using only rate limit cannot detect this malicious activity. Employing three 

sinks and rate limiting at the same time may help improve both data integrity and availability of 

the network under a packet flooding attack.  
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The techniques proposed in this study only focus on improving data integrity and 

availability, however, authentication was not studied because it does not readily emerge from the 

MAC and routing protocols studied. To improve security, future research should also consider 

authentication, which may possibly emerge from other MAC protocols. Moreover, this study 

considers only WSN with low utilization. The gossip based protocols may not be suitable for 

applications with high burst rates. Future research may also consider security for WSN 

applications which require MAC and routing protocols which support high burst data rates. 
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