
GALAXY EVOLUTION: THE DRAGONS SURVEY

AND LUMINOSITY FUNCTIONS WITH

PHOTOMETRIC REDSHIFTS

by

Samuel J. Schmidt

B.Sc. in Physics, Carnegie Mellon University, 2000

M.Sc. in Physics, University of Pittsburgh, 2002

Submitted to the Graduate Faculty of

the Department of Physics and Astronomy in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

University of Pittsburgh

2007



UNIVERSITY OF PITTSBURGH

DEPARTMENT OF PHYSICS AND ASTRONOMY

This dissertation was presented

by

Samuel J. Schmidt

It was defended on

November 30th 2007

and approved by

Prof. Andrew Connolly, University of Pittsburgh

Prof. Ravi Sheth, University of Pennsylvania

Prof. David Turnshek, University of Pittsburgh

Prof. Vladimir Savinov, University of Pittsburgh

Prof. Rupert Croft, Carnegie Mellon University

Dissertation Director: Prof. Andrew Connolly, University of Pittsburgh

ii



Copyright c© by Samuel J. Schmidt

2007

iii



GALAXY EVOLUTION: THE DRAGONS SURVEY AND LUMINOSITY

FUNCTIONS WITH PHOTOMETRIC REDSHIFTS

Samuel J. Schmidt, PhD

University of Pittsburgh, 2007

This thesis examines two complementary approaches to the study of galaxy evolution using

multiwavelength large area galaxy surveys. The first part of the thesis focuses on a statistical

study of the overall galaxy population, namely the evolution of galaxy luminosity functions,

while the second part of the thesis aims to study an interesting population of rare galaxies

selected based on their radio and optical properties, namely high redshift radio galaxies

selected from SDSS and FIRST.

We compute the luminosity function (LF) for the general galaxy population and as a

function of type using photometric redshifts derived from the SDSS Southern Survey. We

present a new maximum likelihood estimator and show that it accounts for the uncertainties

associated with photometric redshifts. In addition to three existing parameterizations, we

introduce the use of cubic BSplines to fit the luminosity function. We show evidence for the

evolution of the luminosity function, but defer much of the analysis until a better photometric

redshift dataset is available.

The second part of the thesis describes the Distant Radio Galaxies Optically Non-

detected in SDSS (DRaGONS) survey. Our new selection criteria appear to be very efficient

at identifying high redshift radio galaxies, including a substantial population of shallow

spectrum radio sources missed by competing selection techniques. These sources, when

confirmed, will have a dramatic effect on the empirical z-alpha relation. I describe the en-

vironment of early galaxy formation through the study of nearby Extremely Red Objects

(EROs) and faint K-band galaxy counts. We find an excess number of faint EROs and
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galaxies around a subset of DRaGONS candidates, indicating that massive galaxies form

in overdense environments. 10% of DRaGONS galaxies are redder than expected, which

indicates moderate obscuration and the possible presence of ongoing star formation. These

objects, which we dub Red DRaGONS, could represent a significant radio-loud population

missing from optically selected AGN surveys.
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1.0 INTRODUCTION

“Shimmering, travelling by
Magical waves just under the sky
It knows no time, it knows no bounds
Coming clear beneath the clouds
Destination here and now
I behold travellin’ light”

-“(I Believe in) Travellin’ Light” Belle & Sebastian

In this thesis, I will discuss galaxy evolution, and examining how galaxies first formed

in the distant past. Galaxies evolve over very long ”astronomical” timescales, from tens

of millions of years to billions of years. Thankfully, the finite speed of light provides just

such a tool: because light from distant galaxies takes millions to billions of years to reach

us, we are essentially seeing what far away galaxies looked like in the distant past, and the

farther away the galaxy is, the further back in time we look. Thus, as long as there is no

positional dependence to how galaxies form and evolve (i. e. the Universe is homogeneous

and isotropic, which it appears to be), we can use distance as a substitute for time, which

enables us to study how, statistically, the galaxy population changes as we look to greater

distances. We can also identify the earliest galaxies to form simply by finding those that are

farthest away.

The past decade has seen major developments in astrophysics: the emergence of the

”Concordance model” of cosmology, where the energy density of the Universe is dominated

by Dark Energy and Dark Matter (Spergel et al., 2003, e.g.), and the success of the halo

model/hierarchical clustering proving to be excellent fits to new observations. A detailed

understanding of how galaxies form and evolve, however, has proven elusive. While the large

scale clustering of dark matter halos is relatively simple, and depends only on gravity, galaxy
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formation depends on complicated nonlinear processes involving gas, dust, feedback, often

collectively called “gastrophysics”. No complete picture of galaxy evolution exists, and it is

only in the past few years that the data has become available to study how galaxies evolve

in an observational sense.

The advent of large surveys covering a range of wavelengths (FIRST in the radio, 2MASS

in the near-infrared, 2df and SDSS (York et al., 2000) in the optical, and soon PanSTARRS,

DES, and LSST) has opened up the realm of statistical analysis in the field of galaxy evo-

lution, with orders of magnitude more data than the previous generation of surveys. We

can use this flood of data in many ways, two that are important here: employ the massive

amount of data to study the statistical average evolution of the overall galaxy population

with time, and exploit the combined information from large areas of the sky and multiple

wavelengths to efficiently isolate and study rare galaxy populations.

The most fundamental observable of galaxies is their apparent brightness, and therefore,

one of the most basic measures of galaxies is their distribution of luminosities. Studying

how this distribution, which we will refer to as the Luminosity Function, or LF, changes

over time can tell us about how galaxies evolve, as well as differentiate between different

theoretical galaxy formation scenarios. Determination of the Universal luminosity function

for all galaxies is very important; however, we also know that galaxies come in a number of

populations, or more accurately, from an almost continuous distribution of galaxy ”types”.

The common ”Hubble tuning fork” (Hubble, 1926) diagram of galaxy types, which groups

galaxies into ellipticals, spirals , and irregulars, was an early example of classifying galaxies

based on their visible morphology. Galaxy type is also commonly determined using galaxy

colors or spectral properties (e. g. Yip (2005) and references therein). Determining the

type dependent galaxy luminosity function will shed light on how these different populations

evolve, when they form, and hopefully give us insight into the mechanisms of their formation

and evolution. Any viable galaxy formation theory will have to reproduce this complex

picture of how galaxies evolve.

One method to both increase sample size and depth for galaxy surveys is to use pho-

tometric rather than spectroscopic redshifts (see Section 2.1.5 and Appendix B for details);

however, there is a tradeoff in accuracy in exchange for the larger sample size. Understanding
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the effect of these uncertainties is very important, particularly since large future surveys will

be purely photometric (e. g. LSST). In this thesis I will discuss a new maximum likelihood

estimator that compensates for such uncertainties when computing the galaxy luminosity

function.

Another approach to discovering how galaxies evolve is to simply search for the very

farthest galaxies detectable in order to see how galaxies looked in the distant past. But,

studies of galaxy evolution at higher redshift are challenging. As you increase redshift, the

bulk of the light from stars begins to shift out of the UV and optical and into the near

infrared and beyond, making detection in the optical more difficult. The greater distances

mean cosmological dimming, so the objects are also simply much fainter, and require deep

imaging. Several techniques have been developed to detect high redshift galaxies. The most

simple being Lyman Break galaxy techniques, where the Lyman break (which is formed by

neutral Hydrogen absorbing all photons shortward of 912 Å) passing through certain filters

is used to identify “dropout” galaxies not detected in the bluest filters (e.g. Steidel et al.,

1996). Lyman alpha emitters are found by taking deep imaging to select objects where

very bright Ly α emission in the very narrow redshift range falls within the narrow filter

bandpass. Extremely Red Objects (EROs) are a loosely defined class of objects, most of

which are at fairly high redshifts. The BzK criteria (Daddi et al., 2004) is designed to select

both passive and star forming galaxies at 1.4 ≤ z ≤ 2.5 from a specific region of color-color

space. Each of these techniques are sensitive to a specific set of high redshift galaxies (star

forming, red, etc...), none of which span a representative sample of galaxies, so care must

be taken when making assumptions from such samples. The alternative approach to finding

high redshift objects is to take very long integration exposures of a small area in order to

directly observe objects free of any selection effects. Such surveys with small area but great

depth are referred to as “pencil beam” surveys. The drawbacks of pencil beam surveys

are the expense of lengthy telescope time necessary, and that the small area makes them

susceptible to sample variance. Therefore, optimally, we seek a combination of deep imaging

and areal coverage that will allow us to uniformly select a sample of high redshift galaxies.

We aim to take advantage of existing large datasets in order to accomplish this goal. Our

new selection criteria is, essentially, a “dropout” (in this case, non-detection in and SDSS
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band) technique in order to select a sample of massive high redshift radio galaxies.

In the hierarchical galaxy formation scenario indicated by the concordance cosmological

model, the very first stars should form in the first objects to collapse, which will be in

the most dense regions of the Universe. Since they begin collapsing first, and with the old

hilltops on top of hilltops argument, these sites of initial overdensity will eventually evolve

into massive galaxy clusters, which host giant radio galaxies. Hence, finding high redshift

radio galaxies should lead us to some of the sites of the earliest star formation. We have

developed a novel technique to efficiently identify high redshift radio galaxies over a very

wide area of the sky.

There are two main goals of this thesis: First, to understand the luminosity distribution

of galaxies and how it evolves, both in general and as a function of galaxy type. This will

be done with galaxies with photometric redshifts derived from the SDSS Southern Survey

using a new maximum likelihood technique that is accounts for the uncertainties inherent

in photometric redshifts. Quantifying the statistical evolution of the galaxy population will

enable us to differentiate between galaxy formation scenarios and provide the raw data to

study the detailed astrophysical processes that drive this evolution. The second goal is to

undertake a complete census of high redshift radio galaxies in order to study how the very

first galaxies formed, as well as the interplay between star formation and AGN activity in

the very early Universe.

1.1 OUTLINE OF THESIS

The structure of this thesis is as follows: In Chapter 2 I will discuss galaxy luminosity func-

tions. I will describe several methods to compute the LF, and show the effect of photometric

redshift uncertainties on measurements of the LF using these techniques. I then present a

new maximum likelihood estimator constructed to account for such errors. Finally, I will

show results from applying this estimator to photometric redshift data from SDSS Stripe 82.

In Chapter 3 I will discuss a search for massive high redshift galaxies: the DRaGONS survey.

Chapter 3 presents target selection, observations, reduction, analysis and results for nearly
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two hundred high redshift radio galaxy candidates. I then present studies of the radio galaxy

environment, aimed at understanding how massive galaxies form. Much of this Chapter 3

is taken from or expands on Schmidt et al. (2006). Chapter 4 will contain conclusions and

discussion of further work with these two projects. Also included are appendices describing

B(asic) Splines and photometric redshifts in more detail. Throughout this thesis, I assume

ΩM = 0.3, ΩΛ = 0.7. For the Luminosity Function measurements, I assume a Hubble Con-

stant h = 0.7.
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2.0 GALAXY LUMINOSITY FUNCTIONS

Note: The material in this chapter is part of a collaborative effort, to which many people

contributed. The correct form of the maximum likelihood estimator discussed in Section 2.1.5

was formulated by Ravi Sheth. The BSplines code used throughout this Chapter was written

by Mihir Arjunwadkhar and Chris Genovese and modified to work with astronomical data.

The photometric redshift code used throughout the thesis was written by Tamas Budavari

and used with his permission. Andy Connolly and Alberto Conti provided essential feedback

during the initial phases of this work that allowed the project to get off the ground.

The galaxy luminosity function, or LF, denoted φ(M), is one of the basic measurements

that can be applied to the overall galaxy population. It is simply the (comoving) number

density of galaxies as a function of luminosity (number of galaxies per absolute magnitude

per Mpc3) as measured through a specific filter. The simplicity of this statistic makes it very

useful for discriminating between different galaxy and cosmological models: i.e. one of the

first tests that a galaxy formation model must pass is whether or not it can successfully repro-

duce the galaxy luminosity function. Almost as soon as galaxies were recognized as separate

“island universes” outside of the Milky Way, work began on determining their luminosity

function. By estimating their luminosity based on the brightest stars in each galaxy Hubble

(1936a) observed that the LF for local galaxies appeared to be a Gaussian. In fact, in the

follow up paper, Edwin Hubble saw some of the first evidence that the luminosity function

was not universal, as he noted that the LF for local irregular galaxies showed that they were

about half as bright as the others (Hubble, 1936b). An in depth review of the history of LF

determinations is given by Binggeli et al. (1988), though we will discuss only some of those

relevant to methods used in this work. As they note, however, the Gaussian form of the LF
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found by Hubble was shown to be biased by neglected selection effects, namely the exclusion

of fainter dwarf galaxies. This is always a concern when using apparent magnitude limited

samples, as we shall use in this thesis, to examine cosmological quantities. This is due to a

Malmquist bias: given a flux limited sample, the average luminosity of galaxies will increase

with redshift, as less luminous objects at a given redshift will begin to fall below the fixed

flux cutoff. Viewed another way, objects with fainter absolute magnitudes can be seen over a

smaller volume of space than the more luminous ones. Schmidt (1968) described a new way

to compensate for this effect, though his original sample consisted of quasars rather than

galaxies, by calculating the maximum volume that each quasar would be visible over, given

its absolute magnitude, binning the objects in absolute magnitude, and weighting each one

by the inverse of the maximum volume to calculate a density estimate; hence its name: the

1/Vmax estimator of the luminosity function (see Section 2.1.1 for slightly more detail). This

estimator requires binning of the data, and assumes no spatial correlation in the underlying

galaxy distribution and is, thus, biased by the presence of large scale structure of the galax-

ies. Sandage et al. (1979) (STY) developed a new maximum likelihood based LF estimator

which avoids any density dependence, though assuming a parametric form for the LF is

necessary (see Section 2.1.2 for details). Efstathiou et al. (1988) (EEP) used this maximum

likelihood method to develop a “nonparametric” luminosity function estimator, referred to

as the stepwise maximum likelihood, or SWML, method (see Section 2.1.4 for details). While

there are many other estimators, the ones most common in the literature are the STY and

SWML estimators, and variants thereof. In Section 2.1.5 I will discuss an extension to the

STY LF estimator that accounts for the large uncertainties associated with photometric

redshifts. Examination of the environmental dependence of the luminosity function will not

be discussed in this thesis, i.e. the data will not differentiate between group, cluster and

“field” (non cluster) galaxies, which adds the complication of group/cluster finding to the

LF determination (e.g. Croton et al. (2005)).

From the original Gaussian distribution postulated by Hubble, additional data showed

that, while the number of luminous galaxies did decrease dramatically as a function of

absolute magnitude, the luminosity function was in fact dominated by faint galaxies not

initially seen by Hubble. As still more data became available it was noted that the global

7



luminosity function is well fit by a Schechter function (Schechter, 1976), with the form:

φ(L) = φ?

(
L

L?

)α

exp−( L
L?

) (2.1)

where L is Luminosity, φ? is the density normalization (in h3 Mpc−3, L? is the so called

characteristic luminosity at the ”knee” of the Schechter function, and α is the power law

slope of the Schechter function tail at the faint end. In terms of absolute magnitude, the

luminosity function becomes:

φ(M) = (0.4 ln10) φ?

[
10−0.4(M−M?)

]1+α
exp

[
10−0.4(M−M?)

]
(2.2)

The Schechter function has proven a popular parameterization for the LF, and it is widely

used in the literature. The flexibility of this functional form is illustrated in Figure 2.1, which

shows Schechter functions with various values of M∗, α and φ∗. However, caution must be

used when interpreting these simple three parameter fits, as M∗ and α are correlated. This

correlation is most likely due to the fact that the two Schechter parameters (M∗ and α,

φ∗ is determined separately) must reflect the mean luminosity and variance of the dataset.

This is very similar to the correlation of the velocity function parameters described in Sheth

et al. (2003). Also, the Schechter function fit is very sensitive to the range of the input

data. Figure 2.2 shows an example of a dataset that contains only very bright galaxies,

which leaves α poorly constrained. Conversely, seemingly disparate values of M∗ and α can

fit identical data very well over a limited range of absolute magnitudes. The best way to

determine if differing Schechter functions agree is to examine the values over the relevant

data range.
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Figure 2.1 Example of Schechter functions with a range of M∗ and α values to show their flexibility.
M∗ = −22.5, α = −1.0, φ∗ = 0.002 (black), M∗ = −21.3, α = −2.0, φ∗ = 0.008 (red),M∗ = −21.3,
α = 3.0, φ∗ = 0.001 (blue).
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Figure 2.2 Maximum likelihood Schechter function fits to a dataset where α is poorly constrained.
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As mentioned above, even in the earliest examinations of the LF it was noted that the

galaxy luminosity function is not universal as a function of galaxy type. Only with the

undertaking of large area sky surveys has the number of galaxies with firm redshifts been

large enough to subdivide the sample by type (e.g Folkes et al. (1999); Blanton et al. (2001)).

A wide variety of methods have been used to define galaxy “type”, from human inspection of

morphological type (Dressler, 1980; Shimasaku et al., 2001), spectroscopic type (Folkes et al.,

1999), restframe color and galaxy concentration (Blanton et al., 2001; Goto et al., 2003),

Spectral Energy Distribution fitting (Lin et al., 1999), all of which are different methods

that distinguish early/red galaxies from late/blue ones. As a function of type, red (massive)

galaxies make up the majority of the bright galaxies, while blue galaxies dominate at fainter

absolute magnitudes. While galaxies occupy a continuous range of types, that is there are

often no well defined breaks between different galaxy classes, but rather a smooth transition,

nearly all examinations divide the dataset into large type bins. For our photometric redshift

sample, we will use a continuous type parameter corresponding to the best fit template

returned by the photoz code, though we will divide this sample into four broad type bins

(see Section 2.4 for details).

By providing large samples over a wide redshift range, modern surveys have also enabled

the study of how the galaxy luminosity function evolves with redshift, though so far such

results are limited to the brightest galaxies at higher redshifts, or a deeper small area survey

with smaller catalogs. The lack of features in the exponential and power law forms of the

bright and faint end of the luminosity function make it very difficult to differentiate between

luminosity evolution (an increase in the average luminosity with lookback time, indicated

by a horizontal shift in the LF) and density evolution (a change in the number density of

galaxies as a function of redshift) without a sample that covers a large magnitude range over

a broad swath of redshift. The break, or ”knee” of the Schechter function does show the

scale, and a range of magnitudes that cover this break is necessary. In apparent magnitude

limited samples, only the brightest galaxies occupying the bright end of the LF will meet

the faint magnitude cut (due to Malmquist bias), leaving the faint end of the LF poorly

constrained. Deep pencil beam surveys to find faint galaxies cover small areas of the sky,

and consequently will have small numbers of the rare luminous galaxies, in which case the
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exponential tail is highly uncertain.

One method of characterizing the evolution is to parameterize both luminosity and den-

sity evolution as a function of redshift, e.g. the Q and P parameters of Lin et al. (1999)

and Blanton et al. (2003), where the Schechter parameters M∗, α and φ∗ are replaced by

M ∗ (z) = M ∗ (0) − Q(z), α and φ ∗ (z) = φ ∗ (0) 100.4 P z. The more straightforward

approach is to simply bin the data in redshift and compute the LF in discrete redshift in-

tervals (e.g. Loveday (2004)). We will perform the latter, simply binning the data. While

this approach is not optimal, since we know that galaxies do in fact evolve, estimates of the

LF computed in this way make for simple comparisons to observations in the literature, and

does not force a specific parametric form for the evolution.

Several additional details of galaxy selection can impact the luminosity function. Star-

galaxy separation is done by measuring the concentration of each object. The star-galaxy cut

will determine the number of stars that are mistaken as galaxies and contaminate our sample,

as well as the number of high concentration galaxies misclassified as stars missing from our

sample. Details of star-galaxy separation and its effects are discussed in Section 2.2.3. Galaxy

surface brightness is also a concern. All of the methods for computing the LF discussed in

the following section assume that we completely sample all galaxies within the apparent

magnitude limits specified. However, galaxies with low concentration and surface brightness

near the sky background may not be detected by the SDSS pipeline. There is an observed

relation between surface brightness and luminosity (de Jong and Lacey, 2000). This means

that nearly all galaxies not detected in SDSS will be at the faint end of the LF. Cosmological

surface brightness dimming exacerbates this problem at higher redshifts, though this problem

should be offset by observations that galaxies appear to be more compact at higher lookback

times. While our luminosity functions could be missing a fraction of galaxies at the faint

end due to this low surface brightness selection, we will make no attempt to correct for any

missing galaxies until the surface brightness limits of the Stripe 82 data are studied further;

however, because we limit our photometric redshift sample to high signal to noise galaxies

several magnitudes brighter than the completeness limit of the sample, surface brightness

effects should be minimal (see Section 2.2.3 for more on Stripe 82).

Several prior methods of computing the luminosity function using photometric redshifts
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exist in the literature. Subbarao et al. (1996) developed a modified version of the Lynden-

Bell C-method (Lynden-Bell, 1971) that accounts for photometric redshift errors replacing

the delta function of the C-method with a Gaussian representing the spread in probable red-

shifts for each galaxy. Wolf et al. (2003) calculate the luminosity function for the COMBO-17

survey, which consists of medium band photometric redshifts for galaxies in a 0.78 square

degree patch of the sky. They make no attempt to account for the errors introduced by

the uncertain redshifts, and compute best fit Schechter function parameters using the STY

method (see Section 2.1.2) and the stepwise maximum likelihood method (SWML, see Sec-

tion 2.1.4). Chen et al. (2003) calculate the LF for the Las Campanas Infrared Survey

(LCIRS), and develop a new likelihood estimator that is very similar to our estimator, pre-

sented in Section 2.1.5. However, Sheth (2007) has shown that this method may not be

correct. Budavári et al. (2005) compute the luminosity function for galaxies found in both

SDSS and an early data release of GALEX using empirical photozs and the 1/Vmax method

(see Section 2.1.1). Again, no explicit attempt is made to account for the photoz uncer-

tainties for this SDSS/GALEX data in the estimator, though the authors do estimate errors

based on monte-carlo realizations of the data. As will be seen in Section 2.2.2 even modest

uncertainties in photometric redshifts can have dramatic effects on the measured shape of

the luminosity function. Accounting for such errors is extremely important, especially in

light of new surveys that will derive all of their redshift information photometrically (e. g.

LSST).

2.1 METHODS

I will discuss several techniques for estimating the luminosity function. In all of the methods,

we must convert the observed apparent magnitude to a luminosity or absolute magnitude.

This is done by:

M = m− 5 log DL(z)− 25−K(z, t) (2.3)
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where m is the apparent magnitude of the galaxy, M is the absolute magnitude, DL is the

Luminosity distance in Mpc (as written in Hogg (2000)) as a function of redshift z, given by:

DL(z) = (1 + z)
c

H0

∫ z

0

dz′

(ΩM(1 + z)3 + ΩΛ)1/2
(2.4)

for a flat (Ωk=0) Universe. K(z, t) is the K-correction, which depends on redshift and type,

and accounts for the difference in flux passing through the fixed wavelength filter due to the

redshifting of the spectrum. For spectroscopically determined redshifts DL(z) and K(z) can

be determined very precisely (provided that the wavelength coverage of the spectrum is wide

enough to compute the K-correction). However, the use of photometric redshifts introduces

a sizeable uncertainty to the redshift (and type) that has a large impact on determining

the absolute magnitude. The effects of these uncertainties will be discussed in Section 2.2.2

Examples of the lf determinations will be given for the datasets in Sections 2.2.1 and 2.2.2.

2.1.1 1/Vmax

The 1/Vmax method was developed by Schmidt (1968) to estimate the radio and optical

luminosity function of quasars for an apparent magnitude limited sample, and is sometimes

referred to as the “classical” method. The technique is simple: for every object in your

sample, find the maximum redshift at which the object can be seen, given the apparent

magnitude limits of the dataset (if the dataset has a bright magnitude cutoff, a minimum

redshift is also needed). Calculate the maximum comoving volume, Vmax, from the redshift.

Since the luminosity function is simply a comoving space density as a function of brightness,

the LF can be estimated by binning the objects in magnitude and summing the values

of 1/Vmax in each bin. This formulation assumes a homogeneous distribution of objects

in space, and any spatial clustering in the sample will distort the shape of the luminosity

function, therefore caution is advised when applying this technique on datasets with small

areal coverage. Sheth (2007) has formulated the 1/Vmax estimator in the presence of large

redshift uncertainties, though we do not implement the method here.
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2.1.2 STY Maximum Likelihood

The most common method for calculating the galaxy LF is the maximum likelihood estimator

of Sandage, Tammann, and Yahil (Sandage et al., 1979, hereafter STY). The main advantage

of the STY method is that it is not biased by clustering and large scale structure,if we

assume that the LF is not correlated with their location in space, or local density. This is

a simplification, as we do know that the galaxy distribution is different for cluster and field

galaxies; however, for large samples this will have a minimal effect. As this is a likelihood

method, it requires the assumption of a parametric form followed by the determination

the best fit parameters with the maximum likelihood. Unlike the 1/Vmax method, the

STY formulation does not require the assumption of spatial homogeneity of the galaxy

distribution. Instead, it simply requires the assumption that galaxy magnitudes are not

correlated with position, or in other words, that the galaxy density and luminosity functions

are completely independent.

The essence of the STY method is computing the probability of observing a galaxy with

absolute magnitude Mi at a redshift zi in the volume surveyed. This is just the number of

galaxies between M and M + dM divided by the total number of galaxies, which can be

written:

pi(Mi, zi) dM =
N(Mi, x, zi) dV∫ Mmax(zi)

Mmin(zi)
N(Mi, x, zi) dM dV

dM (2.5)

where N(M, x, z) is the number of galaxies in volume dV between M and M + dM , and

Mmin(zi) and Mmax(zi) are the minimum and maximum absolute magnitudes over which

galaxy i is visible given the apparent magnitude limits of the dataset. N(M, x, z) can be

replaced by φ(M)D(x):

pi(Mi, zi)dM =
φ(Mi) D(x) dV∫ Mmax(zi)

Mmin(zi)
φ(M) D(x) dM dV

dM (2.6)

Where φ(M) is the luminosity function, D(x) represents the galaxy density function.

Because we have assumed that the density function is completely independent of φ(M) it

can be taken outside the integral in the denominator, and thus cancels out of the probability
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equation, as does the dV. This leaves:

pi(Mi, zi) =
φ(Mi)∫ Mmax(zi)

Mmin(zi)
φ(M)dM

(2.7)

and the likelihood is just the product of the probabilities for the N total galaxies, given by:

L =
N∏

i=1

pi(Mi, zi) (2.8)

2.1.3 Normalization

One consequence of the density dependence canceling out in the STY method is that the

absolute normalization of the luminosity function, φ∗, must be computed separately. A

commonly used technique for determining φ∗ is given by Davis and Huchra (1982) and

presented more clearly in Lin et al. (1996).

The mean density of our sample of N galaxies is given by:

ρ =

∑N
i=1 w(zi)∫ z2

z1
S(z)w(z)dV

dz
dz

(2.9)

where z1 and z2 are the redshift limits of the sample, S(z) is the Selection function:

S(z) =

∫ Mmax(z)

Mmin(z)

φ(M)dM (2.10)

and w(z) is the “weight function”:

w(z) =
1

1 + ρS(z)J3

(2.11)

where J3 is the second moment of the two-point correlation function:

J3 = 4π

∫ ∞

0

r2ξ(r)dr (2.12)

Notice that ρ appears in the denominator of Equation 2.11, on which ρ depends. It must,

therefore, be determined iteratively, though in practice it rapidly converges.
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φ∗ is then related to the mean density by:

φ∗ =
ρ∫ M2

M1
φ(M)dM

(2.13)

where φ∗ in the Equation 2.13 and denominator of Equation 2.10 are set to 1.

In contrast Chen et al. (2003) use a very simple method to estimate φ∗:

φ∗ =
N∑

i=1

V −1

∫ Mmax(zi)

Mmin(zi)
φ(M)dM

(2.14)

where V is the comoving volume of the survey, and φ∗ is, once again, set to 1 in the

denominator.

We estimate the error in φ∗ by varying M∗ and α within their 1σ error ellipse.
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Figure 2.3 The 1/Vmax method applied to the spectroscopic dataset described in Section 2.2.1. The bin
size is 0.25 magnitudes. Shown in red for comparison is the Schechter function fit of Blanton et al. (2001).
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2.1.4 The Stepwise Maximum Likelihood (SWML) Method

The Stepwise Maximum Likelihood method (SWML) of Efstathiou et al. (1988) (hereafter

EEP) is simply a “nonparametric” (actually overparametric) version of the STY estimator

(see Lin et al. (1996) for the formulation of the SWML method), where the luminosity

function is parameterized as a series of step functions in bins of width ∆ M :

φ(M) = φk for M−∆ M/2 ≤ M < M + ∆ M/2 (2.15)

i.e. a series of step functions, where we must determine the best fit weights, φk. Interestingly,

this parameterization is equivalent to zeroth order (piecewise constant) splines, and are

thus related to the BSplines formulation discussed in Sections 2.2 and Appendix A. This

parameterization can be inserted into the STY likelihood Equation(2.22) in place of the

Schechter function. The fact that every step function except one is nonzero for each galaxy

allows us to pull the ln through the φk sum, which gives (using the notation of Lin et al.

(1996):

lnL =
N∑

i=1

Np∑

k=1

W (Mi −Mk)φk −
N∑

i=1

ln

[
Np∑

k=1

φk ∆M H(Mk,MMin(zi), MMax(zi))

]
(2.16)

where W and H represent evaluating φ(M) and its integral, and are given by:

W (Mi −Mk) =





1 Mk −∆M/2 ≤ Mi ≤ Mk + ∆M/2

0 otherwise
(2.17)

and

H(Mk,MMin,MMax) =





min[Mk + ∆M/2, MMax]−max[Mk −∆M/2,MMin]

if Mk + ∆M/2 ≤ MMin&Mk −∆M/2 ≤ MMax

0 otherwise

(2.18)

By differentiating this likelihood expression with respect to φk and setting to zero, we can

find a minimum value for the likelihood. This results in an iterative equation for the φks

that converges rapidly:

φk =

∑N
i=1 W (Mi −Mk)

∆M
∑N

i=1 H(Mk,MMin,MMax)/
∑Np

j=1 φj∆MH(Mj,MMin,MMax)
(2.19)
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where φk on the left is the r+1-th iteration and the φj’s on the right hand side are fixed at the

values determined in the r-th iteration. This procedure is repeated until some convergence

criterion is met. This iterative solution is advantageous as, with the SWML method, the LF

for large datasets is binned into a substantial number of steps, and searching the resulting

high dimensional likelihood space is expensive computationally.

2.1.5 Modified Maximum Likelihood Estimator

In order to deal with the larger uncertainties associated with photometric redshifts, we have

developed a new maximum likelihood estimator that is an extension of the STY method.

The derivation of this method is discussed in detail in Sheth (2007).

Equation 2.7 assumes that the absolute magnitude of the galaxy, and therefore the red-

shift as well, is known very precisely. With photometric redshifts, we know that this is not

the case, and that there is an uncertainty, σz, associated with each redshift measurement.

There is also uncertainty in the galaxy type, but we will not address this issue here. I will

briefly address this in Section 4.3. This redshift uncertainty propagates to an uncertainty

in the absolute magnitude through Equations 2.4 and 2.3. As pointed out by Sheth (2007),

this error is very different from errors associated with magnitude uncertainties. With magni-

tude/photometry errors, the redshift/distance is known, but an uncertainty in the apparent

magnitude affects the absolute magnitude estimate. The case is just the opposite for pho-

tozs, where we know the magnitudes very precisely, but uncertainties in the redshift/distance

propagate to an error in the absolute magnitude estimate. To account for magnitude errors

Lin et al. (1996) simply convolve the LF with Gaussian of width σM to deconvolve the effect

of the magnitude error. Because the redshift uncertainty affects the distance and volume

estimates, as well as the magnitude, the case of photoz errors is not so straightforward.

We begin with Equation 2.5, although now, rather than a precise redshift zi we have an

probability distribution p(zpi,z′). Equation 2.5 now becomes:

pi(Mi, zpi) dM =

∫
z′ N(M, x, z′) dV

dz′p(zpi, z
′)dz′

∫
z′

∫ Mmax(zpi)

Mmin(zi)
N(M,x, z′) dM dV

dz′p(zpi, z′)dz′
dM (2.20)
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As before, we can replace N(M, x, z′) with φ(M)D(x), and once again, D(x) the spatial

dependence of the LF, cancels out of the equation. However, as the absolute magnitude and

volume are functions of redshift, we cannot remove them from the equation, and our final

probability is:

pi(Mi, zpi) =

∫
z′ φ(Mi(z

′))dV
dz′p(zpi, z

′)dz′
∫

z′
∫ Mmax(z′)

Mmin(z′) φ(M)dM dV
dz′p(zpi, z′)dz′

(2.21)

and, once again, we simply maximize the log likelihood:

ln L =
N∑

i=1

ln(pi(Mi, zi)) (2.22)

One consequence of this new form is that, unlike Equation 2.16, the probability in the

redshift integral prevents us from simply stating that only one φk will be nonzero, so we

cannot take the log inside the sum. Thus, no iterative solution for the SWML is possible.

As with the STY estimator, this new estimator works with any parametric form. We will

employ the Schechter function parameterization, as well as a new parameterization in terms

of cubic BSplines (see Appendix A for details).

2.1.6 Error Estimates

A variety of methods are employed for estimating the errors on the luminosity function

parameters, depending on the method employed. For the 1/Vmax estimator, we follow

Schmidt (1968) and Condon (1989) and estimate the error on the LF in each magnitude bin

as the square root of the sum of the inverse maximum volumes squared:

σi =

[
N∑

i=1

1

V max2
i

]1/2

(2.23)

For the Schechter function parameterization, we estimate the 1 σ errors on M∗ and α

by jointly varying these two parameters around the maximum likelihood value in order to

find the points where the likelihood increases by the β-point of the χ2 distribution (see, e.g.

Efstathiou et al. (1988)):

ln,L = ln Lmax − 1

2
χ2

β (2.24)
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and the β point for 1 σ for 2 degrees of freedom is 2.24.

For the SWML and BSplines LFs, similar to Efstathiou et al. (1988), we compute the

Fisher Information matrix (Eadie et al., 1971) at the maximum likelihood parameter values,

where the components of the information matrix are given by the negative second derivatives

of the log likelihood:

Ijk = − ∂2 lnL
∂Xj ∂Xk

(2.25)

where the Xj’s are either the φj’s of the SWML method, or the aj BSpline parameters. The

full covariance matrix is then simply the inverse of the information matrix:

cov(Xjk) = (I−1) (2.26)

For φ∗, error estimates are computed by varying the parameters within the 1 σ error con-

tours. This is done numerically by sampling points within the 1 σ contours and recomputing

the density. No attempt is made to account for additional error due to cosmic variance.
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2.2 DATA

We have created several datasets in order to illustrate the different luminosity function esti-

mators, and specifically to show the effect of photometric redshift errors on the LF, including

a small spectroscopically confirmed sample, several mock samples with well behaved error

properties, and the final SDSS photometric redshift dataset on which the real analysis is

performed. The selection/creation of these datasets is described here. All luminosity func-

tions are done in the SDSS r band, using SDSS model magnitudes. Model magnitudes in

SDSS are estimated by fitting two profiles, exponential and deVaucoleurs, to each galaxy

and reports the better of the two fits.

2.2.1 An Example Spectroscopic Redshift Dataset

For direct comparison with existing results we constructed a dataset similar to, but not

exactly the same, as that used in Blanton et al. (2001), where the luminosity function was

computed for the SDSS Early Data Release (EDR). We select all galaxies with spectroscopic

redshifts in the Right Ascension and Declination range 145.3 ≤ RA ≤ 236.0, and −1.25 ≤
DEC ≤ 1.25. Due to several small gaps between plate boundaries the actual areal coverage

is 210.5 square degrees. We then trim the data to include only galaxies with redshift range

0.0167 ≤ z ≤ 0.20 (5000 km/s ≤ cz ≤ 60000 km/s and apparent magnitude range 14.5 ≤
r ≤ 17.6. The bright magnitude is motivated by saturation effects of very bright galaxies,

and the faint by the spectroscopic completeness limit of SDSS. We note that we select based

on SDSS model magnitudes, where Blanton et al. (2001) use Petrosian magnitudes. The

result is a set of 9871 galaxies with spectroscopically confirmed redshifts in the approximate

area of the SDSS Early Data Release.

Figure 2.4 shows the results of the 1/Vmax and STY LF estimators for this dataset.

Shown for comparison is the best fit Schechter function found by Blanton et al. (2001),

shifted to match the h = 0.7 Hubble constant used here. The best fit values for the Schechter

function parameters are: M∗ = −21.6467± 0.017, α = −1.112± 0.012, and φ∗ = 0.00480±
0.00065, while the best fit arrived at in Blanton et al. (2001) are: M∗ = −21.604± 0.030,
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α = −1.20± 0.030, φ∗ = 0.00501± 0.00041. The two curves agree very well at the bright

end, though there is some disagreement at the faint end. This is most likely due to our

not including an incompleteness correction for fiber collisions, where galaxies within 55′′ of

another galaxy may not have spectroscopic redshifts due to the physical size of the fiber

hole on the spectroscopic plates. Figure 2.5 shows the results of the SWML method and

the 1/Vmax method for comparison. The SDSS EDR includes an abundance of large scale

structure (the Sloan Great Wall is within this area of the sky). Because the 1/Vmax method

is biased by the presence of such structure, we expect the results of the 1/Vmax estimator

to differ from those of the SWML method, which Figure 2.5 clearly shows. Figure 2.6 shows

the best fit spline fit using 18 knot points to define the BSpline basis, and Figure 2.7 shows

the same, but also includes the error bounds of the spline fit. The spline fit follows the shape

of the SWML fit, but for a smooth, continuous function rather than in steps. However,

note that the Schechter function fit falls within the 1σ spline error contours for the entire

absolute magnitude range; thus the spline fit does not deviate significantly from the Schechter

functional form.
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Figure 2.4 The STY maximum likelihood method best fit Schechter function (blue) to the small spectroscopic
dataset. Shown for comparison are the 1/Vmax fit (black) and the Schechter function fit of Blanton et al.
(2001)(red).
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Figure 2.5 1/Vmax (black), Schechter (blue), and SWML (magenta) fits to the small spectroscopic dataset.
The difference between the 1/Vmax and SWML values is due to the presence of large scale structure.
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Figure 2.6 BSplines fit (black) to the small spectroscopic sample using 18 knot points. Shown for comparison
are the best fit Schechter function from the STY method (blue) and the SWML method (magenta). The
knot points are indicated by red squares along the bottom of the plot.
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Figure 2.7 Errors (red) on the spline fit (black) to the LF. Errors are calculated by inverting the Information
matrix. Shown for comparison are the best fit Schechter function from the STY method (blue) and the
SWML method with errors (magenta).
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2.2.2 Mock Photometric Redshift Datasets

In order to test the effects of redshift uncertainties, we have created several mock datasets

where we can control the exact nature and magnitude of the redshift errors. With these

datasets, we will know the “true” luminosity function in advance, and can accurately judge

the performance of our maximum likelihood estimator. We generate a mock catalog where

there are no uncertainties in the redshift, which we will call a mock “spectroscopic” catalog,

and a corresponding one where the redshifts have a known distribution of errors, which we

will refer to as a mock “photometric” catalog. No evolution of the LF is assumed, i.e. the

shape of the luminosity function remains constant at every redshift.

For the mock spectroscopic catalog, we begin by creating a list of absolute magnitudes

that are well represented by a Schecter function with M∗=-21.25 and α=-1.15, parameters

similar to those we expect for the SDSS r-band luminosity function at low redshift. We

then generate an r-band magnitude, redshift, k-correction, and type for each galaxy. For

simplicity one of only three galaxy types are assigned, and no error in type is assumed.

Details of the datasets and LF fits are listed in Table 2.2.2.

For the mock photometric catalog, the same absolute magnitude distribution describe

above is used, and we once again assign each galaxy a redshift (such that comoving volume

density is constant), apparent magnitude, and galaxy type. We then calculate a redshift

uncertainty, σz for each galaxy, where the redshift uncertainty increases with apparent mag-

nitude, an example of which is shown in Figure 2.12, which shows the redshift uncertainty

vs. apparent magnitude, as well as a histogram of the σz values. We will create several

such error distributions to show the effects of large uncertainties on the LF determination.

The redshift of each galaxy is then shifted by a value drawn from a Gaussian distribution of

width σz, simulating the uncertainty in photometric redshifts. Note that the error reported

in σz is always reflective of the actual uncertainty, i.e. we do not include the equivalent of

“catastrophic outliers”. Details of the datasets are listed in Table 2.2.2 and are described

here:

The Low-z Specz sample consists of galaxies from the mock catalog that have apparent

magnitudes of 15.0 ≤ r < 21.0 and redshifts 0.1 ≤ z ≤ 2.0. The derived Schechter
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parameters of M∗ = −21.293 ± 0.0080 and α = −1.149 ± 0.0083 are very close to the

expected values of the input mock Schechter function, which had M∗ = −21.25 and α =

−1.15. Figure 2.8 shows the 1/Vmax results for the mock dataset, and Figure 2.9 shows

both the 1/Vmax and SWML estimators. Note that they are almost identical for this data,

which is to be expected, as the mock data was generated to have uniform comoving density,

in which case the 1/Vmax method should be nearly identical to the SWML estimator.

Figure 2.10 shows the BSpline fit to the data, which agrees very well with the SWML

estimator. Figure 2.11 shows all four methods, and shows that they are consistent with each

other, as well as with the parameters used to generate the dataset.

Figure 2.12 shows the distribution of redshift uncertainties generated for the first mock

photometric dataset. Redshift errors are drawn from a Normal distribution of width σz =

0.05 and, in order to approximate the distribution seen in real data, assigned such that

errors increase exponentially with fainter apparent magnitude. For this dataset (labeled

as ”Low-z Photoz Min Error” in Table 2.2.2), errors fall within the envelope defined by

σz ≤ 0.05 exp(0.3(r − 15.0)), if the error generated is greater than this, an error of σz =

0.04 exp(0.1(r − 15.0)) is assigned to increase the number of lower error points. This error

increase is slightly shallower than that observed with real data. For the ”Low-z Photoz Min

Error” dataset, all of the galaxies are given a minimum error of at least σz = 0.03 is assigned

to the redshifts. This is done in order to test how the estimator performs when none of the

galaxies have precisely determined redshifts. Figure 2.13 shows the Schechter and SWML fits

for this dataset, as well as the fits for the Low-z Specz dataset for comparison. As expected,

more galaxies are scattered from the center of the distribution to the tails, leading to a

steeper faint end slope, a brighter value for the exponential dropoff, and a lower density near

the ”knee” of the LF. The fits for the 1/Vmax and spline methods are shown in Figure 2.14,

and the errors on the spline LF are shown in Figure 2.15. Now we apply our new estimator.

Figure 2.16 shows the results for the Schechter and BSpline parameterizations, showing that

we successfully recover the input LF. Figure 2.17 shows the 1 σ error bounds for the spline

curve, showing that the bright end of the LF is very uncertain, though the small number

(∼ 35000) of galaxies, and the fact that even the brightest galaxies have a minimum redshift

uncertainty of σz = 0.03− 0.05 contribute to these large errors.
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The datasets labeled ”Hi-z Specz” and ”Hi-z Photoz” have the same error distribution

as the data above, though now are selected at 0.3 ≤ z ≤ 0.4 and the apparent magnitude

range is restricted to 17.5 ≤ r < 21.0. Figure 2.18 shows the 1/Vmax, SWML and

Schechter fits to the Specz dataset, while Figure 2.19 adds the spline fit and its 1 σ error

contours. Figure 2.20 compares the dataset with redshift uncertainties to the unscattered

data. Figure 2.21 shows the results of our new estimator, once again showing that we are

able to recover the underlying LF and correct for the redshift uncertainties.

We now discuss a second dataset with a different redshift uncertainty distribution. This

error distribution is chosen to roughly match that observed in SDSS photometric redshift

samples, where errors are related to apparent magnitude up to σz(r) ≤ 0.01 exp(0.6(r −
15.0)), and the width of the σz distribution depends on the apparent magnitude of the data.

We will use this r− σ relation to create two more mock datasets: to show the effect of very

large errors, we draw the redshift errors from a Gaussian of width σz = 0.1, much larger

than that observed in the actual photometric data of Section 2.2.3, which has σz = 0.037.

This dataset is labeled ”Low-z Photoz 2” in Table 2.2.2. Another mock dataset with errors

drawn from a Gaussian of width σz = 0.05, on the same order as that of the real SDSS data.

This is labeled ”Low-z Photoz 3” in Table 2.2.2.

Figure 2.22 shows the σz vs. apparent magnitude plot and σz histogram for the Low-z

Photoz 2 dataset. Approximately 10% of the galaxies had very large initial uncertainties,

which are instead set to σz = 0.025, resulting in the spike at that value of σz. The more

realistic exponential data cut, combined with the large underlying redshift uncertainty input

into this data results in a much higher percentage of galaxies with very large redshift errors,

particularly for the faintest galaxies. Therefore, we expect the faint end of the LF to be

particularly affected by these large errors. Figure 2.23 shows the 1/Vmax, SWML, and

Schechter function fits to the Low-z Photoz 2 data. Figure 2.24 shows the resulting Schechter

function fit from our new maximum likelihood estimator. This estimate is clearly wrong,

with M∗ overcorrected and too faint, and α much shallower at the faint end. As σz/z

becomes slightly larger than unity, there is simply not enough information contained in

the photometric redshift. This is a very important point: our maximum likelihood estimator

breaks down for large values of σz/z. One cannot blindly apply the estimator to any dataset,
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careful attention must be paid to the magnitude of the photometric redshift errors. This

dataset is an extreme example, with the uncertainties drawn from a Gaussian of width

σ = 0.1. Testing with several more mock datasets shows that the maximum likelihood

estimator breaks down when more than 10−20% of galaxies have σz/z ≥ 1, or if any sizeable

(more than a few percent) have σz/z ≥ 2. Because redshift uncertainty is correlated with

apparent magnitude (i. e. signal to noise) this means that we must limit the sample to a

bright enough sample such that the redshift uncertainties do not rise to the above levels.

We now create a mock dataset with a more realistic underlying error distribution with

σ = 0.05, slightly larger than that observed in our real photometric redshift data, and which

follows a similar r − σz to the real SDSS data. Figure 2.25 shows the r − σz distribution

for the mock dataset, where once again, about 15% of the galaxies with initial large redshift

errors had errors of σz = 0.025 assigned. This dataset contains far fewer galaxies with

σz > 0.1 and no galaxies with σz > 0.2. Figure 2.26 shows the 1/Vmax, SWML, and

Schechter function fits to this data. It is obvious that the smaller redshift errors lead to a

less pronounced distortion of the LF, though the brightening of M∗, steeper α, and lower

φ∗ are all still present. Figure 2.27 shows the maximum likelihood fits for the Schechter

function and BSplines parameterizations using our new estimator. Both are very close to

the LF expected before redshift uncertainties are added. Figure 2.28 shows the error on the

spline measurement. These results with realistic errors show that our estimator is successful

at recovering the true luminosity function, as long as the errors, characterized by σz/z are

not very large. We will now move on to real data in the following section.
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Figure 2.8 Luminosity function fits to the low redshift mock data with no errors in redshift. The black
curve shows the best fit Schechter function given by the STY method, the blue points are from the 1/Vmax
method.
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Figure 2.9 Luminosity function fits to the low redshift mock data with no errors in redshift comparing the
1/Vmax and SWML estimators. The black curve shows the best fit Schechter function given by the STY
method, the blue points are from the 1/Vmax method, and the magenta points show the SWML estimator.

35



Figure 2.10 Luminosity function fits for the low redshift mock dataset with no errors. The magenta points
show the SWML estimator, and the black curve represents the spline fit. As expected, both agree very well
with the Schechter function fit.
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Figure 2.11 Luminosity function fits to the low redshift mock data with no errors in redshift. The red
curve shows the best fit Schechter function given by the STY method, the blue points are from the 1/Vmax
method, the magenta points are from the SWML method, and the black curve is the best fit spline.
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Figure 2.12 Top: Photometric redshift uncertainty as a function of apparent magnitude for the mock dataset.
Bottom: Histogram of photometric redshift uncertainties.
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Figure 2.13 To illustrate the effect of photometric redshift uncertainties, the best fit Schecther and SWML
results for the mock dataset with no errors are shown in black. In red, the same fits for the data with the
uncertainties in redshift shown in Figure 2.12.
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Figure 2.14 Luminosity function fits to the mock data with redshift uncertainties for the uncorrected
estimators: 1/Vmax (blue), STY Schechter (red), SWML (magenta), and spline (black).
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Figure 2.15 The BSpline Luminosity function fit to the mock data with redshift uncertainties (black) and
1 σ error contours (red). Shown for comparison are the SWML fit (magenta), and the Schechter function
distribution from which the absolute magnitudes were drawn before the photometric redshift uncertainty
was added (blue).
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Figure 2.16 Results of running our new likelihood method on the mock dataset that includes photoz un-
certainties for Schechter function (green), and spline (black). Shown for comparison are the Schechter and
SWML fits with no accounting for errors(red), and the Schechter function fit to the data with no redshift
uncertainties (blue).
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Figure 2.17 Same as Figure 2.16, but showing the 1 σ errors (magenta) on the spline fit (black). Shown for
comparison are the Schechter and SWML fits with no accounting for errors(red), and the Schechter function
fit to the data with no redshift uncertainties (blue).
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Figure 2.18 Luminosity function fits to the high redshift mock data with no redshift uncertainties for
1/Vmax (blue), STY Schechter (black), and SWML (magenta) methods.
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Figure 2.19 The BSpline Luminosity function fit to the mock data (black) and 1σ error contours (red).
Shown for comparison are the SWML fit (magenta), and the Schechter function fit (blue).
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Figure 2.20 The BSpline fit (black) to the data including redshift errors. Shown for comparison are the
SWML fit (magenta), and the Schechter function fit (red). The blue curve is the Schechter function fit to
the data with no redshift errors.
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Figure 2.21 New estimator fits to the LF. The BSpline fit (black) and Schechter fit (green) for our modified
estimator are shown. For comparison, also pictured are the original estimator SWML fit and spline fits
(magenta), and the BSpline curve from the data with no redshift errors (red dashed).
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Figure 2.22 Top: Photometric redshift uncertainty as a function of apparent magnitude for the Low-z
Photoz 2 mock dataset. Bottom: Histogram of photometric redshift uncertainties.
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Figure 2.23 Luminosity function fits to the Low-z Photoz 2 mock data with redshift uncertainties of σz = 0.1
for 1/Vmax (blue), STY Schechter and SWML (magenta) methods. Shown for comparison is the Schechter
function of the data with no redshift uncertainties (black dashed).
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Figure 2.24 Luminosity function fits to the Low-z Photoz 2 mock data with redshift uncertainties of σz = 0.1
for 1/Vmax (blue), STY Schechter and SWML (magenta) methods. Shown for comparison is the Schechter
function of the data with no redshift uncertainties (black dashed). The red curve shows the Schechter
function fit for our new estimator.
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Figure 2.25 Top: Photometric redshift uncertainty as a function of apparent magnitude for the Low-z
Photoz 3 mock dataset. Bottom: Histogram of photometric redshift uncertainties.
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Figure 2.26 Luminosity function fits to the Low-z Photoz 3 mock data with redshift uncertainties of σz = 0.05
for 1/Vmax (blue), STY Schechter and SWML (magenta) methods. Shown for comparison is the Schechter
function of the data with no redshift uncertainties (black dashed).
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Figure 2.27 Luminosity function fits to the Low-z Photoz 3 mock data with redshift uncertainties of σz =
0.0.05 for 1/Vmax (blue), STY Schechter and SWML (magenta) methods. Shown for comparison is the
Schechter function of the data with no redshift uncertainties (black dashed). The red curve shows the
Schechter function fit for our new estimator, and the thick black curve represents the new method BSpline
fit.
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Figure 2.28 BSpline Luminosity function fit (black) and 1 σ error bound (blue) to the Low-z Photoz 3 mock
data. The red curve shows the Schechter function fit for the input data with no redshift errors.
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2.2.3 Photometric Redshift Dataset

The source of the data used to create our photometric redshift catalog is the SDSS Southern

Survey, also known as “SDSS stripe 82”, named for the initial SDSS data stripe in this region

of the sky. Stripe 82, which is located on the celestial equator, is imaged multiple times dur-

ing the course of SDSS operations. These images are then coadded to obtain deeper catalogs

with higher signal to noise. This low noise data should reduce the magnitude errors in all

five bands, increasing the accuracy of the photometric redshifts. The specific versions used

to construct the photozs in this work are known as runs 100001 and 200001, and contain

between 5 and 18 epochs of data, depending on position on the sky. The details of the

construction and calibration of this catalog are the subject of a future paper (J. Brewer, in

prep), and are briefly summarized here.

The coadded images are processed and calibrated using the GESTALT webservice tools

(http://nvogre.phyast.pitt.edu:8080/gestalt_home/), specifically a webservice inter-

face to SExtractor (Bertin and Arnouts, 1996) called WESIX. For optimal photometric red-

shifts, the flux in each passband should be from the same portion of the galaxy. Therefore,

WESIX is run in dual image mode, resulting in matched aperture catalogs in the 5 SDSS

bands, with r-band as the primary detection filter. Each of the five bands is calibrated to

the SDSS magnitude scale by positionally cross-matching bright (15 ≤ r ≤ 19) stars in the

images with their counterparts in single epoch SDSS data, fitting a linear relation between

the stellar magnitudes in each dataset, and assuming that this relation continues to fainter

magnitudes. The magnitudes are calibrated by matching SExtractor MAG AUTO to SDSS

model magnitudes. Model magnitudes in SDSS are the better of two fits to each galaxy: a

deVaucouleurs or exponential profile, and are a good match to the total galaxy magnitude

measured by SExtractor MAG AUTO. Figure 2.29 shows the footprint of the stripe 82 data.

Fields with fitted slopes more than 10% different from unity are rejected as bad. There are

additional fields where no images are present in the SDSS Stripe 82 database. The bad slope

and missing frames are clearly visible as empty regions in Figure 2.29, which shows the sky

coverage footprint of the data used in constructing the photometric redshift catalog.
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The resulting catalogs are then dereddened using the dust maps of Schlegel et al. (1998)

to account for extinction due to dust absorption within our Galaxy. In the right ascension

range 55 < RA < 60 extinction from the Galaxy is significant. Figure 2.30 shows areas

with E(B − V ) > 0.3 (blue) and E(B − V ) > 0.2 (red). Because excess reddenning can

degrade the reliability of photometric redshifts, we trim the stripe 82 dataset to exclude the

area 55 < RA < 60, as well as the other frames where E(B − V ) > 0.2. The final useable

area, after accounting for this extinction cut and the missing and rejected frames, is 245.0

square degrees, with more than two million objects with r ≤ 21.0. While small compared to

the nearly ten thousand square degrees of the entire SDSS photometric catalog, this dataset

is an order of magnitude larger than others used to explore the non-local luminosity function

in the past, where typically smaller, deeper surveys have been used (e.g. Chen et al. (2003)

and (Wolf et al., 2003)). With a slightly better understanding of the errors (see Section 4.1

for details) our new estimator can be applied to the entire SDSS photometric galaxy catalog

in the future.
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Figure 2.29 The SDSS Stripe 82 footprint
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Figure 2.30 stripe 82 extinction
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The first step in constructing the galaxy catalog is defining the galaxy sample. Star-

galaxy separation is done based on each individual object’s concentration, i.e. comparing

total integrated flux of an object to the flux measured in a fixed aperture in order to dis-

tinguish extended objects from pointlike stars. This procedure will be detailed in a future

paper (J. Brewer, in prep). Briefly, the concentrations of all objects in a particular apparent

magnitude range are histogrammed. For bright galaxies, this histogram is bimodal, with two

well defined peaks, one at very high concentration comprised of stars, and another broader

peak consisting of galaxies. A hard concentration cut separates the sample into stars and

galaxies. For bright objects (r ≤ 19.0) there is little contamination, though as you move

fainter, the peaks move closer together, and there is an increasing fraction of misclassified

objects. Beyond r ≈ 21 the peaks merge, and reliable star-galaxy separation is impossible.

At these faint apparent magnitudes, stars are less numerous than galaxies, and we call all

objects with r > 21 galaxies. The galaxies most likely to be misclassified are high con-

centration (starlike) galaxies, and high redshift galaxies, where cosmological dimming has

rendered the extended parts of the galaxy undetectable, and only the compact center is

visible. There is an observed correlation between surface brightness and luminosity: most

very compact galaxies are very luminous, and therefore most likely bright enough in appar-

ent magnitude to still pass our star-galaxy cut. Because we do not consider galaxies with

z > 0.3, the cosmological dimming should only come into play for the fainter of our galaxies.

In practice, the contamination of the sample should not have a large effect, as statistically

a similar number of stars and galaxies are misclassified in each magnitude range. However,

since photometric redshifts are computed only for objects classified as galaxies, this has the

potential to identify stars as a zero redshift object (if it happens to have a spectrum similar

to one of the photoz templates), and therefore more false galaxies are removed than false

stars added. This could mean a small underestimate in the density of galaxies, though we

will make no attempt to correct for it.

Photometric redshifts were computed using the code photoz++ (T. Budavari, private

communication), a non-public photometric redshift code, a version of which is used to com-

pute the photometric redshifts for SDSS. The theoretical underpinnings of the code are

discussed in Csabai et al. (2003). Photoz++ is a template based photometric redshift code
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which compares the observed colors of each galaxy to the colors from a set of template

spectra convolved with the SDSS filter functions at a variety of redshifts, and finding the

closest match (i.e. a χ2 minimization). Figure 2.31 shows the ten templates used as a basis

for the photoz computation. The ”tweaked” templates discussed in Csabai et al. (2003)

are not used. Photoz++ further interpolates additional templates between each of these

ten basis templates for a final set of 71 templates, which comprise a ”continuous” type

parameterization. No Bayesian priors are assumed (e.g. a dN/dz or Luminosity Function

priors), as they are not implemented in the version of photoz++ used to create this dataset.

For more detail on this code and photometric redshift techniques in general, see Appendix B.

0 5000
0

0 5000
0

Figure 2.31 Ten template spectra used in the photometric redshift estimation.

The photoz++ code estimates the redshift uncertainty by assuming that the probability

associated with the χ2 residuals are approximately Gaussian, and estimates the width of the

Gaussian by fitting a quadratic to the two points bracketing the highest likelihood point in

marginalized (over type) χ2 space. This simple method fails to reflect the true probability

distribution for distributions that differ significantly from a Gaussian, often underpredicting

the redshift uncertainty. The assumption of Gaussianity also leads to unreliable estimates for
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probability distributions with double peaked likelihoods, or significant non-Gaussian tails.

This is a known problem, as the documentation on the SDSS Photoz website states: ”The

quality, zerr [photoz uncertainty], and terr [type uncertainty] values are just estimates, they

are not always reliable”(http://cas.sdss.org/dr6/en/help/docs/algorithm.asp?key=photoz).

To improve this error estimate, we model the marginalized redshift probability distribution

as the sum of two Gaussians over the entire redshift range, rather than only in the vicinity

of the peak likelihood. Figure 2.32 shows examples of the photoz++ probability distribution

as a function of redshift for four sample galaxies. The probability, marginalized over galaxy

type, is shown in black, and the redshift uncertainty estimated by photoz++ is shown in red.

The two green curves show the Gaussians fit by to the probability distribution, and their

sum is shown in magenta. These examples clearly show the improvement of this new method

in capturing the true probability distribution over the original method. If the uncertainties

reported by the simple Gaussian fit are used, our estimator does not accurately recover the

luminosity function for subsets of the photometric redshift data used for testing, the full

probability distribution is necessary. Thus, this two Gaussian fit will be used to categorize

the photoz uncertainties in all of the following work with the Stripe 82 data.

To eliminate galaxies where saturation becomes an issue, we limit the catalog to objects

with r ≥ 15.0. As photometric redshift errors increase with lower signal to noise data

(i.e. fainter galaxies), we trim the input data to only include objects with r ≤ 21.0 (after

dereddening). We then run photoz++ on all remaining objects classified as galaxies.

Figure 2.33 shows a plot of the photometric redshift versus the spectroscopic redshift for

the subset of approximately 23000 Stripe 82 galaxies for which spectra have been obtained.

Table 2.2.3 lists the parameters describing the photoz versus specz data. An iterative 3 σ

sigma clip is employed to define “catastrophic outliers”, which are excluded in the determina-

tion of the parameters. Computed for the entire sample, as well as redshift sub-intervals are:

the average redshift difference < ∆ z > = pz − sz, σz, the standard deviation of < ∆ z >,

and the percentage of catastrophic outliers. For 0.1 ≤ z ≤ 0.3 the scatter in ∆ z is approx-

imately Gaussian with a width σ = 0.037, though caution should be urged in interpreting

this width, as nearly all of the galaxies with spectroscopic redshifts are from the SDSS main

galaxy sample with r ≤ 17.7. This subset of bright galaxies will have higher signal to noise,
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and therefore smaller photometric redshift uncertainties than the overall sample. There is

obvious structure visible in Figure 2.33, including areas where a systematic shift from the

specz = photoz line, and redshifts where there is a deficient number of galaxies, most notably

near z ≈ 0.3 − 0.35. This is most likely due to a small gap between the response curves of

the SDSS g and r-band filters. Figure 2.34 shows the filter response curves of the five SDSS

bands with an elliptical galaxy spectrum at two redshifts overlaid. At z = 0 the 4000Å

break, the major broad band discriminator for most SDSS photozs, falls within the g-band.

However, the red spectrum shows the elliptical galaxy template shifted to z = 0.33, and the

4000Å break now falls near λ = 5300Å. The Figure shows that there is a gap in the filter

bandpasses where neither g nor r-band has signficant response. This means that for redshifts

near z ≈ 0.3 photometric redshift predictions can be either ”fuzzy”, with much larger errors,

or prone to catastrophic failure, due to the lack of specific information on the location of

the 4000Å break. Figure 2.35 shows the histogram of all photometric redshifts for galaxies

with r ≤ 21.0 in SDSS Stripe 82. The deficiency of galaxies at z ∼ 0.3 is obvious, with

the number of galaxies nearly half of what is expected given a reasonable dN/dz. An over-

abundance of galaxies at z ∼ 0.45 is also quite obvious. The red and magenta curves show

the result of summing the probability distribution fits (two Gaussian in red and original one

Gaussian quadratic in magenta) for the galaxies, equivalent to replacing the delta function

photoz in the histogram with a Gaussian (or two). While the overall redshift distribution

is much closer to expected, over and under abundances are still obvious. Use of Bayesian

priors, specifically luminosity function and dN/dz priors would greatly improve the output

redshift distribution. This will be discussed in the Future Work section. For this thesis, we

will limit ourselves to z ≤ 0.3 in order to avoid the problematic redshift range. However,

there is also a noticeable deficit of galaxies near z = 0.25 that is worrisome.

As mentioned in Section 2.2.2, our maximum likeilihood estimator breaks down when any

sizeable (i.e. more than a few percent) of the galaxies have photometric redshift uncertainties

of more than σz/z ∼ 1. Figure 2.36 shows histograms of the photoz++ (estimated Gaussian)

1 σ widths of the photoz uncertainties for the 0.1 ≤ z < 0.2 dataset in bins of apparent

magnitude; blue represents 18.5 ≤ r < 19.5, black shows 19.5 ≤ r < 20.5, and red

20.5 ≤ r < 21.0. The r < 19.5 galaxies can be fit by a Gaussian of width σ = 0.037, the
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19.5 ≤ r < 20.5 have a width σ ∼ 0.05 with a tail to higher values, and 20.5 ≤ r < 21.0

has more than 10% of galaxies with σ > 0.1, with an obvious excess of galaxies with

higher uncertainties, most likely due to the lower signal to noise of the fainter photometry.

Therefore, we will trim the dataset to include 15 ≤ r ≤ 20.5 for 0.1 ≤ z < 0.2 and

0.2 ≤ z < 0.3 datasets. Results for these datasets are presented in Section 2.3.

These datasets will then be further divided by galaxy type. While photoz++ supplies a

”continuous” type parameter, we will group the galaxies into four bins, with roughly equal

number of galaxies per bin. This will make for easier comparison with past examinations

of galaxy type in the literature. Results for the type dependent luminosity function are

discussed in Section 2.4. Future use of the full type distribution will be discussed in Sec-

tion 4.3.1.
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Figure 2.32 Marginalized (over type) probability (black curve) vs. redshift for four galaxies. The red curve
represents the error estimate reported by the photoz code. The green curves represent the single Gaussian
fits, and magenta the sum of the two Gaussians.
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Figure 2.33 Spectroscopic redshifts vs. photometric redshifts for the ≈23000 objects in SDSS Stripe 82 with
confirmed redshifts. The red line indicates Specz = Photoz.
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Table 2.2 Characteristics of the specz versus photoz fits
Schechter LF Fits

z range # Galaxies < ∆ z > σz % catastrophic

0.0 ≤ z ≤ 1.0 23433 +0.0085 0.0399 2.1
0.0 ≤ z ≤ 0.2 18988 +0.0103 0.0379 2.1
0.2 ≤ z ≤ 0.4 3785 +0.0013 0.0519 3.6
0.4 ≤ z ≤ 0.6 648 -0.0067 0.0197 8.2
0.6 ≤ z ≤ 0.8 11 -0.289 0.359 0.0
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Figure 2.34 Plot of the five SDSS filter response curves (u, g, r, i, z left to right) as a function of wavelength.
Overlaid is the elliptical galaxy spectrum of Coleman et al. (1980) at redshift z = 0 (blue) and z = 0.33
(red), showing that the 4000Å break falls into the gap between g-band and r-band at z ∼ 0.3.
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Figure 2.35 Histogram of all stripe 82 photometric redshifts for galaxies with r ≤ 21.0. Shown in red is
the sum of the two Gaussian probability distributions, in magenta the sum of the original single Gaussian
probability distributions.
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Figure 2.36 Histograms of (assumed Gaussian) photometric redshift uncertainties for the 0.1 ≤ z < 0.2
dataset. Blue represents 18.5 ≤ r < 19.5 galaxies, black 19.5 ≤ r < 20.5 and red 20.5 ≤ r < 21.0
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Table 2.3 Schechter Function Fits to SDSS Stripe 82

Schechter LF Fits

z range # Galaxies M∗ST Y αST Y φ∗ST Y (Mpc−3) M∗cor αcor φ∗cor(Mpc−3)

0.1 ≤ z ≤ 0.2 138762 -22.218±0.0046 -1.423±0.00362 0.00272±0.000126 -21.753±0.0131 -1.097±0.0065 0.00575±0.00056

0.2 ≤ z ≤ 0.3 104398 -22.531±0.0055 -1.606±0.00342 0.00101±0.000162 -22.384±0.0177 -1.463±0.0121 0.00163±0.000293

2.3 THE GLOBAL GALAXY LUMINOSITY FUNCTION

The final dataset of all galaxies with 0.1 ≤ z ≤ 0.2 and 15.0 ≤ r < 20.5 contains 138762

galaxies, while the 0.2 ≤ z ≤ 0.3 dataset with the same magnitude cuts contains 104398

galaxies. The results of the Schechter function fits for both the original STY estimator,

as well as our modified estimator are presented in Table 2.3. All results use a value of

the Hubble Constant of h = 0.7. To transform to h = 1 often used in the literature, simply

subtract 5 log h = −0.7745 from M∗ and divide φ∗ by h3 = 0.343. All luminosity functions

are for the SDSS r-band.

Figure 2.37 shows the STY Schechter function and SWML fits to the 0.1 ≤ z ≤ 0.2

dataset. Shown for comparison is the spectroscopic SDSS r-band luminosity function dis-

cussed in Section 2.2.1. Once again the characteristic brighter M∗, steeper α, and lower

φ∗ are seen. There is also an excess of galaxies at the very faint end of the LF at −18 ≥
Mr ≥ −19. These are most likely galaxies with systematically misidentified redshifts that

contaminate the sample. Further study of such systematics is needed, and will be discussed

in Section 4.3. Figure 2.38 shows the maximum likelihood fit for our modified estimator,

which is in excellent agreement with the spectroscopic luminosity function.

70



Figure 2.37 STY Schechter function and SWML fits to the 0.1 ≤ z ≤ 0.2 data (red). Shown as a blue
dashed curve for comparison is the spectroscopic luminosity function derived in Section 2.2.1.
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Figure 2.38 Same as Figure 2.37, but also showing the maximum likelihood Schechter function fit from our
new estimator (black).
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Figure 2.39 shows the 1/Vmax, STY Schechter, and SWML fits to the 0.2 ≤ z ≤ 0.3

data, and the low redshift spectroscopic Schechter LF for comparison. Once again, there

is an excess of galaxies over even the steep α at the very faintest absolute magnitudes.

Figure 2.40 shows the Schechter fit for our modified estimator. There is very little change

from the methods with no accounting for photoz errors and our modified estimator. In order

to test this result at the bright end, we use the SDSS DR6 (http://www.sdss.org/dr6/)

spectroscopic main galaxy sample to compute the SWML estimate of the luminosity function

for 0.2 ≤ z ≤ 0.3 for model magnitudes in the range 15.0 ≤ r < 17.6. Our estimate of

the luminosity function is in excellent agreement with the DR6 result over the range of

absolute magnitudes covered by the DR6 data. It should be noted that we use the SWML

estimator because the lack of faint data leaves the value of α very uncertain in the Schechter

parameterization. Figure 2.41 shows our fit compared to that reported for 0.2 ≤ z ≤ 0.4

for the SDSS r-band by the COMBO-17 survey (Wolf et al., 2003). COMBO-17 is a medium

band photometric redshift survey covering approximately one square degree. By adding a set

of medium band filters to the typically used broad band filters, COMBO-17 in essence gets a

crude spectrum based on 17 ”pixels” rather than the five available with SDSS. They are able

to construct a photometric redshift catalog with well controlled systematics and a relatively

small photometric redshift uncertainty (σz = 0.03). Our much larger areal coverage allows

us to better probe the bright end of the luminosity function compared to COMBO-17, where

the very small area (0.78 square degrees) limits the number of rare very bright galaxies in

the sample. As the figure shows, the COMBO-17 LF has a slightly brighter M∗ and slightly

lower density than seen in both our photometric redshift LF and the DR6 spectroscopic

LF. The fact that COMBO-17 uses photometric redshifts with σz ≈ 0.03 means that some

portion of this difference may be due to the effect of photoz uncertainties already discussed,

though the most obvious difference is in the redshift ranges covered by the two datasets.

The luminosity function evolution towards brighter galaxies and lower densities in the past

is very similar to the errors introduced by photoz uncertainties, and these two effects are

hard to distinguish without a more careful comparison of the data. Qualitatively the LF is

very close to that of COMBO-17, and whether the difference is due to the redshift binning

or the lack of accounting for photoz errors in the COMBO-17 data, what is evident is a large
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change in the luminosity function from 0.1 ≤ z ≤ 0.2 to 0.2 ≤ z ≤ 0.3. M∗ increases by

more than half a magnitude, α becomes much steeper, and φ∗ decreases by nearly a factor

of three. This rapid evolution is also noted in Loveday (2004). It is clear the the luminosity

function has undergone substantial evolution since at least z = 0.3.

Figure 2.42 shows the maximum likelihood BSpline curve to the data. While the bright

end of the LF is consistent with the Schechter function and the spectroscopic LF, there

is an obvious problem with the very large dip at the faint end. This is most likely due to

systematic problems with low signal to noise galaxies with the faintest apparent magnitudes,

and is very similar to the effect of overcorrection of the faint end described in Section 2.2.2

when redshift errors become large. It could also result from the redshift error reported by

photoz++ not reflecting the true error distribution for a certain number of the faint galaxies.

Because the BSpline fit has many more free parameters, in this case 24 BSplines, as opposed

to only two, M∗ and α for the Schechter function fit, the BSplines are much more sensitive

to such systematic effects. The poor fit of the spline function tells us that, even after the

conservative cuts made above, there is still some residual problems with this dataset. Better

photometric redshifts and errors are needed before the full power of our new estimator can

be employed. This will be discussed in Section 4.3.1.
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Figure 2.39 1/Vmax (black), STY Schechter function and SWML (red) fits to the 0.2 ≤ z ≤ 0.3 data. The
blue dashed curve for indicates the 0.1 ≤ z ≤ 0.2 spectroscopic luminosity function derived in Section 2.2.1.
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Figure 2.40 Schechter function fit for our modified estimator (thick black) for the 0.2 ≤ z ≤ 0.3 dataset, as
well as the STY Schechter function and SWML (red) fits to the data. The blue dashed curve for indicates
the 0.1 ≤ z ≤ 0.2 spectroscopic luminosity function derived in Section 2.2.1. The green circles represent
the SWML LF determined from the SDSS DR6 spectroscopic sample.
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Figure 2.41 The COMBO-17 LF for 0.2 ≤ z ≤ 0.4 (magenta) compared to the Schechter function fit for
our modified estimator (thick black) for the 0.2 ≤ z ≤ 0.3 dataset. The blue dashed curve for indicates
the 0.1 ≤ z ≤ 0.2 spectroscopic luminosity function derived in Section 2.2.1. The green circles represent
the SWML LF determined from the SDSS DR6 spectroscopic sample.
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Figure 2.42 The BSpline LF for 0.2 ≤ z ≤ 0.3 (black) compared to the Schechter function fit for our mod-
ified estimator (red). Green circles represent the SWML LF determined from the SDSS DR6 spectroscopic
sample.
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2.4 LUMINOSITY FUNCTIONS BY TYPE

As mentioned in the previous Section, template based photometric redshifts naturally give

a prediction of each galaxy’s type in the course of the χ2 minimization procedure: the

template with the best χ2 value is also the most likely type for the galaxy. The galaxies

are fit to the ten templates shown in Figure 2.31 and five spectra interpolated between each

of those ten, as well as extrapolated redward from the reddest template, for a total of 71

templates. Photoz++ assigns a ”continuous” type parameter between -0.1 and 1.0 based on

these 71 templates, where 0 represents the reddest/earliest template, and 1.0 represents the

bluest/latest, and the extrapolated redder spectra have a negative type. This procedure is

similar to that followed for the SDSS template based photometric redshifts (Csabai et al.,

2003), which uses a related version of the same photoz code used in this work. Figure 2.43

shows the histogram of galaxy types returned by photoz++ for galaxies with 0.1 ≤ z ≤ 0.2.

This distribution looks very different than the expected bimodal early/late distribution that

we expect, for instance, the distribution shown in Budavári et al. (2003), which uses SDSS

database photozs to study angular clustering. The distribution in Budavári et al. (2003)

shows a narrow peak at type t = 0.05 and a broad peak at t ∼ 0.9, and very few galaxies with

t ∼ 0.3 (see their Figure 3 for details). The major difference between our type distribution

and the expected distribution is a major concern. Newer versions of the photoz++ code,

which include a luminosity function prior, as well as a prescription for ”tweaking” the input

templates for improved photozs (see Csabai et al. (2003) for details) do not show problems

with the type distribution, and future processing of the data will greatly benefit from the

newer versions of the code. For the present analysis, we will simply break the data into

quartiles, with roughly equal numbers of galaxies in each of the four bins. The divisions

used to define the bins are shown as red lines in Figure 2.44. Table 2.4 lists the type ranges

for the four bins, and the STY and corrected Schechter function values for each dataset. For

0.2 ≤ z ≤ 0.3 we use the same type bins in order to check for evolution in similar galaxy

types.

Broken into quartiles:
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Figure 2.43 Histogram of galaxy types for 0.1 ≤ z < 0.2. The breaks used to define the four type bins are
indicated by the red lines.
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Figure 2.44 shows a comparison of the Schechter fits for the STY method and our modified

estimator. The sum of the four individual Schechter fits is consistent with the single Schechter

function fit to the entire dataset. We see that early/red galaxies dominate the bright end

of the luminosity function, while late/blue galaxies dominate the faint end, in qualitative

agreement with nearly all past results (Folkes et al., 1999; Lin et al., 1999; Blanton et al.,

2001; Wolf et al., 2003; Croton et al., 2005, e.g.). Figure 2.45 shows the histogram of galaxy

types for 0.2 ≤ z ≤ 0.3 with the same bins for the lower redshift dataset. The distribution

is very similar, but the peak at t ≈ 0.25 has shifted to t ≈ 0.15 − 0.20, and there are

many fewer galaxies in the third quartile of the type distribution. Figure 2.46 shows the four

Schechter function fits for the STY and modified estimators for the 0.2 ≤ z ≤ 0.3 dataset.

Several features stand out. First, the sum of the four Schechter functions is quite different

from the single Schechter function fit, with both a lower value for the LF at the bright end, as

well as a much steeper faint end of the LF. The combination of the four Schechter functions

gives the LF twelve free parameters rather than the three of the single Schechter function,

allowing for this further variation in shape. Whether this shape is real or an artifact of

systematic effects in the data is not clear. The shape is similar to that of the BSpline fit in

Figure 2.42, though the discrepant bright end values points toward a systematic problem, as

does the redshift distribution seen in Figure 2.35, with a deficit of galaxies at z ≈ 0.25. It

is likely that the single Schechter function fit, which agrees with the spectroscopic data as

well as COMBO-17, is hiding some of the systematic problems with the data, as this three

parameter fit does not have enough freedom to show the effects seen in the four Schechter

and BSpline fits. It is also possible that photometric redshift errors are overestimated for

certain galaxy types in this redshift range, a conjecture that is certainly supported by the

slight difference between the STY method and the spectroscopic dataset. Once again, better

photometric redshifts are needed for conclusive results. Figure 2.47 shows a comparison of

the four Schechter functions by type for both 0.1 ≤ z ≤ 0.2 and 0.2 ≤ z ≤ 0.3. Types 1

and 2 (red and magenta) show very little change at the bright end of the LF, but drop off

considerably at the faint end over these two redshift intervals. There is a dramatic drop in

the number of type 3 (green) galaxies, by more than a factor of two overall, and an increase

and steepening to a pure power law form for type 4, with more type 4 galaxies at both
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the faint and bright end. While these results are called into question by the fact that the

single Schechter function, sum of four type Schechter functions, and BSpline LF all disagree,

this behavior is qualitatively similar to that expected, with red galaxies evolving much more

slowly, while the number of blue galaxies evolves rapidly to higher and brighter values. We

will not attempt any quantitative comparisons until a better photometric redshift dataset is

obtained, which we will discuss in Sections 4.1 and 4.3.1.
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Figure 2.44 Schechter function luminosity functions for 0.1 ≤ z < 0.2 for four type bins for the STY
estimator (dashed curves) and our modified maximum likelihood estimator (solid curves): Red is type 1
(early), magenta is type 2, green is type 3, and blue is type 4 (late). The black curves are the sum of
the four Schechter functions. The short dashed line is the single Schechter function fit to the data for our
modified estimator.
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Figure 2.45 Histogram of galaxy types for 0.2 ≤ z < 0.3. The breaks used to define the four type bins are
indicated by the red lines.
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Figure 2.46 Schechter function luminosity functions for 0.2 ≤ z < 0.3 for four type bins for the STY
estimator (dashed curves) and our modified maximum likelihood estimator (solid curves): Red is type 1
(early), magenta is type 2, green is type 3, and blue is type 4 (late). The black curves are the sum of the
four Schechter functions. The thin black line is the single Schechter function fit to the data for our modified
estimator.
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Figure 2.47 Schechter function fits for 0.1 ≤ z ≤ 0.2 (dashed) and 0.2 ≤ z ≤ 0.3 (solid) for type 1 (red)
type 2 (magenta) type 3 (green) and type 4 (blue). Black lines represent the sum of the four Schechter
functions.
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3.0 THE DRAGONS SURVEY

“Beyond this point there be dragons.”

-Phrase on the unexplored section of old maps

Note: Much of this chapter is taken from previously published work (Schmidt et al., 2006)

detailing the DRaGONS Survey. Additional people contributed to this work, namely Andrew

Hopkins ran the PEGASE models mentioned in Section 3.1 and many people helped with the

actual observations at Kitt Peak and Apache Point Observatories: Andy Connolly, Andrew

Hopkins, Ryan Scranton, Jeremy Brewer, Julia Bryant, Niraj Welikala, and Bhuvanesh Jain

all spent some time at the telescopes.

Radio galaxies have long been used to probe the epoch of galaxy formation (Lilly and

Longair, 1984; Graham and Dey, 1996; Blundell et al., 1998; Stern et al., 1999; Jarvis et al.,

2001). Luminous radio galaxies are known to be highly biased relative to the underlying

dark matter, residing in the most overdense regions of the Universe. Under the standard

Cold Dark Matter hierarchy for galaxy formation these galaxies should be the first systems

to collapse and, therefore, the site of some of the most evolved stellar populations. As the

likely hosts of the earliest star formation, it may also be possible to probe the epoch of

reionization (Barkana and Loeb, 2006). Isolating a sample of radio galaxies at high redshift

would allow us to probe the physical processes that drive the formation and evolution of

structure and the timescales that govern star formation in the early universe, as well as to

distinguish between hierarchical and “down-sizing” (Cowie et al., 1996) formation scenarios

(e.g., Rocca-Volmerange et al., 2004; De Lucia et al., 2006), and also the role of feedback on

the local radio galaxy environment (Vardoulaki et al., 2006; De Lucia et al., 2006).

While radio surveys can address many fundamental questions in cosmology and galaxy
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formation the numbers of radio galaxies identified at high redshift remain small in comparison

to low redshift surveys (Brand et al., 2005; Magliocchetti et al., 2004). Without large,

statistically complete and homogeneously selected samples we cannot hope to constrain

hierarchical galaxy formation models without the concern that sample variance might bias

our analyses. For example, at redshifts z > 3 extensive optical and near-infrared (NIR)

campaigns have yielded less than one hundred and fifty galaxies (van Breugel et al., 1998;

De Breuck et al., 2001; Vardoulaki et al., 2006). The reason for the paucity of these samples

comes from the necessity of surveying large volumes to identify the most massive systems.

Given the broad redshift distribution of radio galaxies (e.g., Dunlop and Peacock, 1990), large

numbers of radio targets must be observed in order to extract the high redshift component.

Below we describe a novel selection technique that utilizes existing optical and radio

surveys to overcome these challenges in order to isolate high redshift candidates for follow

up in the NIR. We show that this approach gives more than a factor of ten increase in

efficiency over blind radio selected surveys. The resulting combination of NIR data with

existing optical measurements from SDSS, and additional sources, allows us to study the

environment of the high redshift radio galaxies.

Early in the development of infrared observations it was noted that EROs are often found

in the vicinity of high redshift objects (McCarthy et al., 1992; Graham et al., 1994; Dey

et al., 1995). More recently, targeted searches have been undertaken to search for clustering

of galaxies (Hall et al., 2001) and extremely red objects (EROs) around high redshift quasars

and radio galaxies (Cimatti et al., 2000; Wold et al., 2003; Zheng et al., 2006, and references

therein). The focus of these investigations has been whether the increased surface density

of EROs is physically associated with the radio galaxy or quasar, or whether it lies in the

foreground, possibly as a cluster that may have gravitational lensing effects on the target.

Our goal is to use detect Extremely Red Objects near the radio galaxy position in order to

study their environment, and to check for the presence of foreground lensing clusters.

SDSS magnitudes have slight offsets from the AB system, and we will use 2MASS magni-

tudes for all K and KS-band measurements for easy comparison with the high redshift radio

galaxy literature. Data taken in 2003 and 2004 were taken through the K filter, while in

2005 and beyond the KS filter was used. We add a correction to the K-band magnitudes in

89



order to shift them to the KS system (see Section 3.4 for details), and thus report all magni-

tudes in the 2MASS KS system, though notation of K and KS will be used interchangeably

throughout this thesis. Note that while transformations from SDSS to AB are small in the

optical, there is a large offset between AB and Vega magnitudes in the near infrared. A flat

Lambda cosmology is assumed throughout, as indicated by numerous recent measurements,

with H0 = 70 km s−1 Mpc−1, ΩM = 0.3, ΩΛ = 0.7 (e.g., Spergel et al., 2003).

3.1 TARGET SELECTION

The main obstacle to identifying high redshift radio galaxies is screening out the low redshift

foreground. Figure 3.1 shows a theoretical dN/dz distribution for bright (S1.4GHz > 100 mJy)

radio sources based on model radio luminosity functions and assuming pure luminosity evo-

lution (Rowan-Robinson et al., 1993; Dunlop and Peacock, 1990). With a broad redshift

peak at z ∼ 2 extracting only the high-z galaxies through blind spectroscopic follow up of

radio surveys is inefficient. Our goal is to eliminate the low redshift contamination through

the inclusion of multi-wavelength information. We begin with the well known K − z Hubble

relation for radio galaxies (Lilly and Longair, 1984; van Breugel et al., 1998; Jarvis et al.,

2001), which shows the strong correlation of K-band apparent magnitude and redshift. If we

assume that this relation holds for all bright radio galaxies, then we can use model galaxy

colors to predict the optical properties of these galaxies as they evolve.

Figure 3.2 shows the r−K, g−K, and i−K color-redshift diagrams for two sets of galaxy

models generated with the spectral synthesis code PEGASE (Fioc and Rocca-Volmerange,

1997). The upper curves are color tracks for an instantaneous burst model at solar metallicity

and assuming no extinction for formation redshifts of zform = 10, 5, and 3, while the lower

curves are for zero initial metallicity with an exponentially declining star-formation model

with an e-folding time of τ = 0.5 Gyr and PEGASE “spheroid” type obscuration at these

same formation redshifts. We choose solar metallicity for the instantaneous burst model

to match the r − K color of an elliptical galaxy at low redshift, as the PEGASE models

do not update the metallicity in an instantaneous burst. Metallicity does evolve in the
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models of ongoing star formation, hence the assumption of zero initial metallicity for the

τ = 0.5 Gyr e-folding star formation model. Although the spheroidal obscuration makes the

ongoing star-formation model slightly redder than a typical elliptical galaxy at low redshift,

we include it to approximate the effects of dust during the starburst (i.e. PEGASE does

not allow for the destruction of dust). We would expect this model to be accurate at high

redshift, but too red at low redshift. Since the low redshift models are excluded in both

cases, this is not a concern. Shown for reference on each of the color redshift plots is the line

representing the color of a point source at the 5 σ limiting magnitude (AB) of the SDSS filter

(glim = 23.3, rlim = 23.1, ilim = 22.3) with the K-band magnitude assumed from a linear fit

to the K − z diagram, given by: K = 4.62 log(z) + 17.2, derived from a fit to the galaxies

in van Breugel et al. (1998). Sources below the line on the diagram would be detected in

each SDSS band, while sources above would not. Note that there will be some scatter in

the cutoff due to the scatter in the K − z Hubble diagram. The exact nature of the objects

passing the magnitude cut will depend on the color dependence of the scatter in th K − z

relation. Combining the information in the K − z diagram and Figure 3.2 we see that all

of the optically bright galaxies are either at low redshift, or galaxies very near their initial

formation redshift. We can now use the optical properties of the radio galaxies to eliminate

the low redshift component of the distribution. Figure 3.3 shows a Monte-Carlo realization

of the dN/dz distribution in Figure 3.1. The shaded histogram represents the galaxies that

pass our selection criteria, assuming that all galaxies have the colors of the solar metallicity

instantaneous burst with zform = 5. These histograms show that using optical properties is

an effective way of screening out the low redshift component of the radio galaxy population.

The PEGASE models predict that the radio galaxies get much bluer and brighter in the

optical near their formation epoch due to the initial burst of star formation in the models.

As the histogram in Figure 3.3 shows, some fraction of these galaxies will be excluded from

optically selected samples near their formation epoch as they become bright and blue enough

to be detected in most optical surveys. These model colors are especially sensitive to the

assumptions made for the star formation (e.g. obscuration, e-folding time), and it is difficult

to infer how accurate these color tracks will be near the initial starburst. We also note that

there is evidence for moderate obscuration in some high redshift galaxies (e.g., Dey et al.,
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1995; Ouchi et al., 2004; Villar-Mart́ın et al., 2006; Chary et al., 2005). Nevertheless, our

models show that we may be somewhat biased against selecting unobscured galaxies with

ongoing star formation near their formation epoch. Lowering the optical magnitude cutoff

would allow these galaxies to enter our sample, although at the expense of the low redshift

cutoff. Since we are primarily interested in galaxies with evolved stellar populations even

at high redshift, as well as maintaining the efficiency of our search, we retain the optical

selection to favor the low redshift cutoff at this minor expense of completeness.
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Figure 3.1 dN/dz based on the Dunlop and Peacock (1990) model for S1.4GHz > 100mJy radio sources.
This shows the broad redshift distribution expected for bright radio sources. The y-axis scale is in arbitrary
units.
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Figure 3.2 Color-redshift diagrams for two PEGASE models at three formation redshifts. The upper tracks
represent a solar metallicity instantaneous burst model with no obscuration, while the lower tracks show a
zero initial metallicity exponentially declining star formation with τ = 0.5Gyr and “spheroid” extinction
assumed. The diagonal lines represent 5 σ limits in SDSS g, r, and i bands. Objects above the diagonal
line will not be detected in the individual SDSS band.
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Figure 3.3 Monte-Carlo realization of the dN/dz distribution of Figure 3.1. The shaded histogram represents
objects that pass our optical color cuts, assuming that all galaxies have a formation redshift zform = 5.0.
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3.1.1 Selection Using SDSS and FIRST

We begin with the 2003 April 11 version of the FIRST catalog and select all sources with

integrated flux S1.4GHz > 100 mJy. The primary motivation for this cut is to define a

manageable sample size. Flux limits as low as ∼10 mJy are reasonable for selecting high-

redshift radio galaxies. The S1.4GHz > 100 mJy objects are positionally cross matched with

photometric data from SDSS Data Release 4 (DR4), which covers more than 6600 square

degrees in the Northern Sky. In addition to the > 100 mJy sources, all sources with S1.4GHz >

50 mJy were cross matched for an area in the Southern Sky where deeper optical data

is available from SDSS (known as “stripe 82”, this 125 square degree area of the sky is

repeatedly scanned by SDSS and the images coadded. Thirteen epochs of SDSS images were

used for the coadded stripe 82 data in this thesis). Objects with candidate identifications

in any of the u, g, r, i or z bands within a conservative radius of 5′′ are excluded. Radio

sources with no cataloged SDSS counterpart are visually inspected to further exclude possible

low signal-to-noise optical counterparts, as well as identifying and excluding extended or

multiple-lobe radio sources with an obvious optical counterpart located some distance from

the cataloged radio position (an optical source lying between independently cataloged radio

lobes, for example). Note that we are not restricted to unresolved radio sources: Our

selection criteria allow for extended and multicomponent radio sources to be included as

well. To further eliminate likely low redshift sources, we optimally combine (Szalay et al.,

1999) the g, r, and i SDSS images (the three most sensitive of the five SDSS filters) and

eliminate any radio source with a candidate counterpart in the combined image.

The 5 σ point source limiting AB magnitudes for SDSS are u = 22.3, g = 23.3, r = 23.1,

i = 22.3, z = 20.8, (Ivezić et al., 2000). The coadded g, r, and i SDSS images allow us

to extend the low redshift range being excluded by, in essence, improving our magnitude

threshold by ≈ 1.0 magnitude. This can be thought of as providing an effective 2 σ r-

band magnitude limit of r ≈ 24.1, although the specific limiting value is dependent on the

details of individual target galaxy SEDs. Coadded images are processed with SExtractor

version 2.3.2 (Bertin and Arnouts, 1996), and any objects with a detection greater than 2 σ

above the background are excluded from the sample. Remaining target candidates are again
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visually inspected to eliminate new (faint) optical identifications of extended or multi-lobe

radio sources. This visual inspection introduces some subjectivity into the target selection

criteria, but it is necessary in order to eliminate obvious SDSS counterparts to double lobed

radio sources, and sources that are extended in the FIRST catalog. Candidate targets with

nearby bright stars or other nearby bright confusing sources are also excluded from the

final target list. These targets are then checked against the NASA Extragalactic Database

(NED)1 to screen out objects that had previously been observed. Five objects, 4C −00.62

(z = 2.53) (Roettgering et al., 1997), 3C 257 (z = 2.474) (Hewitt and Burbidge, 1991; van

Breugel et al., 1998), 5C 7.271 (z = 2.224) (Willott et al., 2001), B20902+34/7C 0902+3420

(z = 3.382 targeted as a Lyman Break Galaxy) (Lilly, 1988; Steidel et al., 2003), and the

unusually optically faint 4C +42.30 (z = 1.29) (Thompson et al., 1994) were previously

identified with confirmed redshifts. The high redshift of four of these five radio galaxies

support the effectiveness of our selection criteria. This process yields a total of 535 target

objects. With 9142 S1.4GHz > 100 mJy (and > 50 mJy sources in stripe 82) radio sources

in this area of DR4, less than one in ten meet our selection criteria, giving us an order

of magnitude improvement in efficiency of finding high redshift radio galaxies over blind

spectroscopic targeting of all radio galaxies.

Figure 3.4 shows a simulation of our multicolor optical selection in terms of r − K

color as a function of redshift for the same two sets of PEGASE spectral synthesis models

used in Figure 3.2. The thick line shows the approximate effect of our optical selection

criteria based on the gri coaddition. Using the model dN/dz of Dunlop and Peacock for

radio sources brighter than 100 mJy with assumed pure luminosity evolution, we expect to

exclude all sources with z < 1.8 and an average redshift for the sample of z ∼ 2.5.

1The NASA/IPAC Extragalactic Database (NED) is operated by the Jet Propulsion Laboratory, Cali-
fornia Institute of Technology, under contract with the National Aeronautics and Space Administration.
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Figure 3.4 Optical color cuts compared to model r −K color as a function of redshift. Objects above and
to the right of the thick line pass the selection.
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3.1.2 Selection Applied to Previous Surveys

As a test of our selection criteria, we apply our selection to subsets of the galaxies in a blind

radio survey (Best et al., 1999) and the ultra-steep spectrum (USS) sample of De Breuck

et al. (2001) designed to identify high redshift radio galaxies. Of the 178 radio sources

with spectroscopic redshifts in Best et al. (1999), only 20 fall within SDSS Data Release 3

(DR3). These sources have redshifts ranging from z = 0.004 to z = 2.474, a mean redshift of

z = 0.78, and a median of z = 0.66. Applying our selection criteria leaves only two targets

at redshifts of z = 1.339 and z = 2.474, the only galaxy with z > 1.5 in the sample. Only 9

of the 62 USS sources of De Breuck et al. (2001) are within SDSS DR3, eight of which have

firm redshifts. The mean and median redshift of this sample are 2.5 and 2.14 respectively.

Applying our selection criteria eliminates the two z < 1 galaxies from the sample, as well

as one unusually optically bright galaxy with z = 2.48, where Lyα falls within the g band,

and De Breuck et al. (2001) note that it has relatively strong continuum emission. The five

remaining galaxies have a mean and median of z = 2.58. As these two datasets show, our

selection criteria is very effective at eliminating the low redshift foreground from both blind

and USS samples. The exclusion of one z > 2 galaxy illustrates the fact that our selection

may eliminate some galaxies with strong observed frame optical emission, though we choose

to keep our selection criteria as they are for efficiency, at the price of some incompleteness.

3.2 THE OBSERVATIONS

The DRaGONS survey is naturally broken into two pieces: After being granted “survey”

status by NOAO in 2005, we lengthened the target exposure time. With a few exceptions

listed below, targets observed in 2003 and 2004 have exposure times of 15 to 20 minutes,

while for objects observed in 2005 and beyond we aimed for a total integration time of 50

minutes. In addition, beginning in 2005 we switched from K-band to KS-band in order to

lengthen individual image frame exposure times and reduce telescope overhead, as well as

better match with 2MASS calibration data (see below). This thesis will include analysis of
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data taken through 2006, though observations are ongoing. In addition to the K and KS

data, some further multiwavelength observations were made of select objects (see Section

3.9).

During 2003-2004, we acquired K-band images for 96 unique candidates over two sets of

four nights: 2003 April 20-23 and 2004 May 31 to 2004 June 3. The official 40 night NOAO

approved survey began in 2005. Observing was scheduled in six night groups during bright

time: 2005 September 16-21, 2006 March 14-19, 2006 May 11-16, 2006 October 5-10, 2007

March 29 to 2007 April 3, and 2007 May 26 to 2007 June 1. All observations were done

on the KPNO 4-meter Mayall telescope using the Florida Multi-object Imaging Near-IR

grism Observational Spectrometer (FLAMINGOS) instrument. The detector is a 2048x2048

HgCdTe wide-field IR imager and multi-slit spectrometer with a pixel size of 0.3165′′, which

gives a 10.8′ × 10.8′ FOV on the 4 meter telescope. Conditions were highly variable during

the April 2003 run, with a night and a half lost due a combination of high wind and moisture

(first night seeing 1.0′′ to 1.5′′, subsequent nights 1.0′′ to 2.3′′ due to combination of cloud,

wind, and moisture). The 2004 run was photometric on all four nights with seeing varying

from 0.7′′ to 1.2′′. Exposures were 20 seconds each in the 2003 run and 15 seconds each in

2004 to account for brighter sky levels. We observed in a fixed five point dither pattern with

a separation of 30 arcseconds. The September 2005 run lost approximately two nights to

a combination of wind, rain, and thunder. Due to a failure of telescope dithering software,

we observed in a custom sixteen point dither pattern. We lost two and a half nights in

March 2006 to ice, wind, and snow, but otherwise had very good conditions. The cold air

temperature allowed us to use longer single frame exposures of 40-55 seconds. The May 2006

run lost one and a half nights to clouds and wind, and varying seeing conditions (1.0′′ to

1.5′′). Three nights were lost in October 2006 to clouds, rain, and lightning, with very good

conditions on the remaining three nights. In total for 2005-2006, we lost six out of 24 nights

to weather, or 25%. In addition, several objects were discarded throughout the runs when

varying weather conditions affected portions of individual nights.

The 5 σ limiting magnitude for the 20 minute exposures of 2003-2004 images is K ∼ 19.0.

For 2005-2006, with the longer (∼ 48 minute total exposure times) the 5 σ limit increases

to K ∼ 20.0. Three objects among those not detected after fifteen minutes exposures
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were observed a second time. Objects J1411+0124, J1350+0352, and J2242-0808 have total

integration times of 40, 61, and 29 minutes, respectively. J1123+0530 is the well known

z = 2.474 radio galaxy 3C 257 (Hewitt and Burbidge, 1991; van Breugel et al., 1998), one of

the most luminous radio galaxies known. As it passed our selection criteria, it was observed

in order to provide a consistency check with previous radio galaxy searches.

3.3 REDUCTION AND ASTROMETRY

We processed the data using standard NOAO IRAF2 routines. A set of dark frames were

taken and subtracted from each image. A set of 6-10 adjacent (in time) images were combined

to create a sky flat for division (i.e. “running sky flats”). The images were approximately

aligned based on the dither offsets, then the IRAF tasks mscgetcat and msccmatch were

used to accurately register the images for coaddition. The IRAF task msccmatch uses a

catalog of USNO-A2 (Monet, 1998) stellar positions and magnitudes for image registration

and transformation, which may include image shift, scale change, and axis rotation. The

resulting astrometry displayed a systematic offset on most images of between 0.5′′ to 1.0′′, due

to slight differences between the USNO-A2 and SDSS astrometry. We manually corrected

for these systematic offsets when constructing catalogs of each field. Our final astrometry

is accurate to subarcsecond precision, with the residual difference between the K-band and

SDSS positions well fit by a Gaussian of width 0.25′′. Beginning with data taken in 2005,

the USNO-A2 catalog was replaced with a catalog of bright stars from the 2 Micron All Sky

Survey (2MASS)3. This eliminated the systematic offsets evident with the USNO catalog,

again giving subarcsecond precision to our final astrometry. Several small modifications were

made to the pipeline in 2004, and the pipeline version was frozen at the beginning of 2005.

2IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the As-
sociation of Universities for Research in Astronomy, Inc., under cooperative agreement with the National
Science Foundation.

3This publication makes use of data products from the Two Micron All Sky Survey, which is a joint project
of the University of Massachusetts and the Infrared Processing and Analysis Center/California Institute
of Technology, funded by the National Aeronautics and Space Administration and the National Science
Foundation.
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3.4 PHOTOMETRY

Each FLAMINGOS field was processed with SExtractor version 2.3.2. Quoted K-band mag-

nitudes are SExtractor MAG AUTO unless otherwise noted. Due to the large field of view

of the FLAMINGOS instrument, a large number (∼50) of bright sources detected in 2MASS

are present in each field. Using a custom webservice interface to the GESTALT webser-

vice WESIX (http://nvogre.phyast.pitt.edu:8080/gestalt_home/) sources were cross

matched with point sources from the 2MASS catalog having Ks < 15.3, the 5 σ limiting

magnitude for point sources. Saturated stars were excluded from the comparison. A linear

least squares fit between the SExtractor and 2MASS objects was performed to determine the

slope and zero point offset between the two datasets. This solution was assumed to continue

linearly beyond the Ks = 15.3 limit. An example of this calibration is shown in Figure 3.5.

The calibration code was updated in 2005 to include cuts on the calibration magnitudes

perpendicular to the fit line (as indicated by the dashed lines in Figure 3.5). Previously, cuts

were done based solely on the 2MASS magnitude, possibly biasing the slope due to outlier

points near the cut boundaries.

Several adjustments were made in both observing and processing between 2004 and 2005.

As mentioned in Section 3.2, observations in 2003-2004 were done in FLAMINGOS K-band,

while those during 2005-2006 were observed in KS-band. Figure 3.7 shows a comparison

of these filters, along with the standard CTIO K filter and the 2MASS KS filter. While

the FLAMINGOS KS filter is very close to the standard CTIO (and 2MASS) KS filter, the

FLAMINGOS K-band filter is a custom made filter. The FLAMINGOS online documenta-

tion states: “The K-band filter is a little short on the red side (2.35 vs. 2.42 micron), as

compared to the CIT/CTIO system”. Carpenter (2001) list transforms between 2MASS and

several common near infrared filtersets, with offsets between K and KS between 0.00 and

0.045, but a color transform for the custom K filter of FLAMINGOS has yet to be computed.

To identify differences introduced by the filter change we examine the galaxy number counts

of the K and KS data. Figure 3.6 shows the galaxy number counts for these two datasets.

There is an offset of ∆ K = 0.11 magnitudes. This is larger than the expected difference

from Carpenter (2001). It is possible that the bias introduced by cutting the calibration data
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based solely on 2MASS magnitudes in 2003 and 2004 may have affected the best fit slope

between the FLAMINGOS and 2MASS data, but this would show up as a change in slope in

the number counts, whereas the discrepancy in Figure 3.6 appears to show a constant offset,

not a change in slope. We, therefore, note that the offset is most likely due to the different

filters used in the two time periods, despite the lower offsets listed in Carpenter (2001).

Because the transmission curve for the 2MASS KS is very close to that of FLAMINGOS

KS, we will adopt KS magnitudes and add a correction to the K-band magnitudes observed

in 2003 and 2004:

KFLAM = KS + 0.11 (3.1)

For radio galaxies not detected in K or KS-band at the 2 σ level, we report the 2 σ magnitude

of a point source as a lower limit. Throughout the thesis, we will adopt this KS magnitude

system, but will use K and KS nomenclature interchangeably.
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Figure 3.5 An example of the calibration of DRaGONS data using 2MASS. The y-axis is 2MASS KS

magnitude and the x-axis is the uncalibrated DRaGONS magnitude. Red points are marked as point
sources in the 2MASS catalog, while green are extended. The dotted lines show the 2MASS magnitude
limits used in the fit (perpendicular to the fitted slope to eliminate Malmquist bias). Fields with slopes more
than 10% different from unity are rejected as bad. Error bars are magnitude errors reported by SExtractor.
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Figure 3.6 A comparison of the galaxy number counts for the 2003-2004 (blue) vs. 2005-2006 (black) data.
The systematic offset of ∼ 0.11 mag is due to a combination of filter bandpass and adjustments to the
processing and calibration pipeline.
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Figure 3.7 A comparison of the different K and KS filter transmission curves. The black curve is the
FLAMINGOS K-band, blue is the FLAMINGOS KS-band, blue is the standard CTIO K-band, and ma-
genta is the 2MASS KS-band. Note that the FLAMINGOS K-band cuts off at λ = 2.35 µm rather than
λ =2.42 µm for the CTIO filter.
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3.5 STAR-GALAXY SEPARATION AND ERO DEFINITION

The final K and KS-band catalogs were positionally cross matched with the SDSS catalog

using a webservice interface to OpenSkyQuery (http://www.openskyquery.net) in order

to obtain r −K colors. A simple nearest neighbor criterion was used, and objects with no

SDSS counterpart within a three arcsecond radius were assigned a 5 σ limiting magnitude of

r = 23.1.

Star-Galaxy separation was done in two steps: For objects detected in SDSS with

r ≤ 21.0 we used the SDSS star-galaxy classification (probPSF, which is described in Scran-

ton et al., 2002). For fainter r-band objects the separation was done by examining the

difference between the K-band MAG AUTO magnitude (from SExtractor) and a fixed 3.5′′

aperture magnitude returned by SExtractor as a function of MAG AUTO to separate point-

like objects from extended galaxies. Figure 3.8 shows the resulting star-galaxy separation.

This separation was chosen to be in rough agreement with the star-galaxy classification from

SDSS where reliable classification was available. The slope of the resultant number counts

for both stars and galaxies are in good agreement with those of Daddi et al. (2000). Reliable

separation was possible to K = 17.0, and all objects fainter than this are considered to

be galaxies. This will lead to a slight contamination of our galaxy sample by faint stars,

but because the slope of the stellar number counts is much smaller than galaxies, this will

become less important at fainter magnitudes.
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Figure 3.8 KAPER(3.5′′) − KAUTO as a function of KAUTO. Red and green points are r < 21.0 objects
classified by SDSS as stars and galaxies respectively. Black points above and to the right of the black line
are considered galaxies.
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The exact definition of EROs in the literature is not standardized. Some authors use

total magnitudes (Wold et al., 2003; Cimatti et al., 2002), some isophotal/aperture corrected

(Daddi et al., 2000), some use matched aperture magnitudes in the R and K-bands(e.g.

Elston et al., 2006), among others. There is the additional variation in the use of specific

R and K (and KS) filters used to select EROs, making comparison between ERO samples

problematic. We chose our ERO definition by comparing to publicly available data in the

Boötes field of the FLAMINGOS Extragalactic (FLAMEX) Survey (Elston et al., 2006),

which lies in the NOAO Deep Wide Field Survey (NDWFS)4 (Jannuzi and Dey, 1999), as well

as SDSS. The Boötes field of the FLAMEX survey covers approximately 4.7 square degrees

in both J- and Ks-bands. The FLAMEX survey was conducted with the FLAMINGOS

instrument, and the its location within SDSS allows for a direct comparison with our data.

The FLAMEX survey defines EROs based on 6′′ matched aperture magnitudes in NDWFS

R and FLAMEX Ks bands. Unfortunately, the SDSS catalog does not include aperture

magnitudes, so we use SDSS model magnitudes in conjunction with 4′′ aperture magnitudes

in K-band to define our r −K color, as this aperture appears to best mimic the FLAMEX

results. Cross-matching the FLAMEX, SDSS, and NDWFS data in a subset of the Boötes

field, we found that an ERO definition of r−KAPER(4′′) ≥ 5.50 approximated the R−KS ≥
5.0 definition of Elston et al. (2006).

3.6 THE RADIO GALAXIES

The results of our K and KS-band observations are shown in Tables 3.1, 3.2, 3.3, and 3.4.

Tables 3.1 and 3.3 list objects detected in 2003-2004 and 2005-2006 respectively, while Ta-

bles 3.2 and 3.4 list non-detections in the infrared. The column entries are:

1. Object Name: Name of source in IAU J2000 format. Objects with double lobe and

multiple radio morphologies have the infrared object reported first and the individual

radio components named a, b, c as necessary.

4The NOAO Deep Wide-Field Survey (Jannuzi and Dey 1999) is supported by the National Optical
Astronomy Observatory (NOAO). NOAO is operated by AURA, Inc., under a cooperative agreement with
the National Science Foundation.
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2. Date: Date observed.

3. Radio RA and DEC: Position of radio detection from the FIRST catalog (J2000)

4. K-band (2003-2004) or KS-band (2005-2006) RA and DEC: Position of the infrared

detected object (J2000)

5. Extended: Y if object shows visible extension in the FIRST image or if the object is a

double or multiple lobe radio source. N if object is unresolved in the radio image.

6. fpeak: Peak 1.4 GHz flux density from FIRST catalog (mJy)

7. fint: Integrated 1.4 GHz flux density from FIRST catalog (mJy)

8. K or KS: apparent magnitude and error for infrared object. Magnitudes are in the

2MASS system, which is slightly offset from the CIT system, given by: Ks(2MASS) =

K(CIT) + 0.0000 × (J − K)CIT − 0.024 ± 0.003 (Carpenter, 2001). For nondetections

(Tables 3.2 and 3.4) the 2 σ detection limit is reported. Errors are those output by

SExtractor.

9. Seeing: The full width half maximum seeing measured for the field, given in arcseconds.

10. zK−z: estimated redshift based on a fit to the Hubble K − z relation, given by K =

4.62 log(z) + 17.2. For nondetections the estimated redshift is given as a lower limit for

the 2 σ limiting magnitude.
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Table 3.2

2003-2004 Non-Detections

Object Name date radio RA radio DEC Extended? fpeak(mJy) fint(mJy) K (2 σ) seeing(′′) zK−z

J1022+0357 23 April 2003 10:22:01.03 +03:57:37.56 N 194.31 200.86 >20.11 2.3 >3.2

J1028+0144 21 April 2003 10:28:02.79 +01:44:06.51 Y 56.82 114.81 >19.80 2.0 >2.7

J1044+0538 20 April 2003 10:44:19.88 +05:38:07.98 N 125.54 130.20 >20.32 1.2 >3.5

J1047+0216 23 April 2003 10:47:11.32 +02:16:28.21 N 122.32 125.81 >20.09 2.2 >3.1

J1144+0254 23 April 2003 11:44:34.26 +02:54:25.56 N 114.01 119.18 >20.13 2.1 >3.2

J1221+0248 23 April 2003 12:21:39.93 +02:48:28.01 N 139.93 142.87 >20.13 1.9 >3.2

J1234+0024 03 June 2004 12:34:30.79 +00:24:59.45 N 94.84 100.55 >20.35 1.2 >3.6

J1240−0017 21 April 2003 12:40:12.23 −00:17:30.34 N 137.73 150.90 >20.28 2.0 >3.4

J1303+0026 23 April 2003 13:03:57.48 +00:26:45.41 N 91.23 104.04 >20.15 2.0 >3.2

J1314+0330 21 April 2003 13:14:22.82 +03:30:22.14 Y 163.59 250.05 >20.31 1.6 >3.5

J1329+0133 01 June 2004 13:29:18.78 +01:33:40.80 N 87.80 102.64 >20.38 1.3 >3.6

J1350+0352a 2003-2004 13:50:24.37 +03:52:43.90 N 99.51 104.28 > 21.02 1.1 >5.0

J1421+0248 01 June 2004 · · · · · · Y · · · · · · >20.33 1.0 >3.5

a · · · 14:21:10.957 +02:48:35.76 · · · 152.15 165.01 · · · · · · · · ·
b · · · 14:21:11.20 +02:48:29.10 · · · 158.20 177.62 · · · · · · · · ·

J1431+0511 04 June 2004 14:31:09.58 +05:11:17.85 Y 1.31 2.22 >20.19 0.9 >3.3

a · · · 14:31:08.10 +05:11:21.18 · · · 216.42 226.17 · · · · · · · · ·
b · · · 14:31:10.86 +05:11:15.80 · · · 158.20 177.62 · · · · · · · · ·

J1500+0031 23 April 2003 15:00:55.34 +00:31:58.52 N 141.31 145.90 >20.21 2.0 >3.3

J1507+6003 04 June 2004 15:07:44.31 +60:03:12.68 N 181.08 189.23 >20.18 0.9 >3.3

J1527+4352 02 June 2004 15:27:51.49 +43:52:4.79 N 138.95 140.11 >20.35 0.9 >3.6

J1554+3942 03 June 2004 · · · · · · Y · · · · · · >20.23 0.9 >3.3

a · · · 15:54:17.02 +39:42:27.44 · · · 35.95 55.94 · · · · · · · · ·
b · · · 15:54:17.81 +39:42:18.95 · · · 98.92 113.29 · · · · · · · · ·

J1557+4657 04 June 2004 15:57:24.61 +46:57:54.29 N 198.10 204.20 >20.14 0.9 >3.2

J1618+5210 04 June 2004 16:18:55.60 +52:10:41.40 N 108.26 112.29 >20.21 0.9 >3.3

J1641+4209 22 April 2003 16:41:30.14 +42:09:25.99 N 260.20 263.68 >20.37 1.0 >3.6

J1648+3623 04 June 2004 · · · · · · Y · · · · · · >20.12 0.9 >3.2

a · · · 16:48:51.58 +36:23:39.10 · · · 121.33 128.45 · · · · · · · · ·
b · · · 16:48:53.02 +36:23:24.56 · · · 123.58 128.96 · · · · · · · · ·

J1700+3830 20 April 2003 17:00:19.95 +38:30:33.93 N 428.65 430.20 >20.40 1.2 >3.6

J1711+3047 21 April 2003 17:11:26.65 +30:47:45.89 N 124.27 124.77 >20.41 1.2 >3.7

J2221−0901 02 June 2004 22:21:48.04 −09:01:58.95 N 224.64 234.50 >20.32 0.9 >3.5

J2242−0808b 01 & 04 June 2004 22:42:34.05 −08:08:21.86 N 125.64 129.97 >20.63 0.9 >4.1

aJ1350+0352 was observed both 20 April 2003 and 02 June 2004, for a total integration time

of 61 minutes with no detection
bJ2242−0808 was observed on two nights in 2004 for a total integration time of 29 minutes
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Table 3.4: 2005-2006 Non-Detections

Object Name date radio RA radio DEC Extended? fpeak(mJy) fint(mJy) 1σKS limit 2σKS limit seeing(′′) 2σzKz

J0051-0008 2005 Sep 17 00:51:03.2 -00:08:34.4 No 52.78 53.24 >20.64 >19.86 1.4 3.8

J2134+0110 2005 Sep 17 21:34:58.9 +01:10:15.5 No 52.70 55.69 >20.66 > 19.89 1.2 3.8

J0228+0031 2005 Sep 18 02:28:06.0 +00:31:18.7 Yes 187.94 268.19 >21.81 >20.99 1.1 6.6

J2119+0031 2005 Sep 19 21:19:25.5 +00:31:41.4 No 70.75 71.81 >20.84 >20.11 1.0 4.3

J2144+0019 2005 Sep 19 21:44:12.2 +00:19:21.8 No 134.94 138.40 >21.41 > 20.63 1.0 5.5

J2325-0021 2005 Sep 19 23:25:57.9 -00:21:23.5 DL 59.95 64.19 >20.93 >20.19 1.0 4.4

· · · · · · 23:25:59.8 -00:21:32.0 · · · 9.26 14.19 · · · · · · · · · · · ·
J0905+3814 2006 Mar 16 09:05:13.1 +38:14:34.6 No 159.60 162.74 >22.09 >21.31 1.0 7.7

J1006+5621 2006 Mar 16 10:06:39.5 +56:21:18.3 No 154.92 164.60 >21.57 >20.86 1.0 6.2

J0856+4326 2006 Mar 17 08:56:18.1 +43:26:22.1 No 101.04 103.89 >21.77 >21.00 1.3 6.6

J0737+4128 2006 Mar 18 07:37:11.3 +41:28:33.6 No 118.14 122.24 >22.13 >21.33 1.1 7.8

J1249+4131 2006 Mar 18 12:49:56.6 +41:31:01.7 No 188.19 191.86 >21.90 >21.13 1.1 7.1

J1221+3543 2006 May 12 12:21:13.2 +35:43:00.9 No 195.52 200.14 >20.69 >19.97 1.2 4.0

J1629+2216 2006 May 12 16:29:40.2 +22:16:36.9 No 168.78 185.52 >21.29 >20.53 1.1 5.23

J1421+3835 2006 May 13 14:21:01.6 +38:35:45.3 No 135.06 146.76 >21.09 >20.35 1.1 4.8

J1547+3954 2006 May 13 15:47:40.2 +39:54:38.2 No 123.48 129.73 >21.03 >20.26 1.2 4.6

J1622+3313 2006 May 15 16:22:20.9 +33:13:19.9 Yes 87.13 109.49 >20.49 >19.76 1.0 3.6

J0231-0914 2006 Oct 07 02:31:59.3 -09:14:13.6 No 163.29 165.91 >20.93 >20.17 1.3 4.4

J0251-0114 2006 Oct 07 02:51:55.9 -01:14:11.3 No 69.31 70.75 >20.69 >19.98 1.2 4.0

J2242-0808 2006 Oct 08 22:42:34.1 -08:08:21.9 No 125.64 129.97 >21.43 >20.66 1.1 5.6

J0028-0027 2006 Oct 08 00:28:43.7 -00:27:29.3 No 54.55 59.17 >21.02 >20.29 1.1 4.6
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In 2003-2004 we observed a total of 96 unique objects, detecting 70 of these at a 2 σ level

to a magnitude limit of K ≈ 19.5 in most cases. During 2005-2006 we obtained imaging

for 93 additional radio galaxies, 73 of which are detected in the deeper exposures, which

reach KS ≈ 20 − 21, depending on seeing and conditions. Three objects, J1102+0250,

J1237+0135, and J1606+4751 show highly extended double radio lobes with complex mor-

phologies. Subsequent visual inspection of the coadded gri SDSS images for these objects

reveals a probable optical counterpart that was missed in an early visual inspection to elimi-

nate optical identifications to extended objects. They thus do not meet our selection criteria,

and we include them here merely for completeness. The total useable areal coverage of the

infrared fields is 18096 square arcminutes (5.03 square degrees). This excludes two fields:

J0742+3256, where a transient problem with the detector corrupted a portion of the field

but did not affect the radio galaxy target, and J0251-0114 where half of the observed field is

not covered by SDSS imaging. This total area also excludes masked 20-45 arcsecond radius

regions around saturated stars (K ≤ 8 − 9 depending on individual frame exposure time)

where the image corrupted by the high counts in adjacent FLAMINGOS frames. Of the 189

target objects, 38 are double lobed or multiple radio sources, having multiple components

in the FIRST catalog. All but five of these multiple sources are detected in the NIR. In

addition, 31 radio galaxies appear to be resolved in the radio postage stamp images, and 27

of these are identified with K-band or KS-band counterparts.

Figure 3.9 shows images for a selection of our K-band detected objects. FIRST con-

tours are overlaid with the outer contour at 5 mJy, and each subsequent contour indicating

an increase by a factor of two. Postage stamp images for all galaxies can be found at

http://lahmu.phyast.pitt.edu/dragons/.

Figure 3.10 shows the distribution of K-band magnitudes for our observed objects. The

solid red histogram represents 2 σ lower limits for our non-detections. The solid vertical line

represents the magnitude of an object at our expected redshift cutoff of z = 1.7, given our fit

to the K − z relation. The hatched region represents the approximate spread of magnitudes

for objects that follow the K − z relation at this cutoff redshift, i. e. our selection criteria

should cut out all objects below a K-band magnitude of K ∼ 17.6. Figure 3.10 shows that

there is a sizeable population of objects that are brighter than expected in the NIR. We
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Figure 3.9 A selection of K-band images. North is to the right and East is down. FIRST radio contours
are overlaid with an outer contour at 5mJy, and each subsequent contour indicating an increase by a factor
of two.
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have dubbed these objects “Red DRaGONS”, and they will be discussed in detail in Section

3.8. Also shown in Figure 3.10 is the subset of radio galaxies selected within SDSS stripe

82, where deeper optical data allows us to select radio galaxies with fainter r-band limits

(see Section 3.1.1 for details). The blue histogram shows detected galaxies, while the filled

magenta represents those undetected. As can be seen, the deeper optical data does, indeed,

select a fainter sample of radio galaxies.

Figure 3.11 shows the estimated redshift distribution based on converting K-band mag-

nitudes into redshifts using our linear fit to the K−z Hubble diagram. Caution is advised in

interpreting this histogram, because of the large intrinsic scatter in the K − z relation. The

shaded portion of the histogram represents the lower limits on the estimated redshifts for

the non-detected objects. The Monte-Carlo simulation of the Dunlop and Peacock dN/dz

convolved with our selection criteria from Figure 3.3 is shown for comparison. If we assign

redshifts to the radio galaxies based on the linear fit to the K−z diagram, the mean redshift

for this sample is z = 2.7 and the median redshift is z = 2.2. Comparison with the expected

redshift distribution in Figure 3.11 shows that we have 54 objects with K < 18.3 that we

expected to be excluded from our sample based on our model color tracks. While three of

these objects are resolved in the radio images and subsequent closer examination revealed

counterpart objects in SDSS, as indicated above, almost one third of our sample are brighter

in K than expected. Much of this can be attributed to the large scatter in the K−z relation

if these galaxies are toward the upper end of the redshift range given their K magnitude. As

an extreme example, the previously observed radio galaxy 3C 257 (J1123+0530) is known

to be at z = 2.474, while its K = 17.51 magnitude corresponds to z ∼ 1.2 on a linear fit

to the K − z diagram, indicative of the large intrinsic scatter in the K − z relation. van

Breugel et al. (1998) point out that Hα falls into the K-band for 3C 257, which may ex-

plain its relative brightness in K. Similar line contamination may be responsible for some

of the brighter than expected objects in our sample, but even this does not fully explain the

brightest and reddest of our objects, which are discussed in Section 3.8.
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Figure 3.10 Distribution of K-band magnitudes for the observed objects. the black histogram represents
detected objects, while the filled red histogram represents the 2σ limiting magnitudes of the non-detections.
The solid vertical line represents the K-band magnitude for a galaxy at our expected lower redshift limit of
z = 1.7 and the shaded area represents the approximate scatter given the K − z diagram at this redshift.
The blue and magenta histograms represent objects, detected and not detected respectively, selected from
deep SDSS data.
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3.6.1 Radio Spectral Index

Until now, the only widely used method for identifying high redshift radio galaxies, other

than time consuming and expensive complete radio follow up surveys, was the Ultra Steep

Spectrum (USS) radio galaxy selection method. The radio spectral index (α, given by

Sν ∝ ν−α), assumes a power law form for the radio spectrum. The USS method was first

adopted when it was noted that the fraction of USS sources identified with optical sources

was much lower than for the overall population of radio sources (Blumenthal and Miley,

1979; Tielens et al., 1979). The USS sources also tend to have smaller angular size (Tielens

et al., 1979) and are, therefore, more likely to be at higher redshift. It has also been noted

that radio spectral index tends to steepen at shorter wavelengths, so selecting the steepest

spectrum sources should preferentially select higher redshift sources, where the steeper rest

frame portion of the radio spectrum has redshifted to longer wavelengths (analogous to a

K-correction). Note, however, that the original motivation for the USS selection, namely

fainter optical magnitudes, is related to the DRaGONS selection criteria.

Klamer et al. (2006) (and references therein) have compiled several theories as to why high

redshift sources would have steeper radio spectra, and also posit a new one: In addition to

noting the steepening with frequency, they note that the steepening could be due to enhanced

inverse-Compton losses from scattering with cosmic microwave background photons, which

have a higher energy density in the past. A third theory is that the correlation is actually

between host galaxy luminosity and spectral slope, and the USS technique is selecting the

brightest and most massive galaxies, in which case the USS selection is essentially due to

a Malmquist bias. The novel explanation proposed by Klamer et al. (2006) notes that low

redshift steep spectrum sources overwhelmingly reside in high density environments. If this

correlation of density and α extends to higher redshifts, combined with evidence that high

redshift radio galaxies preferentially occupy high density regions, this naturally explains the

relation between redshift and spectral index, known as the z − α relation.

Many groups have employed this technique (e.g. Roettgering et al., 1994; van Breugel

et al., 1998; De Breuck et al., 2000, 2001), which is responsible for finding the bulk of spectro-

scopically confirmed high redshift radio galaxies. The two obvious variables in USS searches
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Figure 3.11 Estimated redshift distribution based on a linear fit to the K − z Hubble diagram. The shaded
histogram represents lower limit redshift estimates from the magnitude lower limits. The red histogram
shows the distribution expected from convolving the Dunlop and Peacock (1990) dN/dz with our selection
criteria.
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are: what spectral slope is considered steep, and which frequencies to use in calculating

α? USS cutoffs range from α > 0.8 (van Breugel et al., 1998) to α > 1.3 (De Breuck

et al., 2000). Table 3.5 shows the radio spectral index computed from FIRST and the Texas

365 MHz survey (Douglas et al., 1996) for DRaGONS galaxies. van Breugel et al. (1998)

used an ultra-steep spectrum (USS) cut of α1400
365 > 0.8 to select a sample of high redshift

radio galaxy candidates. Of our 189 targets, 141 have observations at 365 MHz, and of these

46 have α < 0.8 and would not be selected by the van Breugel et al. (1998) criteria. Given

the more stringent α > 1.3 of De Breuck et al. (2001), only eight of our observed sources

meet this criteria, with only half of those above zK−z = 2.

Figure 3.12 shows the spectral index of our targets as a function of zK−z. Figure 3.13

shows a histogram of the redshifts inferred from the K − z diagram for two spectral index

ranges, flatter and steeper than α = 0.8. The median redshift of the α < 0.8 sample is

zK−z = 2.1 and the mean is zK−z = 2.40, compared to a median of zK−z = 2.2 and mean

zK−z = 2.50 for the total sample, and median zK−z = 2.3 and mean zK−z = 2.64 for the

α > 0.8 sample. This suggests that flatter spectral slope systems may contribute a large

fraction of the HzRG population. The insensitivity of our method to spectral slope allows

us to select candidates that would be missed by USS selection techniques. Applying an

USS criteria to our dataset would eliminate a full third of the targets. Also evident is that

the USS technique has a similar number of probable low redshift (z < 2) sources. Thus,

there is not a large discernible gain in efficiency with the USS method over our radio-optical

selection. Figure 3.14 shows the 1.4 GHz luminosities of a subset of the galaxies given their

α1400
365 and K−z redshift. The three lines represent 100 mJy, 500 mJy, and 1 Jy 1.4 GHz flux

limits, assuming α = 0.4. Given the redshift distribution inferred from the K − z diagram,

it appears that we are at least as efficient as USS techniques at identifying z > 2 and z > 3

radio galaxies. In addition, we appear to select a large population of shallow spectrum radio

sources missed by USS techniques.

Table 3.6 lists a subset of our candidates with additional radio observations at 4.85 GHz

(From Gregory and Condon, 1991) and 151 MHz (From the 6C survey, Hales et al., 1988,

1990). This table shows the frequency dependence of the two point spectral slope. Several

of the sources show significant deviations from a power law over the frequency range in
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question, showing that the USS sample selection will differ depending on frequencies used,

while our selection method is unaffected by objects with concave radio spectra.

Figure 3.15, which is Figure 9 from De Breuck et al. (2001), shows the putative z − α

relation for the 325 MHz WENSS or 365 MHz Texas and 1.4 GHz NVSS surveys plotted

against redshift for 36 3CR (Spinrad et al., 1985), 152 MRC (McCarthy et al., 1996), and

35 WN/TN sources. The solid line shows a linear fit to the 3CR and MRC data while

the dashed horizontal line indicates the spectral index cutoff we used in the WN/TN USS

samples. Note that they define Sν ∝ να, so the spectral index has an additional minus sign.

This Figure shows that there is a large amount of scatter in the z − α relation and is based

on a small number of radio galaxies at high redshift. If even a fraction of DRaGONS galaxies

with shallow spectral indexes are confirmed at z > 3, then they will have a large impact on

the empirical fits to the z − α relation.
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Figure 3.12 Spectral slope as a function of zK−z for the 141 targets with S365 MHz flux densities measured
in the Texas survey. The red horizontal line represents the α > 0.8 USS cut of van Breugel et al. (1998)
and the blue line represents the α > 1.3 cut of De Breuck et al. (2000)
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Figure 3.13 Histogram of redshifts inferred from the K − z diagram divided into α < 0.8(red shaded) and
ultra-steep α > 0.8 emphasizing the presence at high redshift (zK−z > 2) of flatter spectrum sources.
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Figure 3.14 1.4GHz radio luminosity as a function of K − z redshift. The lines represent 100mJy (solid),
500mJy (dashed), and 1 Jy (dot-dashed) flux density limits assuming a spectral slope α = 0.4. Squares
mark objects with α1400

365 > 0.8, triangles indicate α1400
365 ≤ 0.8. The solid black circle marks the radio

luminosity of 3C 257 with spectroscopic redshift z = 2.474.
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Figure 3.15 (Taken from De Breuck et al. (2001), their Figure 9):Spectral index from the 325 MHz WENSS
or 365 MHz Texas and 1.4 GHz NVSS survey plotted against redshift for 36 3CR (Spinrad et al., 1985),
152 MRC (McCarthy et al., 1996), and 35 WN/TN sources. The solid line shows a linear fit to the 3CR
and MRC data while the dashed horizontal line indicates the spectral index cutoff used in the WN/TN
USS samples.
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Table 3.5: Radio Spectral Index of DRaGONS Galaxies

Name FIRST 1.4GHz (mJy) Texas 365 MHz (mJy)1 α1400
365

J0742+3256 144.60 426.0 0.80
J0831+5210 246.00 837.0 0.91
J0941+0127 120.56 290.0 0.65
J0958+0324 638.00 2666.6 1.06
J1022+0357 200.86 823.0 1.05
J1028+0144 114.81 391.0 0.91
J1044+0538 130.20 · · · · · ·
J1047+0216 125.81 311.0 0.67
J1102+0250 161.00 1626.0 1.72
J1123+0530 1743.00 5903.0 0.91
J1135+0548 212.60 982.0 1.14
J1144+0254 119.18 445.0 0.98
J1155+0305 162.80 591.0 0.96
J1208+0414 641.00 2212.0 0.92
J1208+4943 198.98 678.0 0.92
J1221+0248 142.87 510.0 0.95
J1234+0024 100.55 700.0 1.44
J1236+0150 154.53 558.0 0.96
J1237+0135 426.00 1971.0 1.14
J1240-0017 150.90 419.0 0.76
J1250+6043 304.05 725.0 0.65
J1259+0559 178.90 806.0 1.12
J1303+0026 104.04 401.0 1.00
J1308-0022 241.17 · · · · · ·
J1312+0009 112.60 490.0 1.09
J1313+6250 132.18 476.0 0.95
J1314+0330 250.05 845.0 0.91
J1315+0533 146.96 423.0 0.79
J1329+0133 102.64 · · · · · ·
J1332+0101 411.00 1430.0 0.93
J1336+0207 127.76 410.0 0.87
J1350+0352 104.28 546.0 1.23
J1400+0053 130.80 · · · · · ·
J1402+0342 540.40 1192.0 0.59
J1403+6048 794.62 1946.0 0.67
J1408+0116 612.75 1325.0 0.57
J1411+0124 186.50 1029.0 1.27
J1421+0248 342.63 984.0 0.78
J1423+0139 211.65 394.0 0.46
J1431+0511 226.17 956.0 1.07
J1438+0150 118.50 413.0 0.93
J1438+6149 121.27 · · · · · ·
J1451+5404 554.63 2108.0 0.99
Continued on Next Page. . .
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Table 3.5 – Continued

Name FIRST 1.4GHz (mJy) Texas 365 MHz (mJy)1 α1400
365

J1452+0032 639.00 3133.0 1.18
J1500+0031 145.90 549.0 0.99
J1507+6003 189.23 · · · · · ·
J1510+5244 505.76 1596.0 0.85
J1515+5744 144.16 400.0 0.76
J1523-0018 231.44 444.0 0.48
J1526+0408 156.40 504.0 0.87
J1527+4352 140.11 · · · · · ·
J1532+4432 249.65 · · · · · ·
J1541+5259 193.00 565.0 0.80
J1543+5711 103.39 279.0 0.74
J1547+4839 214.75 · · · · · ·
J1548+0036 126.00 313.0 0.68
J1548-0033 432.00 1221.0 0.77
J1549+4719 106.33 252.0 0.64
J1554+4729 149.73 612.0 1.05
J1554+3942 169.23 697.0 1.05
J1557+4657 204.20 756.0 0.97
J1559+5011 130.28 419.0 0.87
J1604+4746 366.10 · · · · · ·
J1604-0013 128.28 · · · · · ·
J1606+4751 109.02 670.0 1.35
J1609+3700 102.52 206.0 0.52
J1617+4848 244.32 · · · · · ·
J1618+5210 112.29 294.0 0.72
J1629+4937 197.05 499.0 0.69
J1632+4056 203.15 · · · · · ·
J1634+4155 263.47 1155.0 1.10
J1636+4808 263.30 981.0 0.98
J1637+3223 147.47 438.0 0.81
J1641+4209 263.68 1186.0 1.12
J1643+4518 110.39 304.0 0.75
J1645+4152 115.96 · · · · · ·
J1648+4233 169.30 · · · · · ·
J1648+3623 257.00 1197.0 1.14
J1649+3350 163.91 · · · · · ·
J1654+4125 228.56 600.0 0.72
J1655+2723 169.53 · · · · · ·
J1656+2707 164.76 347.0 0.55
J1700+3830 430.20 868.0 0.52
J1707+2408 169.15 787.0 1.14
J1711+3047 124.77 407.0 0.88
J1715+3027 385.34 1108.0 0.79
J2059-0603 161.72 · · · · · ·
Continued on Next Page. . .
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Table 3.5 – Continued

Name FIRST 1.4GHz (mJy) Texas 365 MHz (mJy)1 α1400
365

J2107-0701 550.60 2373.0 1.09
J2221-0901 234.50 930.0 1.02
J2223-0757 108.34 361.0 0.90
J2242-0808 129.97 573.0 1.10
J2247-0910 103.37 · · · · · ·
J2309-0846 111.67 · · · · · ·
J2316-0846 105.40 338.0 0.87
J2336-0838 244.82 1137.0 1.14
J2337-0852 120.14 507.0 1.07
J2115-0743 294.32 665 0.61
J2215-0900 125.05 637 1.21
J0051-0008 53.24 · · · · · ·
J0240-0022 76.85 · · · · · ·
J2134+0110 55.69 · · · · · ·
J2230+0013 72.35 · · · · · ·
J2148-0836 116.59 274 0.64
J2150-0055 51.51 · · · · · ·
J0205-0819 128.23 422 0.89
J0228+0031 268.19 828 0.84
J0256-0659 255.58 1018 1.03
J2119+0031 71.81 · · · · · ·
J2144+0019 138.4 365 0.72
J2258-0958 232.8 643 0.76
J2317+0029 86.68 278 0.87
J2325-0021 64.19 320 1.19
J2252+0003 68.09 · · · · · ·
J2256+0038 66.71 185 0.76
J0725+3826 232.92 805 0.92
J0819+3504 102.64 436 1.08
J0905+3814 162.74 781 1.17
J1006+5621 164.6 593 0.95
J1106+4722 125.48 · · · · · ·
J1141+3857 148.04 178 0.14
J1331+4108 111.75 459 1.05
J1530+2631 108.98 562 1.22
J1619+1433 692.11 2356 0.91
J1636+3409 124.91 278 0.60
J0732+4335 383.45 976 0.69
J0856+4326 103.89 339 0.88
J0940+4649 124.78 · · · · · ·
J1052+3201 127.92 325 0.69
J1221+4114 100.78 · · · · · ·
J1438+2821 831.68 2508 0.82
J1600+3304 169.74 · · · · · ·
Continued on Next Page. . .
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Table 3.5 – Continued

Name FIRST 1.4GHz (mJy) Texas 365 MHz (mJy)1 α1400
365

J0737+4128 122.24 368 0.82
J0845+2849 102.39 423 1.06
J0948+6416 214.55 549 0.70
J1123+6130 108.38 · · · · · ·
J1249+4131 191.86 470 0.67
J1356+0958 136.79 529 1.01
J1546+1754 109.26 722 1.40
J1643+2631 136.46 741 1.26
J1047+0216 125.81 311 0.67
J1429+3426 260.41 919 0.94
J1514+4135 149.02 407 0.75
J1554+3400 107.22 227 0.56
J1056+0624 181.31 585 0.87
J1221+3543 200.14 763 1.00
J1326+4434 179.33 335 0.46
J1442+3042 540.18 580 0.05
J1558+3517 384.32 1317 0.92
J1629+2216 185.52 481 0.71
J1630+2452 102.07 340 0.90
J1255+3046 197.96 · · · · · ·
J1421+3835 146.76 625 1.08
J1547+3954 129.73 431 0.89
J1641+2005 113.5 547 1.17
J1642+2414 165.12 481 0.80
J1100+3324 101.1 595 1.32
J1245+3711 121.11 353 0.80
J1347+4113 170.83 · · · · · ·
J1515+2458 220.98 315 0.26
J1615+3216 207.15 · · · · · ·
J1630+1308 147.94 471 0.86
J1636+2347 188.29 · · · · · ·
J1622+3313 109.49 · · · · · ·
J1303+3509 449.71 1082 0.65
J1417+0710 505.73 5173 1.73
J1530+0644 274.76 673 0.67
J1601+0605 218.05 896 1.05
J1615+1643 356.23 1064 0.81
J1629+2851 525.55 1388 0.72
J2137-0738 107.77 · · · · · ·
J2200+0014 85.7 278 0.88
J0150-0952 203.47 · · · · · ·
J0230-0909 200.8 875 1.09
J0231-0914 165.91 251 0.31
J0251-0114 70.75 · · · · · ·
Continued on Next Page. . .
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Table 3.5 – Continued

Name FIRST 1.4GHz (mJy) Texas 365 MHz (mJy)1 α1400
365

J0252-0849 102.92 · · · · · ·
J2145-0049 93.64 · · · · · ·
J2150-0055 51.51 · · · · · ·
J2242-0808 129.97 573 1.10
J0028-0027 59.17 · · · · · ·
J0230-0750 115.36 475 1.05
J0230-0830 245.2 · · · · · ·
J2202-0008 143.75 · · · · · ·
J2206-0054 50.43 · · · · · ·
J2309-0029 95.02 440 1.14
J2351-0027 53.14 335 1.37
J0109-0853 302.72 1222 1.04
J0135-0007 146.45 944 1.39
J0148-0928 195.69 · · · · · ·
J0208+0023 416.12 1440 0.92
1From Douglas et al. (1996)
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3.7 ENVIRONMENT

If, as we assert, high redshift radio galaxies form in the most overdense regions of the

early Universe, then hierarchical formation scenarios predict an enhanced number of (proto-

)galaxies associated with this overdensity, as other small overdensities in the vicinity of the

large overdensity will also be overdense enough to collapse very early (this is sometimes qual-

itatively described as “hilltops on top of hilltops”). Although the strong spatial clustering

of EROs is often attributed to association with high redshift galaxy overdensities, it is only

recently that direct evidence for this has been found (Georgakakis et al., 2005). We search

for overdensities of both EROs and K-band selected galaxies in the vicinity of our radio

galaxy candidates. As the radio galaxy is expected to be the most massive galaxy in the

(proto)cluster, we expect to see an overdensity only in galaxies fainter than the radio galaxy.

We begin with a consideration of the source counts of both K-band objects, as well as

EROs. Figure 3.16 shows the K-band differential number counts for the galaxies and stars

in our 198 fields. No completeness corrections have been applied. Because more than half

of our fields, those observed in 2003 and 2004, have total exposure times of under twenty

minutes, the number counts begin to fall off at K = 19. Plotted for comparison are counts

from Gardner et al. (1993), Szokoly et al. (1998) (Ks), Totani et al. (2001), and Cimatti

et al. (2002) (from the K20 survey, also Ks). The raw counts are given in Table 3.7. As the

Figure shows, we are in good agreement with previous infrared observations, and it appears

that the radio galaxy target selection does not bias our K-band counts to the magnitude

limits probed: because of the large field of view of FLAMINGOS, only a fraction of the

infrared imaging (∼ 10%) is within a conservatively large 2 arcminute radius around each

radio galaxy, thus a modest overdensity will be diluted by the surrounding “field”.
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Figure 3.16 Differential K-band number counts for galaxies(filled squares) and stars (open squares) in the
DRaGONS survey. Shown for comparison are the number counts from Gardner et al. (1993), Szokoly et al.
(1998), Totani et al. (2001), and Cimatti et al. (2002).
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Table 3.7

Differential K-band Number Counts

K Galaxies Stars

12.125 8 120
12.375 4 126
12.625 11 149
12.875 14 217
13.125 16 242
13.375 29 292
13.625 29 310
13.875 55 343
14.125 70 430
14.375 87 476
14.625 141 512
14.875 198 605
15.125 297 647
15.375 424 810
15.625 560 855
15.875 820 967
16.125 999 965
16.375 1378 1183
16.625 1821 1268
16.875 2553 1407
17.125 3773 1056
17.375 4918 1015
17.625 6079 926
17.875 7336 853
18.125 8890 749
18.375 10081 594
18.625 11008 448
18.875 11414 389
19.125 11497 283
19.375 10931 194
19.625 9467 114
19.875 8916 65
20.125 8109 32
20.375 7011 16
20.625 5593 16
20.875 4015 7
21.125 2490 5
21.375 1110 1
21.625 425 1
21.875 107 0
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Figure 3.17 shows the r − K as a function of K color-magnitude diagram after cross-

matching our infrared catalog with the SDSS. We define an Extremely Red Object (ERO)

as having r −K ≥ 5.50 as indicated by the horizontal line on this Figure. Objects having

no corresponding SDSS object within 3′′ are assigned a limiting magnitude of r = 23.1.

This yields a total of 636 galaxy EROs with K ≤ 17.5. Note that the K to KS conversion

mentioned in Section 3.4 has changed the number of EROs in the 2003-2004 dataset from

the values from those given in Schmidt et al. (2006). This change reflects the many objects

very close to the r − K ≥ 5.5 definition of EROs evident in Figure 3.17. Figure 3.18

shows the cumulative ERO surface density for DRaGONS. Shown for comparison are the

SDSS/FLAMEX ERO cumulative density for the ≈ 4.7 degrees2 of the Boötes field (describe

in Section 3.5. Error bars are estimated by varying the r −K cut by the largest magnitude

error in each bin. Wold et al. (2003) observe EROs surrounding z ∼ 2 radio loud quasars,

and the Figure shows a higher ERO surface density than the “field” surveys of Roche et al.

(2002), Daddi et al. (2000), and Cimatti et al. (2002). It appears that we are consistent

with the ERO counts of FLAMEX/SDSS, with only a slight overdensity in the K = 17.5

bin. This is, again, a different result than that shown in Schmidt et al. (2006), with the

difference arising from the offset between K and KS magnitudes. This lack of bright EROs

is expected, as our radio targets should be the most massive and most luminous galaxies

in a potential high redshift protocluster, and any associated red galaxies should be fainter

by several magnitudes. It has been suggested that some of the high redshift radio galaxies

are lensed by foreground clusters, which could help to account for their very large radio flux

densities. The lack of observed bright EROs in the vicinity of our 189 targets shows no

evidence for such lensing clusters. Because of the r = 23.1 limit from SDSS we are limited

to studying K ≤ 17.50 EROs for the bulk of our sample. Fainter ERO counts from deeper

SDSS data and additional optical imaging from Apache Point Observatory will be discussed

in Section 3.10.

Due to the small areas covered by previous ERO studies, surface densities at this bright

K magnitude are uncertain. 12% (90 out of 726) of our EROs are classified as stars, similar

to the ≈ 9 − 10% of Mannucci et al. (2002) and Wold et al. (2003). At these bright K-

band magnitudes, robust star galaxy separation is increasingly important. We note that our
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overall star and galaxy counts are in good agreement with Daddi et al. (2000) in the relevant

magnitude range, leading us to believe that our star-galaxy separation is robust.

We now examine the clustering of EROs around our radio galaxies. We restrict our

analysis to K ≤ 17.50 EROs in order to remain complete given the rlim = 23.1 magnitude

limit of our SDSS data. Because we expect the radio galaxy to be, by far, the most luminous

galaxy in its local environment, we expect to see a possible overdensity around only the

brightest of our targets. An overdensity of EROs with K-band magnitudes brighter than

the radio galaxy would be a possible indication of a foreground structure. Field by field, the

density of EROs is quite inhomogeneous, as expected. More than half of the fields have no

bright EROs within 100′′ of the radio galaxy target, while twelve fields have three or more

EROs within this radius; however, none of these twelve have more than one ERO within

one arcminute. The densest fields have radio galaxy targets with magnitudes evenly spaced

in the range K = 17.4 − 20.6, showing no trend of high ERO density with radio galaxy

NIR brightness, contrary to our expectations. Figure 3.19 shows the average distribution of

EROs with K ≤ 17.50 as a function of radial distance from the radio galaxy for 187 of the

target fields. We do not include the radio galaxy itself, although those with K ≤ 18.6 are

EROs. The horizontal line is a measure of the “local field” density of EROs, defined as the

density of EROs between 60′′ and 240′′ from the radio source. There is no evidence of an

overdensity around the radio galaxies, although the uncertainties are very large. Figure 3.20

shows the same as Figure 3.19 with the sample broken into four bins depending on the

apparent magnitude of the radio galaxy target. Given the K − z Hubble diagram, the radio

galaxy apparent magnitude is a rough proxy for redshift. There is no statistically significant

evidence for an excess of bright EROs in any of the four samples. This is consistent with

Wold et al. (2003), who perform a similar analysis and see no evidence for clustering of EROs

brighter than Ks = 19.5 around their z ∼ 2 radio loud quasars. A deeper sample of EROs

is necessary for a complete analysis of the radio galaxy environment. This will be discussed

in Section 3.10
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Figure 3.17 r −K as a function of K, showing star-galaxy separation and ERO definition. The diagonal
upper limit in the measurements is due to the 5 σ r-band limit from the SDSS assigned to non-detections,
while the horizontal line marks the r−K = 5.50 color used to define EROs. Red points are objects classified
as stars, while black are galaxies. The diagonal line represents r = 21.0, below which the SDSS star-galaxy
separation is used. No star-galaxy separation is done for objects above this diagonal line and to the right
of the vertical line at K = 17.0. Open circles represent 2 σ r −K lower limits for the target radio galaxies
in these fields.
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Figure 3.18 Cumulative ERO surface Density for DRaGONS. Shown for comparison are data from
SDSS/FLAMEX (see Section 3.5), Daddi et al. (2000); Cimatti et al. (2002); Roche et al. (2002) and
Wold et al. (2003).
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Figure 3.19 Average surface density of K ≤ 17.5 EROs as a function of radial distance from the radio
galaxy. The horizontal line represents the “local field density” of the sample, defined as the average density
of EROs between 60′′ and 240′′ from the radio source position.
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Figure 3.20 ERO average surface density as a function of distance (same as Figure 3.19) split into four bins
by the target radio galaxy apparent magnitude. Error bars are Poisson.
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To check for an excess of K-band detected galaxies around our radio galaxy targets

we restrict ourselves to the deeper exposures that allow us to reach limiting magnitudes of

K ≥ 20.0. We take only fields observed for greater than forty minutes, eliminating all of the

2003-2004 fields, as well as six fields from 2005-2006 where technical or weather problems

limited on target exposure time. A further cut is done based on seeing conditions (average

seeing < 1.4′′), eliminating another seven fields. Figures 3.21, 3.22, and 3.23 show the

distribution of K-band galaxies around our targets for the remaining 80 fields. Figure 3.21

shows the average surface density of all galaxies as a function of distance from the target radio

galaxies, in 30′′ bins. The horizontal line in each panel shows a measure of the ”local field”

density of galaxies (defined as the density of objects between 60′′ and 240′′ from the radio

source). The Figure shows a small overdensity of galaxies in the inner 120′′. The four panels

of Figures 3.22 and 3.23 represent the division of the sample by the apparent magnitude of

the target radio galaxy, which is, again, a rough estimate of redshift. Figure 3.22 includes

all K ≤ 19.0 galaxies, and divides the 80 fields into K ≤ 17.5 (4 fields), 17.5 < K ≤ 18.0

(9 fields), 18.0 < K ≤ 19.0 (22 fields), and K > 19.0 (45 fields). Figure 3.23 is the

same, but includes all galaxies brighter than K ≤ 20.0, and shows K ≤ 17.5(4 fields),

17.5 < K ≤ 18.0 (9 fields), 18.0 < K ≤ 18.5 (10 fields), and 18.5 < K ≤ 19.0 (12

fields). The horizontal red lines indicate the local density of K ≤ 19 and K ≤ 20 galaxies.

Figures 3.22 and 3.23 show significant overdensities within an arcminute in the two bins with

K ≤ 18.0, with the overdensity possibly extending to 120′′, though the errors are large in

the K ≤ 17.5 bin, as it contains only 4 radio galaxy fields. No clustering is seen in any of

the K > 18.0 bins. This is not unexpected: as mentioned in the ERO overdensity discussion

earlier in this section, we expect the radio galaxy to be several magnitudes brighter than

other protocluster galaxies. Thus, the K-band images are deep enough to detect protocluster

galaxies near our brightest (lower redshift) galaxies, but not the fainter targets. These results

are similar to those of Hall and Green (1998) and Hall et al. (2001), which did not find an

excess around z ≈ 1.5 radio loud quasars below K = 19, but do see an excess of galaxies at

K = 19− 20.5. Even deeper imaging is necessary to search for galaxy overdensities near our

fainter targets.
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Figure 3.21 Average surface density of K ≤ 20.0 galaxies as a function of radial distance from the radio
galaxy. The horizontal line represents the “local field density” of the sample, defined as the average density
of galaxies between 60′′ and 240′′ from the radio source position.
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Figure 3.22 Average surface density of K ≤ 19.0 galaxies as a function of distance (same as Figure 3.21)
split into four bins by the target radio galaxy apparent magnitude.

147



0 100 200 300
6

8

10

12

14
K<17.5

6

8

10

12

14
17.5<K<18.0

6

8

10

12

14
18.0<K<18.5

6

8

10

12

14
18.5<K<19.0

Figure 3.23 Average surface density of K ≤ 20.0 galaxies as a function of distance (same as Figure 3.21)
split into four bins by the target radio galaxy apparent magnitude.
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3.8 RED DRAGONS

As mentioned in Section 3.6, about 10% of the radio galaxies observed are brighter than

expected in the infrared given our selection criteria. There are several possible explanations

for this: these galaxies could be low redshift z ∼ 1 radio galaxies with faint optical prop-

erties, or they could be higher redshift objects with brighter than normal K-band flux, or a

mix of the two cases. A high redshift galaxy where an emission line falls within the K-band

is also a possibility. Twenty objects with K < 17.6, more than 10% of our sample, have

anomalously red g−K, r−K, and i−K colors that are not fit by even our extreme model

templates. Galactic r-band extinction from the SDSS database for these objects are listed

in Table 3.8, based on the dust maps of Schlegel et al. (1998). There is a modest amount of

extinction for three objects: J0941+0127, J1548+0036, and J1604-0013, though not enough

to fully explain their extreme color, so additional reddening is necessary if these galaxies are

at low redshift. Applying the extinction model of Calzetti et al. (2000) to the non-evolving

elliptical template of Coleman et al. (1980) and assuming a redshift of near unity given by

the K− z diagram, we require extinctions of AV > 0.5−1.5 in order to reach the lower limit

r −K colors of these infrared bright sources. Such extinction is most likely associated with

dust due to ongoing star formation. This is interesting, as there is still debate as to when

and how massive galaxies assemble and form their stars (van Dokkum, 2005; De Lucia et al.,

2006). Some models (Kauffmann et al., 1993; De Lucia et al., 2006) predict that massive

galaxy progenitors form their stars in an intense burst, with SFRs of > 1000Msun/yr at at

z > 4, whereas a more extended and episodic star formation history is expected from hierar-

chical models. In the ΛCDM paradigm, these stars form early, but assemble hierarchically

very late z ∼ 1 through “dry” mergers of progenitor galaxies with little star formation. Ma-

jor mergers are responsible for the build up of massive galaxies at high redshift (Conselice

et al., 2003; Conselice, 2007), but the amount of star formation triggered by more recent

mergers is still an open question, with traces of ongoing star formation found in some early

type samples (e.g. Stanford et al., 2004; Teplitz et al., 2006). It is predicted that nearly all

massive galaxies undergo a major merger at z ≤ 1.5 (Conselice, 2007). It is possible that

some of our Red DRaGONS are undergoing such a major merger, and if that is the case,
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then detailed study of the associated star formation will shed new light on the formation

of massive elliptical galaxies; specifically, measuring the amount of star formation occurring

during such a merger will help establish whether major mergers at low redshift are “dry”,

or show the level of star formation induced by such mergers.

If the Red DRaGONS reside at higher redshift, it is possible that they consist of reddened

radio loud quasars. The number of obscured quasars is of great interest in near infrared

surveys. It is well know that optical selection is sensitive to a wide range of effects that

bias samples against the detection of heavily obscured galaxy populations. Indeed, heavily

obscured quasars may account for a significant fraction of the total population (Webster

et al., 1995; White et al., 2003; Glikman et al., 2004). If Red DRaGONS galaxies fall

into this category, then the DRaGONS selection criteria could be very useful in defining

AGN samples complementary to those selected in the optical. The role of AGN feedback

in explaining the “downsizing” scenario of galaxy formation has been explored by several

groups (e.g. Scannapieco et al., 2005; De Lucia et al., 2006), where energy injected by the

central black hole is responsible for quenching star formation, which gives rise to the observed

old stellar populations. De Lucia et al. (2006) state that energy from supernovae is not high

enough to suppress star formation, and significant AGN feedback (Croton et al., 2006) is

necessary in order to do so. The interplay between star formation and AGN feedback has

yet to be explored in detail. The extreme colors of Red DRaGONS galaxies, combined with

their high radio luminosity, may mean that these galaxies are hosting simultaneous starburst

and AGN activity. Therefore, they are excellent candidates for observing feedback processes

in action.

Determining spectroscopic redshifts for these objects will be the best way to determine

whether the anomalously red colors are due to obscuration at lower redshift, a more luminous

galaxy at higher redshift, some combination of the two, or a class of objects not covered by

our models. However, as spectroscopy of such faint sources is difficult and time consuming,

we will discuss alternative studies of Red DRaGONS properties in the following sections,

namely environment, as traced by Extremely Red Objects, and Spectral Energy Distribution

fits for two Red DRaGONS galaxies.
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Table 3.8

Extinction for K < 17.6 Galaxies

Name K Extinction

J0256-0659 17.57 0.15
J0941+0127 17.17 0.32
J0958+0324 17.46 0.08
J1155+0305 17.36 0.10
J1208+4943 17.03 0.06
J1255+3046 16.98 0.04
J1332+0101 17.05 0.08
J1400+0053 17.23 0.10
J1403+6048 17.55 0.05
J1408+0116 17.08 0.11
J1423+0139 17.37 0.09
J1438+2821 17.09 0.05
J1532+4432 17.16 0.05
J1541+5259 17.24 0.03
J1546+1754 17.29 0.08
J1548+0036 16.83 0.23
J1600+3304 16.80 0.09
J1604-0013 17.13 0.34
J1630+2452 16.75 0.10
J1649+3350 16.86 0.06
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3.9 MULTIWAVELENGTH OBSERVATIONS

We obtained deep optical images for several Red DRaGONS at the Astrophysical Research

Consortium (ARC) 3.5 meter telescope at Apache Point Observatory. Of seven half nights

awarded, four were unusable due to weather (rain, snow, and lightning), and one additional

night was lost due to slipping in the altitude motor control that resulted in blurred and

unusable images. In the two useable half nights (15 Feb 2007 and 15 Mar 2007), we obtained

30 minute exposures in SDSS r and i bands for five Red DRaGONS galaxies with the SPIcam

instrument (Seaver Prototype Imaging camera). SPIcam is a 2048 × 2048 pixel CCD camera

with a pixel scale of 0.141′′/pixel, which gives a field of view of 4.78 × 4.78 arcminutes.

Because seeing at Apache Point is typically near one arcsecond, we ran SPIcam in 2 × 2

binned pixel mode, resulting in 1024 × 1024 pixel images with a pixel size of 0.28′′/pixel.

This is the same CCD and filter set used in the main SDSS camera (Gunn et al., 1998). We

operated in point and stare mode (as opposed to the drift scan mode used by SDSS), taking

3-5 minute exposures at 4 dithered positions offset by 10′′ in a square pattern to facilitate bad

pixel rejection. Flat fields were obtained from both twilight sky flats, as well as using dome

lamps to illuminate the closed mirror covers. Images were reduced using standard IRAF

routines: A bias frame was subtracted from individual frames, which were then divided by a

flat field. These frames were aligned and registered to unsaturated SDSS stars and combined

into the final image.

These images were calibrated with SDSS data using the same webservice interface to

OpenSkyQuery described in 3.4, but using SDSS stars rather than 2MASS. The photometry

from these fields are used to select the Extremely Red Objects discussed in Section 3.10

Table 3.9 shows the r and i-band magnitudes measured for the radio galaxies. Inspection

of the r, i, and K images for object J1630+2452 shows that this object is a superposition

of the red radio galaxy and a foreground blue galaxy that contaminates the magnitude

measurements in the r and i bands. Figure 3.24 shows the radio galaxy in r, i, and K

bands, as well as a false color RGB K(red), i(green), r(blue) image of the target.
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Table 3.9

APO Deep Optical Imaging

Object Name date K r RA r DEC r i RA i DEC i seeing(′′)

J0256-0659 2007 Feb 15 17.57 ± 0.079 02:56:05.002 -06:59:19.74 23.91 ± 0.121 02:56:05.002 -06:59:20.02 21.90 ± 0.061 1.6

J0725+3826 2007 Feb 15 17.67 ± 0.049 07:25:44.328 +38:26:40.02 23.79 ± 0.114 07:25:44.316 +38:26:39.98 22.59 ± 0.096 1.2

J1438+2821 2007 Mar 15 17.09 ± 0.088 14:38:09.910 +28:21:47.50 23.21 ± 0.107 14:38:09.952 +28:21:47.22 22.10 ± 0.050 1.4

J1546+1754 2007 Mar 15 17.29 ± 0.044 15:46:02.462 +17:54:36.58 22.66 ± 0.079 15:46:02.462 +17:54:36.02 21.24 ± 0.041 1.2

J1630+24521 2007 Mar 15 16.75 ± 0.050 16:30:14.730 +24:52:47.59 22.46 ± 0.060 16:30:14.730 +24:52:47.59 22.75 ± 0.038 0.9

1Object J1630+2452 is a superposition of the target red radio galaxy and a faint blue galaxy
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Figure 3.24 Clockwise from upper left: r,i,K, and RGB composite riK images of J1630+2452 showing a
blue foreground galaxy near the radio galaxy position.
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Table 3.10

KPNO J and H Imaging

Object Name date K J RA J DEC J H RA H DEC H seeing(′′)

J2223-0757 2006 Oct 07 17.70 ± 0.080 22:23:26.530 -07:57:07.77 19.45 ± 0.14 22:23:26.550 -07:57:08.07 18.68 ± 0.14 1.3

J0256-0659 2006 Oct 08 17.57 ± 0.079 02:56:05.005 -06:59:19.53 19.68 ± 0.15 02:56:05.045 -06:59:19.83 18.57 ± 0.13 1.2

J1546+1754 2007 May 28 17.29 ± 0.044 15:46:02.470 +17:54:36.32 20.09 ± 0.261 15:46:02.500 +17:54:36.13 18.40 ± 0.14 1.2

1A passing cloud limited useable exposure in J band for J1546+1754 to 22 minutes. The radio galaxy

also falls on a very noisy region of the chip, also contributing to the very large error in the magnitude

measurement

In addition to the deep optical observations, further near-infrared imaging was taken for

three Red DRaGONS fields. J and H-band images were taken with FLAMINGOS during

the October 2006 and May 2007 FLAMINGOS runs at the Mayall 4m telescope. The same

telescope and instrument set up used for the K-band data, and the photometry was, again,

calibrated using 2MASS data (see Sections 3.2 and 3.3 for details). Longer individual frame

exposure times of 45-60 seconds were possible, as the sky background is much lower in these

shorter wavelength passbands. As the Red DRaGON targets are, by definition, very bright

(K ≤ 17.6) in the K-band (centered at 2.149 µm), they are expected to also have significant

flux in the J (1.25 µm) and H (1.64 µm) passbands as well. Therefore, the total exposure

time for each object was 1800 seconds (30 minutes) in each of the two bands, unless otherwise

noted. Table 3.10 summarizes the supplemental near-infrared imaging. Note that two of the

three objects also have data in r and i bands, and will be discussed further in Section 3.11.
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3.10 DEEP ERO

While the main SDSS survey is deep enough to allow us to select the DRaGONS candidates,

the 5 σ limiting magnitude of r = 23.1 only allows us to identify EROs (using our r−K >

5.5 definition) brighter than K ≤ 17.6, as luminous as only the brightest of our radio galaxy

targets. In order to test for an excess of EROs in our fields, deeper optical data is needed.

Fortunately, we have two sources of such data: the optical follow up of four Red DRaGONS

fields discussed in Section 3.9, as well as the deeper SDSS “Stripe 82” data discussed in

Section 2.2. The deep Apache Point data targeted four bright radio galaxies (K < 17.7),

while the Stripe 82 imaging contains a relatively fainter sample of 21 targets, all of which

were observed in either September 2005 or October 2006. 14 of these galaxies are detected

with 18.2 < K 19.9, and 7 undetected with K > 20.0.

The vast majority of Extremely Red Objects observed to date lie in the redshift range

1.5 ≤ z ≤ 3.0. ERO galaxies consist mainly of two populations: dusty starburst galaxies

and old passively evolving galaxies, where the starbursts owe their red color to dust obscu-

ration, and the passive galaxies are red because of their old stellar populations. The lower

redshift cutoff for EROs is due to redshift: at z ∼ 1.5 enough stellar flux falls into the r-

band that the r−K color of even the oldest stellar populations and all but the most extreme

obscured galaxies are not red enough to meet ERO criteria. This can clearly be seen by the

r − K color tracks shown in Figure 3.2, and is closely related to the reasoning behind our

DRaGONS selection criteria; i.e. choosing red objects will effectively eliminate low redshift

contaminants. The upper redshift limit could be due to either of, or a combination of, two

effects: the fall in the number of ERO galaxies at high redshift, and the difficulty in observ-

ing such faint galaxies. Very deep optical imaging is necessary in order to detect such red

objects at high redshift (r ≈ 26−27 for z ≈ 3−4). At such high redshifts we are beginning

to probe the epoch of initial galaxy formation, and at some point, the galaxies simply are

not there to observe, as they have not yet formed. It should be noted, though, that Zheng

et al. (2006) see an overdensity of red galaxies around a radio loud quasar at z = 5.8, so it

is likely that the redshift range extends beyond the commonly cited z < 3 limit. The lower

redshift cutoff, however, may enable us to estimate the redshift of any radio galaxy with an
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associated ERO overdensity, as the presence of EROs implies a redshift z > 1.5. A recent

study by Venemans et al (2006) finds typical protocluster sizes ∼2 Mpc for Ly α emitters.

There are also indications that EROs are more compact tracers of protoclusters, with sizes

∼1 Mpc (Kurk et al. 2004). The SPIcam field of view covers ∼ 1.8 − 2.4 Mpc over the

redshift range of interest (1.5 ≤ z ≤ 5), allowing us to examine the scale of the overdensity.

3.10.1 Apache Point

The r-band data for four of the five fields in Table 3.9 were positionally cross matched with

our DRaGONS catalogs (J1630+2452 is not included, as it is a blended object, and the

apparent magnitude of the unblended radio galaxy may be significantly fainter than other

Red DRaGONS in this sample). The 4.78 × 4.78 arcminute FOV of SPIcam allows us to

reliably identify EROs to a radius of 90′′ in these four fields. A recent study by Venemans

(2006) finds typical protocluster sizes ∼2 Mpc for Ly α emitters. There are also indications

that EROs are more compact tracers of protoclusters, with sizes ∼1 Mpc (Kurk et al.,

2004). The SPIcam field of view covers ∼ 1.8 − 2.4 Mpc over the redshift range of interest

(1.5 ≤ z ≤ 5), allowing us to examine the scale of the overdensity. We conservatively assign

non-detections r = 24.5. Figure 3.25 shows the cumulative ERO surface density within 60′′

and 90′′ for these four fields. There is an obvious overdensity of EROs at K ≥ 18.0 that

agrees very well with the overdensity seen by Wold et al. (2003). This is very interesting,

as it indicates that the redshift distribution of the two samples may be very similar. The

apparent K-band magnitudes of the four galaxies, (K=17.09,17.29,17.57, and 17.67), coupled

with the K− z relation, indicate that their redshifts are near z ∼ 1, but the presence of the

ERO overdensity suggests that they may be more luminous objects at higher redshift, e.g.

obscured quasars. Two of these objects will be discussed in greater depth in Section 3.11.

157



Figure 3.25 Cumulative ERO surface density for the four Red DRaGONS fields observed at Apache Point
Observatory. Shown for comparison are the densities of Daddi et al. (2000) and Wold et al. (2003), as well
as the DRaGONS and FLAMEX/SDSS counts from Figure 3.18. Black points represent the density within
60′′ of the radio galaxy, while the red points and connecting line are the density within 90′′.
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3.10.2 SDSS Stripe 82

The SDSS Stripe 82 data is described in Section 2.2. The K-band catalogs were positionally

cross matched with the Stripe 82 catalogs. Because the Stripe 82 catalog only contains

objects detected at > 5 σ above the background, objects with no match within 3′′ were

assigned a magnitude of r = 23.5, the approximate 5σ limit for the catalog. This allows

us to examine ERO’s down to K ≤ 18.0, given the r − K4′′ > 5.50 ERO criterion. The

radio targets include sources with FIRST flux densities S1.4GHz ≥ 50.0mJy. This is twice

as faint as the 100 mJy limit in the Northern portion of the DRaGONS survey. None of the

21 radio galaxies are brighter than K = 18.0, thus our K ≤ 18.0 ERO sample is not deep

enough to detect red galaxies physically associated but less luminous than the radio source.

Any evidence of an ERO overdensity would, therefore, indicate the presence of a foreground

overdensity of EROs. The availability of deep r-band data over the entire 10′ × 10′ area

of each field, however, will allow us to test our ERO selection criteria: We will split the

sample into EROs within 90′′ of the radio galaxy, and those between 90 and 240 arcseconds

away. Any overdensity, either physically associated or foreground lensing structure, should

be located very close to the radio galaxy. The 90 to 240′′ will define a “field” sample of

EROs whose density we can, again, compare to those of Daddi et al. (2000), Roche et al.

(2002), and Cimatti et al. (2002). Figure 3.26 shows the Stripe 82 cumulative ERO surface

densities, for both the distance < 90.0 (Close) and 90.0 ≤ distance < 240.0 (Far) samples.

No overdensity of EROs is seen in the sample, and none of the individual fields contain more

than two EROs within 90′′ of the radio galaxy, consistent with the “field” distribution of

EROs. Thus, we see no evidence of the presence of foreground clusters lensing the radio

source for K ≤ 18.0, though deeper optical data is needed to test for K ≤ 20 − 20.5

EROs. The ERO surface density agrees very well with the “field” measurements of both our

FLAMEX/SDSS measurement (Section 3.5) and Daddi et al. (2000), again confirming that

our rSDSS −K4′′ ≥ 5.50 agrees with the more common R−K > 5.0 ERO selection.
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Figure 3.26 Cumulative ERO surface density for the 21 DRaGONS fields in SDSS Stripe 82. Shown for
comparison are the densities of Daddi et al. (2000) and Wold et al. (2003), as well as the FLAMEX/SDSS
counts from Figure 3.18. Black points represent the density within 90′′ of the radio galaxy, while the green
points and connecting line represent the “field surface density” from EROs at 90′′ < distance < 240′′.
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3.11 SPECTRAL ENERGY DISTRIBUTIONS

Spectroscopic follow up of high redshift radio galaxies is very costly. By the nature of our

selection criteria, we know that these galaxies emit very little flux at observed frame optical

wavelengths. De Breuck et al. (2001) observed 62 USS selected high redshift radio galaxy

candidates for 30 to 90 minutes on the 8-10 meter telescopes. In most cases, little to no

stellar continuum was seen, and the galaxy redshift was determined by the position of one or

several emission lines. Several sources show a small amount of continuum, but not discernible

features that could be used to determine a redshift. While spectroscopy will, ultimately, be

necessary to precisely determine redshifts and, in some cases, stellar populations and object

types, an examination of the broad band photometric characteristics is also very useful. This

is particularly true for the Red DRaGONS, as their unusual colors indicate that they may

have distinct differences from previously observed radio galaxies. Before investing time on

8-10 meter class telescopes, we will estimate the spectral energy distributions (SEDs) of radio

galaxies observed in multiple passbands.

SED fitting is intimately related to the calculation of template based photometric red-

shifts. Therefore, the discussion in Appendix B is particularly relevant. When using template

based photoz methods, obtaining a type for the galaxy is part of the process of estimating

the photoz, as the best fit template is the de facto galaxy type. For synthetic spectra, this

can be used to estimate physical parameters for the galaxy in question. For example Conti

et al. (2003) attempt to determine properties of galaxies in the Hubble Deep Field North

(although they determine properties at the pixel level, and do so at a fixed redshift, which

eliminates many degeneracies in the best fit template determination).

We will use the template based photometric redshift method described in Appendix B.

In addition, in order to test the implication that Red DRaGONS may occupy the same

1.5 ≤ z ≤ 3.0 redshift range of most EROs, we will run the photoz code with the redshift

fixed at specific values between 0.5 ≤ z ≤ 3.5 in order to determine the best fit template

at each redshift.

To visualize our object colors compared to those of template spectra, we will convert the

magnitudes to fluxes. First, we will convert our magnitudes to the AB system (Oke, 1974;
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Oke and Gunn, 1983), which is defined by:

mAB = 2.5 log(Fν)− 48.57 (3.2)

where Fν is the flux measured in erg/s cm2 Hz. Recalling that a Jansky (Jy) is defined as

10−23erg/s cm2 Hz, we can invert this to find that the flux given a AB magnitude mAB is:

Fν(Jy) = 3630.0 × 10−0.4(mAB) (3.3)

Converting to wavelength units (approximate, see Tokunaga and Vacca, 2005):

Fλ(erg/s cm2 µm) = Fν(Jy)× 3.e−9/(λ (µm))2 (3.4)

(Note that in practice, these conversions will be handled in code, and will be exact. The

approximate conversion of Equation 3.4 will only be used for visualization purposes).

The template set includes spectral templates from a number of sources: Ten GISSEL

(Galaxy Isochrone Synthesis Spectral Evolution Library Bruzual A. and Charlot, 1993) tem-

plates are included. This is the same set of SEDs used for calculating SDSS photozs (Bu-

davári, private communication), and are designed to span early to late type galaxies at low

redshift. To represent higher redshift, obscured, and active galaxies, templates from a variety

of sources are included. Two templates from Coleman et al. (1980) are included: the elliptical

and Scd galaxy templates where the reddening law of Calzetti et al. (2000) has been applied

(with AV = 1.0, 1.5, and 2.0). Starburst galaxy templates from the Kinney-Calzetti Atlas

of Galaxies(Kinney et al., 1996) both with and without additional reddening (AV = 0.0,

0.5, 1.0, 1.5, and 2.0 are included). The median composite SDSS quasar spectrum from

Vanden Berk et al. (2001) is included with Calzetti reddening of AV = 0.0,0.5,1.5,2.5, and

5.0. Also included are the two PEGASE models discussed in Section 3.1, a solar metallicity

instantaneous burst model with no obscuration and a zero initial metallicity exponentially

declining star formation model with an e-folding SFR timescale τ = 0.5 Gyr and “spheroid”

type extinction assumed. Templates at six ages (1.2, 2.0, 3.0, 3.5, 4.5, and 5.0 Gyr) roughly

corresponding to the ages of a galaxy at z = 2 and z = 1 for formation redshifts of zform =10,

5, and 3.
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The AB magnitude offsets used were obtained from the online documentation for KCor-

rect (http://cosmo.nyu.edu/blanton/kcorrect/), and are: rAB = rSDSS + 0.010, iAB =

iSDSS + 0.028, JAB = J2MASS + 0.91,HAB = H2MASS + 1.39, and KSAB = KS 2MASS + 1.85.

3.11.1 J0256-0659

The radio galaxy J0256-0659 is a K = 17.57 radio galaxy that just meets our K ≤ 17.6

Red DRaGON definition. As such, it may not be as anomalous as our more extreme Red

DRaGONS candidates, which are up to a magnitude brighter in K-band. Measured and

AB magnitudes for J0256-0659 are given in Table 3.11 Magnitudes listed are SExtractor

MAG AUTO magnitudes. The radio galaxy appears to be fairly compact, regular, and

isolated, so we will not use matched aperture magnitudes for the SED fit. Figure 3.27

shows r, i, J , H, and KS band images for a ∼ 2.5 × 2.5 arcminute field around J0256-

0659, along with an RGB composite of the r, i, and K images. EROs are circled in white

in the riK composite image. FIRST radio contours are overlaid in green, with an outer

contour indicating a flux density of 0.5mJy and each contour marking a 4× increase. Visual

inspection of the riK composite image shows several very red objects that do not meet our

ERO criteria, but whose color indicates that they may be associated with the radio galaxy.

These moderately red objects could be the equivalent of EROs at lower redshift, which would

be evidence in favor of a z < 1.5 position for the radio galaxy.

The photometry in Table 3.11 was input into the photometric redshift code with redshift

unconstrained, as well as fixed redshifts spanning 0.5 ≤ z ≤ 3 (i.e. fitting only the best

template at a given redshift). The best fit redshift for J0256-0659 is z = 0.62, where the

best fit template is an elliptical galaxy with Calzetti extinction of AV =1.0 magnitude. The

fixed redshift analysis shows that the only other reasonable fit places the galaxy at z = 0.90,

where the best fit template is an Scd galaxy with Calzetti reddenning of AV =1.5 magnitudes.

The redshift error reported for both fits is very large (σz ≈ 0.5), as the minimum in the χ2

distribution is broad and because the magnitude errors are fairly large. Figure 3.28 shows

the two best fit templates at their respective redshifts. The riJHKS fluxes are shown at

the central wavelength of their respective filters, and Figure 3.29 shows the χ2 distribution
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Table 3.11

J0256-0659 apparent and AB magnitudes

r SDSS r AB i SDSS i AB J 2MASS J AB H 2MASS H AB KS 2MASS KS AB

23.91±0.12 23.92±0.12 21.90±0.061 21.928±0.061 19.68±0.15 20.59±0.15 18.57±0.13 19.96±0.13 17.57±0.079 19.42±0.079

as a function of redshift. Examination of the relative fluxes of the five bands indicates that

the 4000 Å bread falls between the r (centered at 6156 Å) and i (7470 Å) bands, which puts

the redshift between 0.5 and 0.9. The approximate redshift for a K = 17.57 galaxy from

the K − z relation is z = 1.2± ∼ 0.5. The preponderance of evidence suggests that J0256-

0659 is a lower redshift (z ∼ 1) radio galaxy with moderate reddening, and that it is this

reddening that caused it to meet our selection criteria. As mentioned previously, this galaxy

barely meets our Red DRaGON criteria. It is possible that a number of our borderline Red

DRaGONS are these moderately reddened radio galaxies.
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Figure 3.27 Clockwise from upper left: r, i, J , H, KS , and RGB composite riKS images of a ∼ 2.5 × 2.5
arcminute field around J0256-0659. EROs are marked with which circles on the RGB image. FIRST radio
contours are overlaid in green.
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Figure 3.28 Best fit templates for J0256-0659 with r, i, J , H, and KS fluxes overlaid. Shown in blue is
an elliptical galaxy template with Calzetti reddening of AV =1.0 magnitudes at z = 0.62; in red is an Scd
template at z = 0.90 with Calzetti reddening of AV =1.5.
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Figure 3.29 χ2 as a function of redshift for the photometric redshift fit for J0256-0659.
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3.11.2 J1546+1754

J1546+1754 is a K = 17.29 radio galaxy, which falls well within our Red DRaGON criteria.

Figure 3.30 shows r, i, J , H, and KS images of the radio galaxy, along with an riKS RGB

composite. The field of view is 2.5 × 2.5 arcminutes. Figure 3.31 shows a closer 20 × 20

arcsecond in r, i, KS and RGB riKS view, which shows that J1546+1754 is extended, with

multiple sources that have different morphologies and colors in the r, i, and KS bands. This

may indicate that the galaxy is undergoing a merger. However, because this galaxy consists

of multiple components with different colors, it is a poor candidate for SED modeling (e.g.

Figure 3.31 shows that the i band object consists of a blend of the main KS detected object

and a bluer object to the South. Because SExtractor does not deblend this into two objects,

the colors computed from the total magnitudes will not reflect those of the two separate

objects). We attempt to account for this by using 4′′ diameter aperture magnitudes in each

band centered on the KS-band object position. These magnitudes are given in Table 3.12.

EROs are circled in white in the riK composite image. FIRST radio contours are overlaid in

green, with an outer contour showing a flux density of 0.5mJy and each contour marking a

factor of four increase. Visual inspection of the riK composite image shows several additional

red objects that do not meet our ERO criteria, but whose color indicates that they may be

associated with the radio galaxy.

Figure 3.32 shows the photoz residual χ2 as a function of redshift for J1546+1754. The

best fit redshift is z = 0.52; however, as the Figure shows, there are multiple chi2 minima,

and redshifts of z = 0.76, z = 1.2, and z = 3.1 are also very likely. Figure 3.33 shows the

flux in the five bands as well as the best fit templates for the four most likely redshifts:

black is an elliptical galaxy at with Calzetti reddening of AV = 1.0 at z = 0.52, magenta

shows an Scd galaxy reddened by AV = 1.5 at z = 0.76, blue represents an Scd galaxy with

AV = 1.0 at z = 1.2, and red is the third starburst template of Kinney et al. (1996) with an

additional AV = 0.5 applied at a redshift of 3.1. The uncertainty in all four of these redshifts

is σz ∼ 0.25. As mentioned earlier, the J-band flux has a large error, due to a shorter total

exposure time, as well as the radio galaxy position in the quadrant of the FLAMINGOS

instrument with higher average noise. If our flux measurement is an underestimate, then
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the best fit redshifts are at lower redshift, where the 4000 Å break falls between the r and i

bands, similar to J0256-0659, which is reflected in the three z ≤ 1.2 SED fits. If the J-band

flux is accurate, then this could be due to the 4000 Å break falling between the J and H

bands, which characterizes the z = 3.1 starburst template fit. Obtaining a spectrum of the

object is the only way to definitively discern the truth.

There is an ERO with similar colors only 14′′ from the radio galaxy position, visible to

the South in Figure 3.30. If we assume that this galaxy is associated with J1546+1754, we

can examine SED fits to the ERO in order to compare with those of the radio galaxy. The

ERO is isolated and compact and, therefore, a much better candidate for SED fitting. The

apparent and AB magnitudes for this ERO are listed in Table 3.12. The large errors in the

J and H bands lead to large uncertainties on the estimated photozs. Figure 3.34 shows the

photometric redshift χ2 as a function of redshift for the ERO, with best fits at z = 0.7 and

z = 1.3, and Figure 3.35 shows the two best fit SEDs. These redshifts are close to fits for

J1546+1754 at z = 0.76 and z = 1.2, but no SEDs fit the ERO at the z = 0.5 and z = 3.1

minima. If the ERO is physically associated with the radio galaxy, it is very likely that

both objects are at z ∼ 0.6 − 0.7 or z ∼ 1.2 − 1.3. An apparent magnitude of K = 17.29

for J1546+1754 translates into an approximate redshift of z = 1.0 on the K − z Hubble

diagram. Unless the z ∼ 3 obscured starburst scenario is correct, it appears that, similar to

J0256-0659, J1546+1754 is a lower redshift (z < 2) radio galaxy that meets our selection

criteria due to lower than average flux in the optical, most likely from internal reddening.

In any of these cases, the fact that J1546+1754 appears to consist of multiple components

is very intriguing. If the multiple components are physically associated, then the galaxy is

undergoing a major merger. The fact that one of the components is blue indicates ongoing

star formation, which would rule out a so called “dry merger” (van Dokkum, 2005, and

references therein). If the blue object is in the foreground, then it is possible that the

foreground object is strongly lensing the radio galaxy, which could account for its higher

than expected K-band flux. It is also possible that the excess flux is due to a contribution

from the foreground object, though in the case of J1546+1754 it appears that the blue

object contributes almost no flux in KS band. Higher resolution imaging (e.g. Hubble Space

Telescope) is necessary to examine the relationship between the components. Deeper J
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and H-band photometry with smaller errors would also help better constrain the SED fits

for both the radio galaxy and ERO, though spectroscopic redshifts are what is ultimately

needed.

Figure 3.30 Clockwise from upper left: r, i, J , H, KS , and RGB composite riKS images of a ∼ 2.5 × 2.5
arcminute field around J1546+1754. EROs are marked with which circles on the RGB image. FIRST radio
contours are overlaid in green.
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Figure 3.31 Clockwise from upper left: r, i, KS , and RGB composite riKS images of a 20 × 20 arcsecond
field around J1546+1754 showing multiple components. FIRST radio contours are overlaid in green.
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Figure 3.32 χ2 as a function of redshift for the photometric redshift fit of J1546+1754.
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Figure 3.33 Best fit templates for J1546+1754 with r, i, J , H, and KS fluxes overlaid. Shown in black
is an elliptical galaxy template with Calzetti reddening of AV =1.0 magnitudes at z = 0.52; in magenta is
an Scd template at z = 0.76 with Calzetti reddening of AV =1.5; in blue is an Scd template at z = 1.2
with Calzetti reddening of AV =1.0; in red is the third starburst template of Kinney et al. (1996) with an
additional AV =0.5 applied at a redshift of 3.1.
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Figure 3.34 χ2 as a function of redshift for the photometric redshift fit for the ERO 14′′ from J1546+1754.
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Figure 3.35 Best fit templates for the Extremely Red Object 14′′ from J1546+1754 with r, i, J , H, and
KS fluxes overlaid. Shown in black is an elliptical galaxy template with Calzetti reddening of AV =1.0
magnitudes at z = 0.7, in red is an instantaneous burst PEGASE model with initial Solar metallicity and
age of 1.2 Gyr at z = 1.3.
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4.0 CONCLUSIONS

“Yeah? Well y’know, that’s just, like, your opinion, man”

-Jeffrey Lebowski, The Big Lebowski

4.1 GALAXY LUMINOSITY FUNCTION

In this thesis, we have implemented the new maximum likelihood estimator described in

Sheth (2007). Using mock catalogs, we have demonstrated that realistic redshift uncertainties

have a dramatic impact on the measured shape of the LF by using the 1/Vmax, STY, and

SWML methods in the presence of the uncertainties. Our modified estimator, described in

Section 2.1.5, is able to recover the true luminosity function, provided that the photometric

redshift errors are smaller than σz/z ≈ 1. The sensitivity of the estimator to even 10% of

the sample having σz/z > 1 tells us that the error properties of the photometric redshift

dataset must be well understood for the LF results to be trusted.

We have introduced a parameterization of the luminosity function in terms of cubic

BSplines (Appendix A). This formulation, which reduces to the SWML if first order, rather

than fourth order (cubic) polynomials are used, captures variations in the luminosity function

seen in the SWML method, while providing a smooth parameterization that better reflects

the continuous galaxy distribution, unlike the SWML and 1/Vmax methods. The number

of BSplines used as basis functions can be changed to capture details of the distribution not

possible with the two parameter Schecter function parameterization. BSplines also generalize

well to two dimensions, and will be useful for calculation of bivariate luminosity functions

in the future.
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Using an existing template based photometric redshift code (photoz++) similar to that

used in the SDSS, we have computed photozs for coadded data from SDSS Stripe 82. Com-

parison of the spectroscopic and photometric redshifts for galaxies in Stripe 82 with con-

firmed redshifts (Figure 2.33), as well as the photoz redshift distribution (Figure 2.35) show

obvious systematic effects, with excess numbers of galaxies at some redshifts, and deficits

at others. The photoz type distribution is also very different from the bimodal distribution

expected (Figure 2.43). These results call into question the validity of the photometric red-

shifts output by the photoz code, particularly the galaxy types, and redshifts z ≥ 0.3, for

which we did not compute the luminosity function. For the remaining photozs, we find that

the method used to estimate the redshift uncertainties output by the photoz++ code does

not reflect the actual marginalized error distributions, which are often underestimated. Use

of these uncertainties with our modified likelihood estimator undercorrect the luminosity

function, supporting the conclusion of underestimated errors. As a solution, we output the

marginalized probabilities, based on the χ2 difference between template and observed fluxes,

and perform a two Gaussian fit to estimate the probability distribution for each galaxy. This

parameterization accurately reflects the uncertainties for nearly all of the galaxies, and was

used in the final computation of the Luminosity function. In order to minimize the number

of galaxies with large redshift uncertainties, we find that galaxies with r > 20.5 should be

excluded for this dataset.

We have computed the luminosity function for galaxies in two redshift ranges: 0.1 ≤
z ≤ 0.2 and 0.2 ≤ z ≤ 0.3. For the 0.1 ≤ z ≤ 0.2 data, we find that the bright end of

the luminosity function given by our modified estimator was consistent with both a small

spectroscopic galaxy sample and the results of Blanton et al. (2001). For the 0.2 ≤ z ≤ 0.3

data, we see that the modified estimator Schechter function is very similar to the COMBO-

17 LF, which uses data from the redshift range 0.2 ≤ z ≤ 0.4. We further confirm the

bright end of the luminosity function by computing the SWML LF for the SDSS DR6 main

galaxy sample, which agrees very well with our Schechter function estimate. The BSplines

LF fits to both datasets show deviations from the expected form, particularly an sharp

area of underprediction at the faint end. This is consistent with the effect seen for galaxies

with large errors at the faint end of the LF seen in the mock datasets, and is most likely
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due to galaxies with bimodal redshift uncertainties and large non-Gaussian tails in their

probability distributions. The extra degrees of freedom of the BSplines fit allows for a more

generalized shape than the two parameter Schechter function form; however, this freedom

also makes this parameterization much more sensitive to the effects of redshift errors, as

well as systematic effects in the data, which may also play a role in the poor fits (e.g. a

bias in the photozs, where the distribution is skewed away from an mean photoz equal to

the average spectroscopic redshift). We have deferred much of the BSplines analysis until a

better photometric dataset becomes available (see Future Work in the next Section).

In order to examine the type dependence of the luminosity function, we divided the

galaxy sample in the 0.1 ≤ z ≤ 0.2 range into quartiles according to the continuous

type parameter output by photoz++. Qualitatively, the distribution is as expected, with

red/early galaxies comprised the bright end, then falling in number at lower luminosities,

while blue/late galaxies make up the faint tail of the distribution, with a population still

increasing at the limits of the absolute magnitude range probed. When the 0.2 ≤ z ≤ 0.3

dataset is split using these same type bins, several problems are evident: The sum of the

four Schechter functions at the bright end is fainter than the single Schechter function fit

to the same dataset, indicative of a systematic failing of this particular dataset. The bluest

quartile of the data was best fit by a nearly one parameter, steep (α = −2.96) power

law, which forced the value of M∗ and φ∗ to unrealistic values of M∗ = −34.204 and

φ∗ = 8.7 × 10−14, and the shape of this distribution is far from that expected. It appears

that an excess of misclassified galaxies at both the faint and bright end of the blue quartile

cause this behavior. The type histograms shown in Figures 2.43 and 2.45 did not show

the characteristic bimodal distribution expected. This, once again, called into question the

quality of the photoz dataset. We hold off on a complete analysis of the type dependent LF,

and the BSplines parameterization of the LF until an improved version of the photometric

redshift code is available. However, we emphasize that the success of our modified estimator

in recovering the true luminosity function in the mock data samples lead us to conclude

that the method is sound, provided that the redshift errors are not large, and the error

distribution used is reflective of the actual redshift errors.
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4.2 THE DRAGONS SURVEY

Based on the approximate redshifts given by the K− z Hubble diagram for radio galaxies, it

appears that our novel radio-optical selection criteria are very efficient at identifying z > 2

radio galaxies. We have obtained near-infrared imaging for 189 radio galaxy candidates, and

more than 70% should lie at z > 2, and 35% at z > 3. With less than 150 z > 3 radio

galaxies spectroscopically confirmed, it is likely that we have increased the known population

of such objects by ∼ 50%. Due to the large scatter in K−z redshift estimates, spectroscopic

confirmation is needed to verify these conclusions.

This selection technique is not sensitive to radio spectral slope, and avoids the frequency

dependence of USS techniques for galaxies with non-power law radio spectra. Of the 141

target galaxies present in the Texas 365 MHz survey 46 have α1.4GHz
365MHz < 0.8. These would

be excluded by the USS criteria of van Breugel et al. (1998), and all but 8 of these 141 have

α1.4GHz
365MHz < 1.3, which would be excluded from more recent USS selections (e.g. De Breuck

et al., 2001; Jarvis et al., 2001). Spectroscopic confirmation that even a small number of

these galaxies reside at high redshift will have a dramatic effect on fits of the z−α relation.

Comparison with the previous surveys of Best et al. (1999) and De Breuck et al. (2001)

shows that our technique selects nearly all of their high redshift targets, while also eliminating

the low redshift sources. The K-band number counts are consistent with previous work, and

the large non-contiguous area (5.05 square degrees) covered by the DRaGONS survey to

date makes it an excellent resource for exploring galaxy properties through the combination

of NIR and optical data. A reanalysis of data from Schmidt et al. (2006), combined with

new DRaGONS data, shows no excess of K ≤ 17.5 Extremely Red Objects around the

radio galaxies. We do, however, see evidence for an excess number of faint K-band selected

galaxies within 1-2 arcminutes of our K ≤ 18.0 DRaGONS galaxies. This is consistent with

the radio galaxy being the brightest member of a protocluster.

We have uncovered a previously unseen class of radio sources with anomalously red colors

(r −K > 6.5 − 7) which we have dubbed “Red DRaGONS”. Their extreme color may be

evidence of significant obscuration at moderate redshifts, though it appears that at least

some Red DRaGONS are z ∼ 1 galaxies with excess reddening that causes them to meet
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our r − K selection criteria. These galaxies represent almost ten percent of our observed

sample, indicating that they may be a substantial percentage of the radio galaxy population.

Being non-detections in SDSS (with r > 24.1), current optical AGN selection techniques

are insensitive to these sources. Radio loud QSOs comprise only ∼ 5−10% of overall QSOs;

therefore, these objects could represent a significant contribution to radio loud AGNs that

are not counted in current samples.

Deep optical imaging of four Red DRaGONS fields shows an excess number of EROs

with 18 ≤ K ≤ 19.0. The ERO surface density is consistent with that seen by Wold

et al. (2003) around z ∼ 2 quasars. The presence of this excess argues against these

objects being at z < 1.5, as the number of ERO galaxies decreases dramatically at lower

redshifts. Photometric redshift and SED fits to two Red DRagons with r, i, J , H, KS

photometry, however, do indicate probable z < 1.5 redshifts for at least some of these K-

band bright galaxies, where their extreme colors would then be due to excess reddening. Two

of the five Red DRaGONS with deep optical imaging show multiple objects with distinct

colors. This could either be evidence for a merger or a chance superposition of two objects

projected on the sky. If the objects are physically associated, these galaxies are undergoing a

major merger, and star formation triggered by the merger could explain their brighter than

expected K-band flux and reddened colors. If the proximity is due to projection, it could

indicate that the foreground object is lensing the radio galaxy, or the interloper object could

simply contaminate the K-band measurement with added flux. High resolution imaging

and spectroscopy of the multiple components is needed to discover the true nature of these

systems.

4.3 FUTURE WORK

4.3.1 Luminosity Functions

The most pressing need for further development of the luminosity function work is improve-

ment of the photometric redshift estimation. The systematic offsets and gaps seen in the
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photometric vs. spectroscopic redshift plot shown in Figure 2.33, and dN/dz distribution of

Figure 2.35 should be greatly reduced with a fairly simple modifications of the photomet-

ric redshift code: Better star-galaxy separation would help eliminate contamination of the

galaxy sample with stars, and improve the completeness of compact high redshift galaxies.

With the proper use of Bayesian priors, such as a magnitude and/or dN/dz prior, the redshift

distribution output by photoz should be much closer to the expected redshift distribution.

The unusual type distributions shown in Figures 2.43 and 2.45 are a major concern. The

choice of templates will be reexamined in future runs of the improved photoz code. The

templates used will have to reproduce the bimodal type distribution known to exist out to

redshifts z ≈ 1. Many of these changes are already implemented in the newest version of

photoz++ used on the official SDSS data releases. The main shortcoming of the current

photoz++ version is the improper estimation of photoz errors, as discussed in Section 2.2.3

and illustrated in Figure 2.32. As discussed in this thesis, proper error estimation is essen-

tial to our modified likelihood estimator. The two gaussian estimation of the redshift error

shown if Figure 2.32 added only a fraction of the run time compared to the photoz code.

Such an error estimate, or even a more precise method, could easily be implemented in future

photoz++ versions, which would greatly aid in the proper treatment of photometric redshift

uncertainties in many applications, not limited to the luminosity function. However, even

this is not ideal. The marginalized error distribution output by photoz++ is calculated based

on χ2 values of the five SDSS magnitudes compared to a set of templates. This difference

may or may not reflect the actual distribution of errors, in the sense of ∆ z = zspec − zphot.

Ideally, what is needed is a very large set of spectroscopic redshifts that completely span

the redshift, type, and luminosity range of the galaxies in the overall photometric sample.

We can then empirically determine the photometric redshift uncertainty as a function of

redshift, type, and luminosity. This will be a time consuming and expensive undertaking,

but it is essential to most applications of photometric redshifts, as unknown biases in the

redshift distribution or the characterization of errors can severely bias results. Thankfully,

due to the prominent role that photozs play in many future surveys (e. g. DES and LSST)

there is an intense effort to characterize these effects, and the necessary hard work is already

underway.
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Once an improved photometric redshift dataset is available, many of the applications

discussed above will be greatly enhanced. The universal LF can be computed using our

modified maximum likelihood method to as high a redshift as the σz/z limits allow. This

applies, not only to the stripe 82 data, but also to SDSS in general. If the photoz uncertainties

are properly calculated, the entire SDSS survey can be used to compute the luminosity

function, though datasets of this size, with tens or hundreds of millions of galaxies, will

require code optimization or parallelization in order to run in finite timescales. With proper

redshift and type distributions and large datasets, details of the bivariate luminosity function,

versus type, environment, color, etc..., can be explored. The very large dataset available

through SDSS and future surveys will allow not just binning, as preliminarily explored

here, but use of the entire continuous distribution of such parameters. One of the major

motivations for the introduction of the BSpline parameterization is that in generalizes well

to two dimension, as a knot sequence on a line segment is simply replaced by a grid of

knot positions on a plane. We are still working out the implications and implementation

of type/color/density uncertainties on the form of our modified estimator. Again, code

optimization or parallelization will be necessary to carry out this two dimensional analysis, as

the parameterization will have more degrees of freedom, as well as a more complex maximum

likelihood estimator to account for the additional error in the second bivariate parameter.

4.3.2 The DRaGONS Survey

Two imaging runs were completed this year, covering 2007 March 30 to April 4, and 2007 May

27 to June 1. Another 76 new radio galaxy targets were observed, and four Red DRaGONS

were imaged in J and H-bands. These data will be reduced and included in an upcoming

paper. These additional 76 radio galaxies bring the total number observed to 265, which is

half of the total number of candidates that meet our selection criteria. The original survey

plan called for imaging of ∼ 400 targets, but more time was lost than expected to bad

weather and technical problems. We will apply for further time at the Mayall 4m telescope

to image more targets.

Spectroscopic confirmation of DRaGONS’ galaxy redshifts is of the utmost importance
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in order to verify unequivocally that our K − z relation redshift distribution is accurate.

Redshifts are particularly needed for Red DRaGONS and galaxies with shallow spectral

slopes; spectroscopy will reveal whether the Red DRaGONS are lower redshift radio galaxies

with sufficient reddening to meet our r − K selection criteria, or higher redshift galaxies

with unusually bright K-band flux. Spatially resolved spectra of the multi component Red

DRaGONS will also distinguish between mergers and chance superpositions. Confirmation

of even a small number of high redshift radio galaxies with shallow spectral slopes will be

very interesting, especially in light of the new justification of Klamer et al. (2006), which

posits that USS nature of high redshift radio galaxy spectra could be due to their location in

dense environments. Examining properties of USS vs shallow spectrum sources could shed

light on the validity of this claim.

Further deep optical imaging of Red DRaGONS is necessary to increase the ERO sample

size, as ERO surface density is highly inhomogeneous. A larger sample of EROs will also

allow for a more quantitative examination of clustering (i.e. calculation of the ERO 2

point correlation function). High resolution imaging of the Red DRaGONS with multiple

components, in conjunction with spectroscopy, is needed to uncover the nature of the different

components.

Deeper optical imaging will also soon be available for candidates in SDSS Stripe 82.

Further imaging runs have been completed, and the SDSS team is currently working on a

new reduction of this even deeper coaddition of the data in all five SDSS bands. This very

deep data will allow us to establish colors and SED fits for our higher redshift DRaGONS

candidates, as well as detect associated EROs to faint magnitudes for those at intermediate

redshifts.
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APPENDIX A

B(ASIC) SPLINES

This appendix is a quick summary based on a paper by Carl DeBoor, the CAGD handbook

DeBoor (2001), which can be found at (http://wisc.edu/Approx/cagdhand.ps.gz). Many

of the equations are nearly identical to those in this paper, as I have copied his notation for

clarity. BSplines, or Basic Splines, are a set of piecewise polynomial basis functions. They

are defined recursively on an interval divided into a series of segments defined by points

known as the knot sequence t that partitions the interval:

t = t1 ≤ t2 ≤ . . . ≤ tj ≤ tj+1 . . .

The jth first order BSpline for the knot sequence t is defined as:

Bj,1(x) ≡




1 tj ≤ x < tj+1

0 otherwise

where the first subscript indicates the BSpline index, and the second indicates the order.

In other words, the first order BSplines are simply a set of step functions. Higher order

BSplines are defined recursively with the following relation:

Bj,k ≡ ωj,kBj,k−1 + (1− ωj+1,k)Bj+1,k−1

where

ωj,k(x) =
x− tj

tj+k−1 − tj
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Note that Bj,k is a k-th order piecewise polynomial that is non-zero and positive in the

interval tj ≤ x < tj+k and is zero otherwise. In other words, Bj,k has support over k knots;

For example, first order BSplines consist of two linear components defined over two adjacent

two knot intervals, third order BSplines consist of three quadratic polynomials defined over

three knot intervals, etc. . .

One of the great advantages of BSplines is in their flexibility. The smoothness of the BSpline

basis can be adjusted based on the specific choice of knot sequence. For a k-th order BSpline

defined by k unique knots, The BSpline and all of its derivatives are smooth. However, if n

of the k knots are at the same position (e. g. tj = tj+1), then only the first k-n-1 derivatives

of the BSpline are continuous at that point, which allows for jump discontinuities in the

BSpline and its derivatives at the knot points. More concisely, the number of smoothness

conditions is equal to the order minus the knot multiplicity. An example of this effect is

shown if figure A1, which shows three sets of BSplines. The bottom panel is second order

(linear), middle is third order (quadratic), and the top is fourth order (cubic) BSplines. The

squares show the knot points, and the individual BSplines are shown in color. Note that the

jump discontinuity at x = 0 is allowed by the multiple knot at this position in each case.

The double knot at x = 6 gives jump discontinuities in the second derivative inflection point

in the cubic splines, first derivative cusp in the quadratic splines, and jump discontinuity

for linear splines. Note also that the cubic splines have support over four knot intervals,

quadratic over three, and linear over two.

The BSplines form a basis set from which we will fit our luminosity function. The actual

spline curve is a linear combination of BSplines given by:

s(x) =
∑

i

aiBi,k(x)

where the ai coefficients are found that best fit the data. It should be noted that for first

order (constant) BSplines, this formulation is identical to the stepwise maximum likelihood

(SWML) method of Efstathiou et al. (1988), i.e. a set of tophat step functions. The BSplines

functional form can be inserted into the standard STY estimator (Equation 2.7) just as EEP

88 and Lin 96 do for the SWML method in order to determine the ai coefficients that

maximize the likelihood. Figure A2 shows an example spline fit using fourth order (cubic)
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Figure A1 Three sets of BSplines for the knot sequence Lower panel is second order linear, middle panel is
third order quadratic, and upper panel is fourth order cubic BSplines
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BSplines to fit a Schechter function, showing both the individual weighted BSplines, as well

as the total spline function.

The choice of knot positions is somewhat arbitrary, as a set of BSpline basis functions

can be defined on any knot sequence that spans the magnitude range covered by the LF data.

To make the choice of knot positions somewhat less arbitrary I will choose the knot sequence

that best reproduces the best fit Schechter function determined from the MLE. This results

in an unevenly spaced knot sequence, with more knots near the exponential break in the

LF. This is understandable, as we are fitting an exponential fall off with polynomial basis

functions, and more knots are required to approximate the rapid change in the function in

the range.

A.1 SMOOTHING

BSplines are often referred to as “nonparametric” forms for estimating a function. This is

not technically true, as pointed out by Eilers and Marx (1996). The fit is parameterized

by the weights given to a set of piecewise polynomial functions. Unlike, for instance, the

Schechter function parameterization, there is no physical interpretation behind the individual

parameters that best fit the data (whereas in the Schecther function case, Mstar is the

“turnover” of the distribution and α is the power law slope of the faint end tail). Eilers and

Marx, therefore, recommend using the term “overparametric” rather than “nonparametric”.

This applies equally to the stepwise maximum likelihood method in section 2.1.4. While

the values in each step function do have an easy interpretation as a galaxy density, it is still

a parametric form.

The total number of knots/BSplines is a free parameter. This is chosen arbitrarily, and

we use fifteen to twenty, as a compromise between an accurate representation of the LF and

an observed tendency of the estimator to overfit when more knots are used. Even with this

number of BSplines, overfitting is a concern. To combat this, the smoothing criterion of
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Eilers and Marx (1996) is added to the maximum likelihood estimator, which has the form:

lnL′ = lnL − λ
∑
i+2

(ai − 2ai−1 + ai−2)
2

where the ai’s are the BSpline coefficients and λ is an arbitrary weight factor that controls

the level of smoothing. The choice of ∆ais in the sum is motivated as an approximation of the

second derivative of the spline function, so this penalty is similar to forcing continuous second

derivatives. Viewed another way, this form simply penalizes rapid variation in adjacent

spline coefficients, in effect reducing the likelihood of rapid changes in the function seen in

overfitting. The amount of smoothing needed is very small for most datasets, and we will

use values of λ = 100−500. With tens to hundreds of thousands of galaxies in the datasets,

this is a rather modest penalty.
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Figure A2 An example spline fit to a Schechter function (black) showing the contribution from the individual
BSpline functions.
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APPENDIX B

PHOTOMETRIC REDSHIFTS

Finding the redshift of objects is extremely important in astronomy. To calculate the galaxy

luminosity function, we require the absolute brightness, or luminosity, of each galaxy. How-

ever, what we actually observe is the apparent brightness, or flux. Measuring the amount

of flux from a galaxy or other object (usually through a specific bandpass filter), be it with

a ccd, a photographic plate, or your eye, requires no additional information about the ob-

ject. However, to translate this flux into an absolute luminosity, a distance to the object is

needed. Luckily, the expansion of the Universe provides us with an excellent distance mea-

sure: redshift. As the Universe expands, light travelling through space is stretched, making

the wavelength longer, or redder. The longer light travels, the more it is stretched, thus,

measuring this shift (and assuming that we know the expansion history of the Universe) tells

us just how far the light has travelled.

For a galaxy, redshift is measured by identifying narrow features of the spectrum, usually

emission or absorption lines, so that the redshift can be determined very precisely, for exam-

ple the O[III] forbidden line at λ = 5007Å. Redshift is defined as if the light was doppler

shifted, rather than stretched:

λobs

λemit

= 1 + z (B.1)

So if an O[III] line is observed at λ = 7510.5, then the galaxy is at a redshift of z = 0.5. Once

the redshift is known, we can use Equation 2.4 to determine the distance. The luminosity is
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then simply

L = 4π dL2 S (B.2)

where L is the luminosity and S is the observed flux. Or, if absolute magnitudes are desired,

we can use Equation 2.3.

The main drawback to spectroscopic redshifts is the expense of obtaining them, especially

for the faintest and/or most distant objects. Rather than all of the flux falling on to just a

few pixels, as would happen with a broad band filter, a spectrograph passes the light from

the distant object through a grism, spreading it out over hundreds of pixels that make up

the wavelength range of light, so there is much less flux in each individual pixel. In order to

reach the same signal to noise, you must therefore increase the integration time and/or the

size of the telescope collecting area, both of which are expensive, in terms of telescope time

and money.

An alternative to this very precise method of determining redshifts through spectroscopy

is to instead look at the broad band characteristics of galaxies in order to get a less exact idea

of the redshift. Rather than targeting a narrow emission line to measure the shift of the line

to within a few angstroms, the target of broad band techniques are ”breaks” in the galaxy

spectrum: rapid changes over a small wavelength range. The most common breaks are the

4000 angstrom break and the Lyman break. The position of these breaks within the filters

used will dramatically affect the observed ”colors” (which is just the magnitude difference

between two filters). These are known as photometric redshifts, or photozs. Photozs can

be thought of as a very low resolution spectrum of the galaxy, where instead of hundreds

of pixels with widths of a few angstroms, we instead have (in the case of SDSS) five pixels

with widths on the order of a thousand angstroms. This idea was first proposed in Baum

(1962), who undertook a program to observe cluster elliptical galaxies. After averaging

the measurements from several galaxies in each cluster, he compared the rough spectrum

to measurements of local elliptical galaxies in order to estimate a wavelength shift in the

spectrum (redshift) as well as any overall flux offsets (luminosity evolution, after taking

account of cosmological dimming). The technique works best when the filters do not have

gaps between their response curves, but do not significantly overlap. That is, as close to

adjacent pixels in a traditional spectrum as possible.
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An example is shown in Figure B1, which shows the five SDSS filter transmission curves

with two elliptical galaxy spectra overlaid. The solid black line is in the rest frame at z = 0.

The 4000Å break is the obvious feature of the spectrum, which contains no sharp emission

or absorption features. The 4000Å break in the dashed spectrum falls near λ = 6000Å,

putting this galaxy near z = 0.5. Figure B2 shows an elliptical galaxy spectrum at z = 1.2

as well as the fluxes obtained by convolving this spectrum with six filter transmission curves:

SDSS r, i, and z, as well as the J, H, and KS filters from the KPNO 4 meter telescope. The

fluxes are shown at the center position of the six filter curves. This example illustrates how

photozs work: a broad galaxy feature, in this case the 4000Å break falls within the z-band.

Redward of this band (the J, H, and KS bands) we have higher flux, and blueward (r, and

i) we have less, akin to a very low resolution spectrum. This is also the basic idea behind

”dropout” techniques to find high redshift objects, only instead of lower flux in the bands

blueward of the break, you are looking for non-detections. For example, many of the highest

redshift SDSS quasars were found through the i-band dropout technique, where the quasar

is only detected in the z band. This corresponds to the Lyman α emission line falling in the

z-band, putting a rough lower redshift limit of z ∼ 5.5, thus selecting mainly a high redshift

sample.
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Figure B1 SDSS u,g,r,i,z filter transmission curves (magenta, blue, green, magenta, and red) with an
elliptical galaxy spectrum at z = 0 (solid) and z = 0.5 (dashed) overlaid.
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Figure B2 An elliptical galaxy template at z = 1.2 (black line) and fluxes obtained by convolving the
spectrum with the SDSS r,i,z and KPNO J,H, and KS filter transmission curves (red squares).
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There are currently two broad types of photoz estimation: empirical and template based

methods. Empirical photozs are determined from galaxy colors or magnitudes themselves,

finding an empirical relation between these colors and a subset of the sample with spectro-

scopic redshifts (usually called the “training” set). The empirical relation is then assumed

to hold for the remainder of the photometric sample. Connolly et al. (1995) fit polynomial

functions to magnitudes measured in four band (U, B, R, I) to a set of galaxies with spec-

troscopic redshifts. Another technique is to define a nearest neighbor criterion, and simply

assign the nearest spectroscopic redshift to each photometric galaxy, or an average of the

k nearest redshifts. Another empirical technique that is gaining popularity is that of Arti-

ficial Neural Network photozs (ANNz’s) Collister and Lahav (2004); Oyaizu et al. (2007),

where the galaxy colors (and additional properties, such as surface brightness, if desired)

are input into a neural net, which optimizes weights on one or more ”hidden” levels, and

finally outputs a photometric redshift for each galaxy. Once again, a training set is nec-

essary to determine the neural network, which is then used on the rest of the dataset. In

all empirical methods, the training set is a major concern. The training set should span a

representative sample of the galaxies in the photometric data. If a category of galaxies is

missing from the training set, any such galaxies will be misclassified as one of the types that

are represented, possibly at a different redshift. The training set should also cover the full

range of magnitude and redshift as the photometric data, otherwise we will be extrapolating

beyond the range covered, which will lead to larger errors. A major advantage of empirical

methods is that evolution effects are not a concern; because the training set includes real

high redshift galaxies, any changes in the galaxy types will be reflected in a change in the

training galaxies as a function of redshift (if the training sample is a truly representative

set). In practice, obtaining such a representative set is difficult, as spectra of the faintest

galaxies are expensive, and some objects simply do not have enough sharp spectral features

to assign a spectroscopic redshift. Each of the individual methods has its own benefits and

drawbacks: The polynomial method sometimes returns unrealistic (outside of local galaxies

with proper motion toward us) negative redshifts. Nearest neighbor methods can have prob-

lems with redshift distribution, as galaxies are assigned redshifts based on the finite set of

training galaxies, rather than a smooth distribution. The “hidden” layers of neural network

196



photozs do not tell us what information is producing the photoz distribution.

Template based methods, on the other hand, derive their photometric redshifts by taking

a set of spectra, either observed or synthetic, shifting each spectrum through a set of redshifts,

and convolving them with the filter response functions to determine a grid of model galaxy

colors (Bolzonella et al., 2000; Csabai et al., 2003). These colors are then compared to

those observed for each galaxy to determine which SED at which redshift is the closest fit.

Minimizing the difference between the observed and model colors is, essentially, a χ2 fit. This

is closely related to Spectral Energy Distribution (SED) modeling, as in Section 3.11. One

advantage of this technique is that you get an estimate of the galaxy properties for ”free” as

the best fit template gives you the probable galaxy type.

The specific choice of templates is a major concern in this method. For the most ac-

curate photometric redshifts, your templates must fully span the array of galaxy types; if

an observed galaxy is of a type not included in your templates, it will be misclassified as

the galaxy with the nearest colors, albeit with a high value of χ2. However, adding many

templates leads to problems with degeneracies. The method works with any number of tem-

plates, however, if you compare a galaxy with four colors to one thousand templates, there

are almost assuredly going to be multiple templates with very similar colors in the given five

bands. Conti et al. (2003) and Welikala et al. (in prep) use the Pixelz method to estimate

physical parameters for individual galaxy pixels by comparing to 2160 different templates.

However, this is done for galaxies of known redshift, eliminating the major source of degen-

eracy. Also, they show that, even with redshift fixed, there is noticeable degeneracy in the

templates, and estimate errors on the derived parameters based on the χ2 fits. In practice

a small number of templates is normally used, from four to ten. Current template methods

use the same templates at all redshifts, ignoring galaxy evolution. We know that galaxies do

evolve, and so this is a major concern for higher redshift galaxies, which could be addressed

by changing the template set as a function of redshift.

One problem intrinsic to both empirical and template based methods is degeneracies.

With only a handful of galaxy colors available, comparison to the full range of observed

galaxies over a large redshift range is certain to lead to degenerate solutions. For instance,

if a broad band feature is found, where all magnitudes short of one of the filters have very
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small fluxes, this could be either the 4000Å break, or it could be the Lyman break. Unless

the filter set covers a wavelength range in which several features (i.e. both the Lyman and

4000Å breaks) can be seen, these two scenarios often cannot be differentiated. Figure B3

shows an example χ2 distribution output by the photoz++ code with such a degeneracy.

While the ”best fit” redshift reported as the photoz is at z = 0.76, the χ2 plot shows

that a nearly equally likely solution exists at z ≈ 1.4 (for a different template, the plot

is χ2 marginalized over the templates). Bayesian priors are a powerful tool that can be

used to break such degeneracies. As an example, if an SDSS galaxy with r = 17 has a

degenerate solution with z = 0.3 or z = 3.0, using the fact that a z = 3 galaxy with apparent

magnitude r = 17 would make this galaxy incredibly bright to discount the high redshift

solution. A luminosity function prior will help to distinguish these degenerate cases, as will

surface brightness, concentration, etc... However, one must now worry over the accuracy

of these priors. As this thesis shows, the luminosity function of galaxies evolves, and using

an incorrect parameterization of the LF and its evolution as prior information can skew

the results of the output photometric redshifts. Caution must be used when applying such

priors.
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Figure B3 χ2 as a function of redshift a sample galaxy with indeterminate redshift.
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Figure B4 shows a plot of the spectroscopic vs. photometric redshifts for those galaxies

with confirmed redshifts for the dataset described in Section 2.2.3. There is, as expected,

a scatter in the photozs due to the coarseness of the photoz estimation. But, there are

several other noticeable features as well. First are the ”catastrophic outliers”, galaxies with

vastly misestimated redshifts. Some are misclassified stars that contaminate the sample

(with spectroscopic redshifts of zero, but photozs greater than zero along the bottom of the

plot), or galaxies which the photometric redshift code misidentifies as stars or local galaxies

(with photoz equal to zero but specz greater than zero, along the left edge of the plot), and

some in between that are simply wrong, possibly because they are not represented in the

template set (e.g. strong emission line galaxies), or galaxies with a bimodal chi2 probability

distribution. Also visible are systematic trends in the data. Near photoz values of z ≈ 0.15

there are many more galaxies photoz > specz than galaxies with specz > photoz, that is,

there is a systematic offset between the mean photoz and the mean specz. Such an offset

will affect the results differently than a simple scatter about the mean for photozs versus

spectroscopic redshifts. However, as long as these catastrophic outliers and systematic effects

are well known and samples are large enough that they can be statistically accounted for,

their effects can be greatly reduced or eliminated.
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Figure B4 A plot of spectroscopic versus photometric redshifts for galaxies in Stripe 82 withe measurements
of both.
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D. Q. Lamb, R. F. Leger, D. C. Long, J. Loveday, R. H. Lupton, A. Meiksin, A. Merelli,
J. A. Munn, H. J. Newberg, M. Newcomb, R. C. Nichol, R. Owen, J. R. Pier, A. Pope,
C. M. Rockosi, D. J. Schlegel, W. A. Siegmund, S. Smee, Y. Snir, C. Stoughton, C. Stubbs,
M. SubbaRao, A. S. Szalay, G. P. Szokoly, C. Tremonti, A. Uomoto, P. Waddell, B. Yanny,
and W. Zheng. Composite Quasar Spectra from the Sloan Digital Sky Survey. AJ, 122:
549–564, August 2001.

E. Vardoulaki, S. Rawlings, G. J. Hill, S. Croft, K. Brand, J. Riley, and C. Willott. The
TOOT00 redshift survey of radio sources. Astronomische Nachrichten, 327:282–285, March
2006.

B. P. Venemans. Protoclusters associated with distant radio galaxies. Astronomische
Nachrichten, 327:196–203, March 2006.

M. Villar-Mart́ın, S. F. Sánchez, C. De Breuck, R. Peletier, J. Vernet, A. Rettura, N. Sey-
mour, A. Humphrey, D. Stern, S. di Serego Alighieri, and R. Fosbury. VIMOS-VLT and
Spitzer observations of a radio galaxy at z= 2.5. MNRAS, 366:L1–L5, February 2006.

R. L. Webster, P. J. Francis, B. A. Peterson, M. J. Drinkwater, and F. J. Masci. Evidence
for a Large Undetected Population of Dust-Reddened Quasars. Nature, 375:469–+, June
1995.

R. L. White, D. J. Helfand, R. H. Becker, M. D. Gregg, M. Postman, T. R. Lauer, and
W. Oegerle. An I-Band-selected Sample of Radio-emitting Quasars: Evidence for a Large
Population of Red Quasars. AJ, 126:706–722, August 2003.

C. J. Willott, S. Rawlings, and K. M. Blundell. Extremely red galaxy counterparts to 7C
radio sources. MNRAS, 324:1–17, June 2001.

212



M. Wold, L. Armus, G. Neugebauer, T. H. Jarrett, and M. D. Lehnert. Overdensities of
Extremely Red Objects in the Fields of High-Redshift Radio-Loud Quasars. AJ, 126:
1776–1786, October 2003.

C. Wolf, K. Meisenheimer, H.-W. Rix, A. Borch, S. Dye, and M. Kleinheinrich. The COMBO-
17 survey: Evolution of the galaxy luminosity function from 25 000 galaxies with 0.2 lt z
lt 1.2. A&A, 401:73–98, April 2003.

C.-W. Yip. Understanding the properties and diversity of galaxies and quasars through spec-
tral decomposition. PhD thesis, University of Pittsburgh, United States – Pennsylvania,
November 2005.

D. G. York, J. Adelman, J. E. Anderson, Jr., S. F. Anderson, J. Annis, N. A. Bahcall, J. A.
Bakken, R. Barkhouser, S. Bastian, E. Berman, W. N. Boroski, S. Bracker, C. Briegel,
J. W. Briggs, J. Brinkmann, R. Brunner, S. Burles, L. Carey, M. A. Carr, F. J. Castander,
B. Chen, P. L. Colestock, A. J. Connolly, J. H. Crocker, I. Csabai, P. C. Czarapata, J. E.
Davis, M. Doi, T. Dombeck, D. Eisenstein, N. Ellman, B. R. Elms, M. L. Evans, X. Fan,
G. R. Federwitz, L. Fiscelli, S. Friedman, J. A. Frieman, M. Fukugita, B. Gillespie, J. E.
Gunn, V. K. Gurbani, E. de Haas, M. Haldeman, F. H. Harris, J. Hayes, T. M. Heckman,
G. S. Hennessy, R. B. Hindsley, S. Holm, D. J. Holmgren, C.-h. Huang, C. Hull, D. Husby,
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