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Abstract

Iy is an important contributor to the subthreshold membrane properties of various mammalian
neurons, including interneurons. Here I characterize the properties of I, in a subpopulation of
hippocampal area CA3 interneurons with somata in stratum radiatum and stratum lacunosom
moleculare. As shown in previous studies, I, in these cells has sigmoidal voltage dependence of
activation with kinetics characterized by two exponential components for both channel activation
and deactivation. Interestingly, the activation and deactivation kinetics were most aptly
described by distinct functions of voltage. These results were incorporated into a novel
biophysical model of I, that was applied in single compartment model simulations and dynamic
clamp experiments. Finally, I assessed the functional consequences of I, by examining the
effects of this current on subthreshold temporal summation of mossy fiber EPSPs as well as
frequency dependent neuronal responses. My results show that I;, decreases temporal summation
of mossy fiber EPSPs but does not impart resonance in CA3 interneurons at potentials where I} is

active.

v



TABLE OF CONTENTS

PREFACE ... IX
1.0 INTRODUCTION ..ot 1
11 THE HIPPOCAMPUS AND MEMORY ..o 1
1.2 HIPPOCAMPAL AREA CA3 INTERNEURONS...........cccooiiiii, 7
1.3 THE H-CURRENT ... 9
14 FUNCTIONS OF ITH....cciiiiiii s 13
1.5 THE PRESENT STUDY ..o 15
2.0 METHODS ..o 17
2.1 SLICE PREPARATION AND RECORDING ........cccooviiiiiiiiii 17
2.2 VOLTAGE CLAMP DATA ANALYSIS ..o 19
2.3 COMPUTATIONAL MODELING ..o, 21
2.4 DYNAMIC CLAMP ...t s 22
2.5 ZAP STIMULUS AND ANALYSIS. .. .ot 24
3.0 RESULTS bbbttt b e nne s 25
3.1 BIOPHYSICAL PROPERTIES OF IH IN SR/SLM INTERNEURONS.... 25
3.2 MATHEMATICAL MODELING OF |IH: SIMULATIONS AND
DYNAMIC CLAMP EXPERIMENTS ... 30
3.3 FUNCTIONS OF IH: TEMPORAL SUMMATION AND RESONANCE.. 40



4.0 DISCUSSION ...ttt s 49

4.1 BIOPHYSICAL PROPERTIES OF IH IN SR/SLM INTERNEURONS.... 49
4.2 MODELING AND DYNAMIC CLAMP OF IH ......cccoviiiiiiii, 53
4.3 FUNCTIONAL IMPLICATIONS ..o 55
4.4 SUMMARY L. 60
APPENDIDIX A oo s 61
BIBLIOGRAPHY ..o 62

Vi



LIST OF TABLES

Table 1. Summary: biophysical properties of I, in SLM/SR interneurons

vii



LIST OF FIGURES

Figure 1. The fiber pathways and laminar structure of the rat hippocampus. ........c...cccceevenennee. 5
Figure 2. Voltage dependence and reversal potential of In.........c.cccoovieiiiieiieiinicieceees 27
Figure 3. Activation and deactivation Kinetics fOr Iy .........cccooveiirienieiiiciese e 29
Figure 4. Mathematical MOl OF Ii ..c..eeviieieieiieeee e 35
Figure 5. Comparing model Iy, with neuronal Iy, in voltage clamp.........c.ccoeeieiiiieiicciieee 36
Figure 6. Comparing model Iy, with neuronal I in current clamp.........cccocoeeveviiiieiiicicieeees 37
Figure 7. Dynamic Clamp OF I .....ooeoiieieieeeceeeee e 39
Figure 8. I, decreases temporal SUMMALION............ccoeriieieiieiiieieeiete e 42
Figure 9. Impedance MEASUIEMENTS. ..........c.coieiieieirieieetesteere ettt e et e steebeeeesreeseeseesaeeseesnens 46
Figure 10. Impedance measurements before and after I, blockade.............cccooeveeieiieiiinieninennns 47
Figure 11. Summary data for impedance MeasuremMeNtS...........cc.eeeerveeeereerieecieseeie e seesae e 48

viii



PREFACE

Acknowledgements:

Thanks first to my family for all the support: Mom, Dad, Granddad, Grammy, Chris,
Suhailah, and Jamal, and all my aunts, uncles, and cousins. Thank you to my committee for all of
the valuable input: Jon, Steve, and German. Extra special thanks to Jon for invaluable advice on
the construction and description of the mathematical model for I, as well as extensive
commenting on the text of this document. Thanks to everyone in the neuroscience department for
making everything go smoothly: Joan, Marlene, Jim, Frank, and Joe, and everybody in the fiscal
department. Thanks to Linda and John for advising my rotations along with everybody in their
labs: Layla, Mike, Vicky, Katrina, Ilva, Stacey, and extra thanks to Paul Kullmann for teaching
me so much (as well as setting up the dynamic clamp software). Thanks to Pat and Floh for
helping out with the immunolabelling. Thank you so much to German and everyone in the lab I
got to work with for 3 years: Kate, Emilio, Tamara, Nate, and John. Extra thanks to my good
friends Freddy and Josh for coming out to visit and all the olde time hommies: Paul, Ryan, Dun,
the Horans, Jono, Greg, the Steeles, Emmanual, Jason, Reece, the Swishers. Lastly, cheers to all
my friends in PGH: Cosgrove, Jesse, Nicky, Shawn, Darwin, Erica, Drew, Mike, Dan, Layla,
Erika J, Tom, Thom, DJ, Jen.

Abbreviations:

EC: The entorhinal cortex

DG: The dentate gyrus

CA3: Area CA3 of the mammalian hippocampus
CA1l: Area CA1 of the mammalian hippocampus
MF: The mossy fiber pathway

PP: The perforant pathway

RC: The recurrent collateral pathway

SLM: Stratum lacunosom moleculare

SR: Stratum radiatum

SL: Stratum lucidum

SP: Stratum pyrimadale

SO: Stratum oriens

SAN: Sinoatrial node

LTP: Long-term synaptic potentiation

iX



EPSC: Excitatory postsynaptic current

EPSP: Excitatory postsynaptic potential

cAMP: cyclic adenosine monophosphate

HCN: Hyperpolarization-activated cyclic nucleotide gated
HH model: The classic Hodgkin-Huxley model formulation
Viest: The resting membrane potential

Tm: The passive membrane time constant

Z: Frequency dependent impedance

|Z|: Impedance magnitude

FFT: Fast Fourier transform

fi: Resonant frequency



1.0 INTRODUCTION

1.1 THE HIPPOCAMPUS AND MEMORY

Behavioral experiments and clinical cases provide convergent evidence for a critical role of the
mammalian hippocampus in memory (Eichenbaum & Otto, 1992). Theoretical accounts of
hippocampal function based on both anatomical and physiological data suggest that hippocampal
area CA3 is the initial locus of associative memory storage and recall (see Fig 1 for an
illustration of hippocampal anatomy). Cortical inputs that represent “events” to be remembered
are propagated to CA3 via the perforant pathway (PP) and the mossy fibers (MFs). Axons from
entorhinal cortex principal cells constitute the PP which has terminations on both dentate gyrus
(DG) and CA3 neurons. MFs are axons that project from DG granule cells to both pyramidal
cells and inhibitory interneurons in CA3 (e.g., Acsady et al., 1998). Thus, cortical representations
are relayed to CA3 pyramidal neurons monosynaptically via the PP input and disynaptically via
the MF pathway. The active “cell assembly” or constituent of CA3 pyramidal cells activated by a
given cortical input (Hebb, 1949) constitutes CA3’s representation of cortical information to be
remembered.

Anatomical analyses of CA3 have demonstrated that this region is organized such that its
principal neurons are interconnected by recurrent axon collaterals (RCs, e.g., Amaral & Witter,

1995). This anatomical arrangement has been proposed to provide a substrate for



“autoassociative” memory (Hopfield, 1982; Marr, 1971; McNaughton & Morris, 1987; Rolls,
1989). Autoassociative memories are instantiated by the process of autoassociation: the
enhancement of connection strengths between interconnected neurons that are mutually activated
by a given input (e.g., McNaughton & Morris, 1987; McNaughton & Nadel, 1990). Another
feature of autoassociative memory is that a “partial cue” of the original cortical input pattern, i.e.,
spiking in a subset of the input fibers that originally evoked the memory, is sufficient to
reinstitute the stored memory. Reactivation of a stored memory consists of activity in the original
cell assembly that represented the remembered event at the initial time of storage. Long term
potentiation (LTP) of RC synapses between coactive units of a given cell assembly is believed to
provide the biological basis for both the storage and recall of autoassociative memories (Marr,
1971; McNaughton & Morris, 1987; Treves & Rolls, 1994). According to this theory the
induction of LTP at RC synapses constitutes memory storage and the assembly reactivation
process results in recall. When a partial cue of the original cortical input is activated, a small
subset of the originally activated assembly is activated and the firing of these cells leads to
EPSPs at potentiated RC synapses on other cells that represented the event. Stimulation of these
potentiated synapses will result in firing of more cells representing the event and the whole
assembly will eventually be reactivated by iterative activation of potentiated RC synapses. This
recall process is referred to as “pattern completion” (O’Reilly & McClelland, 1994; Treves &
Rolls, 1994). Thus, the RC synapses might function as a matrix for autoassociative memory
storage and recall (McNaughton & Morris, 1987; McNaughton & Nadel, 1990).

The memory capacity of a neural network such as CA3 depends on several factors
including the number of units in the network, the sizes of the memory representations, and the

number or RC synapses on a given pyramidal cell (Treves & Rolls, 1992, 1994). Due to these



capacity constraints, mechanisms that support the “sparsification” and “pattern separation” of
memory representations have been proposed to enhance the mnemonic capacity of CA3 (Marr,
1971; McNaughton & Nadel, 1990; O’Reilly & McClelland, 1994; Rolls & Treves, 1998; Treves
& Rolls, 1992, 1994). The sparsification of cortical input entails the compression of a cortical
representation such that the proportion of pyramidal neurons active in CA3 is reduced as much
as possible for each memory. Pattern separation refers to the decorrelation or orthogonalization
of the patterns so that events represented by overlapping populations of cortical inputs are
represented in CA3 by cell assemblies with less overlap. The sparsification and pattern
separation of cortical inputs are believed to be accomplished by the DG.

Three characteristics of DG and the MF pathway are consistent with the sparsification
and/or pattern separation functions of this hippocampal subdivision. First, the input to CA3 from
the MF pathway is relatively sparse compared to the relatively diffuse PP projection: each CA3
pyramidal neuron receives ~50 MF synapses and ~4000 PP inputs and each granule cell’s
projection is estimated to contact only 14 pyramidal cells (Amaral et al., 1990). Hence, the low
convergence and divergence of the MF pathway entails sparse connectivity from DG to CA3
which is believed to contribute to representation sparsification. Second, the DG contains
approximately 4-6 times the number of principal neurons in EC or CA3 (see Amaral & Witter,
1995; Boss et al., 1995, 1987) and the proportion of granule cells active is lower on average than
in EC or CA3 (Jung & McNaughton, 1993, see also O’Reilly & McClelland, 1994). The
propagation of information from EC to DG therefore results in relaying a signal from one space
to a relatively larger space (i.e., a higher dimensional space) where firing is sparse, which has

been shown in theoretical analyses to enhance pattern separation (Marr, 1969). The final reason



that DG is proposed to enforce sparcification and pattern separation is that the set of active

granule cells is believed to determine the set of active CA3 pyramidal cells.
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Figure 1. The fiber pathways and laminar structure of the rat hippocampus. The schematic at the top shows an
illustration of a transverse section of rat hippocampus. The major subdivisions include the dentate gyrus (DG), CA3,
and CA1l. The major inputs to CA3 include the mossy fiber pathway (MF) and the perforant pathway (PP). The
designations for the various layers of the hippocampus are shown below.



MF inputs to CA3 pyramidal cells are sparse and strong relative to PP inputs. Each
pyramidal neuron in CA3 receives PP inputs at the distal portion of the apical dendrite while
these cells receive MF synapses on proximal apical dendrites (within ~100 pm from somata, e.g.,
Henze et al., 2000). Hence, because of the relatively short electrotonic distance between MF
synapses and the perisomatic spike triggering zone in the axon (Meeks & Mennerick, 2007), it
was proposed that these synapses are very efficacious (Blackstad & Kjaeheim, 1961). Both in
vitro and in vivo electrophysiological data also indicate that MF inputs are particularly strong.
Mori and Colleagues (2004) obtained paired whole cell recordings from DG granule cells and
CA3 pyramidal neurons in organotypic slice cultures and found that the AMPA receptor
mediated EPSC was -163 + 23 pA at -70 mV, whereas minimal stimulation of RC and PP inputs
has been found to evoke -11.8 £ 4.8 and -6.61 £ 2 pA responses on average, respectively, in CA3
pyramidal neurons at -80 mV (Perez et al., in preparation). Extracellular recordings from CA3
pyramidal cells during granule cell action potential trains evoked by intracellular stimulation in
vivo further indicate that stimulation of a single granule cell is sufficient to evoke spiking in CA3
neurons for frequencies within the gamma band (20-100 Hz, Henze et al., 2002). These findings
provide evidence for the hypothesis that the MF input functions as a “detonator” of cells within
CA3. According to theory, MF inputs select the cell assembly during information transfer from
cortex to hippocampus by virtue of the exceptionally strong MF synapses (McNaughton &
Morris, 1987; Treves & Rolls, 1994). This detonator function allows the active set of granule
cells to determine the cells to be active in CA3 and effectively enforce pattern separation because
of the sparcity of the MF projection (see Treves & Rolls, 1992).

To summarize the theoretical and computational accounts of the hippocampal memory

encoding and recall mechanisms, the principal role of the DG is to control sparse encoding and



pattern separation in order to promote maximal memory capacity and the RC system in CA3
allows for successful recall of memories stored by enhancements of RC synapses. DG promotes
sparsity in CA3 because the neural code in DG is sparse, the MF pathway has both low
divergence and low convergence in CA3, and the firing of DG cells determines the active
assembly in CA3. Pattern separation occurs in DG as a result of the low activity levels in this
region and is enhanced in CA3 by the sparse connectivity of the MF pathway. Sparse
connectivity promotes pattern separation because each CA3 pyramidal cell receives input from
very few DG cells and small changes in a granule cell assembly constituents will result less
assembly overlap in CA3 (Rolls, 1989). The activation of a subset of an assembly that previously
represented a memory will reactivate the entire assembly by sequentially activating more and
more of the enhanced RC synapses. However, an interesting feature of these analyses is that the

primary role assigned to inhibitory interenurons was control of activity levels.

1.2 HIPPOCAMPAL AREA CA3 INTERNEURONS

The rat hippocampus contains a variety of interneurons that can be differentiated based
on various factors including morphology, neurochemistry, electrophysiological properties, and/or
neuromodulator receptor expression (e.g., Freund & Buzsaki, 1996; Klausberger & Somogyi,
2008; Parra et al., 1998). While a substantial degree of progress has been made in classifying
CAL interneurons and characterizing the functional roles of various interneurons in controlling
network behavior (e.g., see Klausberger & Somogyi, 2008 for a review), comparatively less data
on the properties and functions of CA3 interneurons are available. My experiments contribute to

bridging this gap by characterizing some of the electrophysiological properties of CA3



interneurons that have been previously been delineated by their axon projection geometry
(Ascoli et al., 2009).

The fact that different classes of hippocampal neurons contact distinct dendritic domains
of CA3 pyramidal cells might suggest that there is an association between the dendritic
termination zone and the computational function of a given interneuron. For instance, somatic
inhibition might promote the precisely timed repression of firing while dendritic inhibition
decreases the efficacy of dendritic inputs by suppressing dendritic calcium spikes (see Miles at
al., 1996). While many interneurons with somata in the stratum pyramidale (SP) and stratum
lucidum (SL) layer of CA3 (see Fig 1) contact perisomatic regions of CA3 pyramidal cells (Vida
& Frotscher, 2000; see also Hajos et al., 2004 Figs 4 and 5), interneurons in stratum radiatum
(SR) and stratum lacunosom moleculare (SLM) project towards dendritic domains of CA3
pyramidal cells (Ascoli et al., 2009). Because RC synapses are located within SR, the SR and
SLM interneurons may influence memory storage and/or recall by regulating dendritic
electrogenesis in the domain of the RC input.

SR/SLM interneurons in CA3 receive excitatory input from the PP, MF, and RC
pathways (Calixto et al., 2008; Perez-Rosello & Barrionuevo, 2007), and hence these neurons are
anatomically suited to provide both feedforward and feedback inhibition to CA3 pyramidal cell
dendrites. Thus, these inhibitory inputs might impose control over both pattern separation and
pattern completion. For instance, precisely timed feedforward inhibition during memory storage
might enhance sparsity and pattern separation by preventing the LTP induction at RC synapses
following MF/PP inputs to SR/SLM interneurons and pyramidal cells. During recall (pattern
completion), feedback inhibition might help to reduce the feedback excitation of the collateral

system which could both prevent the induction of epileptiform activity and reduce the activation



of cells that were not part of the original assembly that represented the memory to be recalled.
The roles of these interneurons in controlling network activity in CA3 and its mnemonic
functions will depend on the spiking properties of these cells. In particular, the subthreshold
voltage and time dependent membrane properties of SR/SLM interneurons will determine the
characteristics of synaptic integration in these cells. In turn, the characteristics of synaptic
integration will influence the spiking properties of these interneurons (Konig et al., 1996). These
integrative characteristics are determined by a plethora of factors including synapse location,
synaptic conductance and kinetics, neuronal geometry, both passive and active membrane
properties, and interactions between the aforementioned factors (e.g., Llinas, 1988; Magee, 2000;
Mainen & Sejnowski, 1996; Rall, 1977; Spruston et al., 1999). The focus of my study was to
examine the influence of active properties on subthreshold properties of CA3 SR/SLM

interneurons.

1.3 THE H-CURRENT

The present study was designed to investigate the influence of the hyperpolarization
activated inward current I, on subthreshold membrane properties. The significance of I is
exemplified by the fact that this current has been shown to have important effects on both
synaptic integration (e.g., Magee, 1999) and oscillatory behavior (e.g., Dickson 2000) in
neurons, as described further below. Noma and Irisawa (1976) first showed that
hyperpolarization of heart sinoatrial node (SAN) cells from -35 mV in voltage clamp resulted in
a slowly developing inward current. In current clamp the application of hyperpolarizing steps

resulted in a depolarizing “sag” in the membrane potential following the initial voltage



deflection. A more detailed voltage clamp characterization of this hypolarization activated
current in cardiac purkinje fibers was later provided by DiFrancesco (1981) who found that this
current had a reversal potential positive to -50 mV that was sensitive to changes in Na" and K"
concentrations. The current also activated as a sigmoidal function of voltage that increased with
hyperpolarization. These results suggested that this current, termed Ir in cardiac cells (“f” was for
“funny current” because it was comical to the authors that the current activated with
hyperpolarization), was mediated by channels permeable to Na' and K™ and opened with
increased probability at potentials negative to -50 mV. A hyperpolarization-activated current
similar to Ir was later found in current and voltage clamp studies of retinal neurons (Bader et al.,
1982) and the authors referred to this current as I,. The designation I, was subsequently adopted
as the title for currents in neurons with biophysical properties similar to those of Ir. Evidence for
a hyperpolarization activated inward current was also found in hippocampal pyramidal neurons
based on voltage clamp analyses (Halliwell & Adams, 1982). Subsequently, Maccaferri and
colleagues (1993) assessed the voltage dependence and reversal potential of I, in hippocampal
CA1 neurons by blocking the h-conductance with Cs" and using the Cs'-sensitive voltage clamp
current traces for all I, measurements. The most extensive characterization of the biophysical
properties of I, in CA1 neurons was later completed by Magee (1998).

A signature feature of Ir and I is that the voltage dependence of the conductance and
kinetics are modulated by cyclic nucleotides. It was originally found that I increases following
adrenaline or norephinephrine (NA) administration to SAN cells, though the mechanism(s) of
this modulatory effect were initially illusive (Brown et al., 1979; DiFrancesco et al., 1986). In
contrast, DiFrancesco and Tromba (1988a) found that ACh decreases SAN I and the mechanism

was determined to be a decrease in cAMP following G-protein coupled (muscarinic) ACh
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receptor stimulation mediated inhibition of adenylate cyclase (DiFrancesco & Tromba, 1988b).
Difrancesco and Tortora (1991) later showed that cAMP shifts the voltage dependence of If
activation in the depolarizing (i.e., rightward) direction and accelerates current kinetics by
mechanisms that do not require protein kinase mediated phosphorylation, which suggested that
cAMP might bind directly to the channels. These results indicate that NA increases Ir by a -
adreneric receptor-dependent increase in adenylate cyclase activity resulting in cAMP production
(Difrancesco & Tortora, 1991; DiFrancesco & Tromba, 1988b). The effect of acetylcholine, in
contrast, appears to be a muscarinic receptor-dependent decrease in cAMP synthesis mediated by
adenylate cyclase inhibition (DiFrancesco & Tromba, 1988b).

Modulation has also been shown to be prominent in neuronal I. Consistent with the
results for I, NA and cAMP were both found to increase the voltage dependence of I, activation
in auditory neurons from by shifting the activation curve in the depolarizing direction (Banks et
al., 1993). In addition, 5-HT was also found to increase I, likely due to an increase in cAMP
(Bobker & Williams, 1989). These findings were also replicated in other cells, thalamic neurons
for example (McCormick & Pape, 1990), and a variety of other signaling molecules have been
shown to modulate the biophysical properties of I, (e.g., Pape, 1996).

The correspondence between the biophysical and modulatory properties of I and Iy
suggested that these currents might have similar molecular substrates. Evidence for this
hypothesis was provided in 1998 when three groups independently cloned genes that produced
currents that resemble I¢/l; in terms of the biophysical properties and cAMP sensitivity when
expressed in heterologous systems (Ludwig et al., 1998; Gauss et al., 1998; Santoro et al., 1998).
These efforts resulted in the cloning of cDNA encoding four protein subunits, HCN1-4 (HCN

denotes hyperpolarization-activated, Cyclic nucleotide gated channel proteins, Clapham, 1998),
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which were then used for studying the biophysical properties of I/l in expression systems and
labeling of the HCN channels in the brain and heart. Northern blot, in situ hybridization, and/or
immunohistochemical labeling for HCN subunits indicated that expression patterns accord well
with electrophysiological findings, thus suggesting that native Ir and I, are both composed of
HCN proteins (Santoro & Tibbs, 1999; Robinson & Seigelbaum, 2003). Several biophysical
analyses have been applied to homomers composed of HCN subunits. These analyses suggest
that the kinetics of activation are faster for HCN1 than HCN2 and that the activation curve is
shifted to more depolarized potentials for HCN1 mediated channel populations (Chen at al.,
2001; Santoro et al., 2000). It also appears that the kinetics of HCN3 and HCN4 activation are
slow compared to HCN1/2 (Ishii et al., 2001; Mistrik et al., 2005; Seifert et al., 1999). It should
be noted, however, that HCN1/2 kinetics are generally characterized by time-courses with two
exponential components while activation and deactivation currents were fit with single
exponential functions for HCN3-4. Experiments in which HCN1 and HCN2 were co-transfected
into oocytes indicate that the properties of I, in these cells cannot be accounted for by linear
sums of the two currents, indicating that HCN subunits can form heteromers to produce I (Chen
et al., 2001). Finally, in line with Difrancesco and Tortora’s (1991) hypothesis that cAMP binds
directly to channels that mediate I, evidence was obtained indicating that there is a binding site
for cAMP on the C-terminus of the HCN subunits (Viscomi et al., 2001). Interestingly, whereas
cAMP produces large shifts in the voltage dependent activation functions and accelerated
kinetics for HCN2 and HCN4 mediated I, HCN1 and HCN3 are substantially less sensitive to

cAMP (Chen et al., 2001; Mistrik et al., 2005; Viscomi et al., 2001).
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1.4  FUNCTIONS OF IH

The variability in the biophysical properties of I, resulting in part from molecular diversity of
the HCN gene family, coupled with the fact that different HCN subunits and/or subunit
combinations are found in different regions of the brain and heart (Santoro & Tibbs, 1999;
Robinson & Seigelbaum, 2003), results in a diverse repertoire of I, functions. One of the most
basic functions of I, in neurons is its influence on the resting membrane potential (Vies) by
producing inward current that raises V. Further, the conductance resulting from h-channels

open at rest reduces the input resistance (Ri,) and thereby decreases the membrane time constant
(Tm, Pape, 1996). I has also been shown to influence the characteristics of synaptic integration

and signal transmission from dendrite to soma in pyramidal neurons (Magee 1998, 1999). For
instance, in hippocampal and neocortical neurons there is a gradient of I, expression, increasing
from somata to distal apical dendrites (Berger et al., 2001; Magee, 1998). When synaptic inputs
depolarize the membrane from rest, the deactivation of the inward current produced by I, can be

interpreted as an effective outward current. The combined effect of this effective outward current
and the decreased Ty, resulting from h-channel conductance is that the EPSP decay time-course is

more rapid when I, is present, and this decreases the temporal summation of voltage responses to
synaptic input trains (Magee, 1998). The increased density of I, in distal dendrites renders
synaptic decay faster as distance from the soma increases (Magee, 1999), therefore counteracting
the time-course attenuation associated with passive signal propagation (Rall, 1977).

There is also a variety of I effects on the rhythmic behaviors of cardiac cells and
neurons. First, I has been shown to support autorhythmicity in both SAN cells and thalamic

relay cells. When a SAN cell repolarizes following an action potential, the hyperpolarization
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results in I, activation that produces negative feedback and starts to depolarize the cell back
towards threshold. This feedback helps to maintain the cardiac rhythm. Similarly, in thalamic
neurons, the repolarization following brief bursts of action potentials activates I and the
resulting inward current helps to bring the cell back towards action potential threshold (Pape,
1996; Robinson & Seigelbaum, 2003). I, also contributes to the expression of neuronal
resonance and in some cases spontaneous subthreshold membrane potential oscillations
(Hutcheon & Yarom, 2000). For instance, in EC layer II stellate cells, depolarization to
potentials near the action potential threshold results in spontaneous membrane potential
oscillations resulting from the opposing effects of I, and a persistent (non-inactivating) sodium
current (Inap, Dickson et al., 2000). Depolarization of the membrane to potentials between -50
and -60 mV by direct current injection results in an inward current mediated by Ingp activation.
The depolarization resulting from Inap activation deactivates Iy, and thereby this I, deactivation
decreases the depolarizing drive. When I, is deactivated and the potential starts to move back in
the hyperpolarizing direction, Inap starts to deactivate, I, is activated again, and the resulting
inward current evokes depolarization which then results in In,p re-activation, thus completing a
cycle. This function of I is a direct result of the highly depolarized activation function for I in
these EC stellate cells (Dickson et al., 2000).

I, dependent resonance is also observed in many cells within the activation range for this
current (e.g., Hutcheon & Yarom, 2000). Resonance refers to the property of frequency
selectivity in systems that show maximal output responses to inputs at a particular frequency
centered within a certain bandwidth. In neurons, resonance is expressed when oscillating inputs
at a particular frequency — the resonant frequency — produce voltage responses that are larger

than the responses to any inputs at lower or higher frequencies (Hutcheon and Yarom, 2000).
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The resonant frequency is the frequency at which the membrane impedance, the frequency
domain analog to resistance, is maximal. Neuronal resonance is typically measured by applying
sinusoidal currents with a linearly increasing frequency component but constant amplitude (Fig
9A). For low frequency inputs where the time constants of I; activation and deactivation (Tp)
correspond to h-current “frequencies” higher slower than the voltage response frequency (i.e.,

12nt, < 1/2mt, and Tn > Tw), In attenuates the voltage response. This occurs because the

activation of inward I, during the hyperpolarizing phase of the input decreases the
hyperpolarization and deactivation of I, during the depolarizing phase reduces the amplitude of
the depolarizing response due to the effective outward current. At high frequencies the
membrane capacitance low-pass filters the input, leaving a frequency window where the

impedance becomes maximal at the resonant frequency.

1.5 THE PRESENT STUDY

While the properties and functions of I, have been characterized in principal neurons from
several regions including the thalamus and cortex (e.g., McCormick & Pape, 1990a; Solomon &
Nerbonne, 1993a,b), analyses of I in inhibitory interneurons is comparatively rare. Biophysical
characterizations of interneuronal I, have only been completed in CAl stratum oriens cells
(Maccaferri & McBain, 1996), CA1 SR/SLM interneurons (Yan et al., 2009), DG fast spiking
cells (Aponte et al., 2006), and prefrontal cortex interneurons (Wu & Hablitz, 2005). Because
different classes of interneurons have been shown to have distinct functional roles both in vitro
and in vivo (e.g., Klausberger & Somogyi, 2008; Miles et al., 1996; Tamas et al., 2002) and

voltage gated channel expression often differs between neurons of separate classes (e.g., Nusser,
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2009; Toledo-Rodriguez et al., 2004), specific channels might confer separate physiological
characteristics to distinct interneuron classes. It is known that I, is expressed in SR/SLM
interneurons and that this current supports reduced temporal summation of MF-PP inputs
activated sequentially (Calixto et al., 2008), but the biophysical properties and effects of I, on
inputs trains resembling in Vivo activity have not been determined in these neurons.

In this document I provide a detailed biophysical characterization of I, in SR/SLM
interneurons based on the application of curve fitting algorithms to the results of voltage clamp
experiments. Given my biophysical assessments, I constructed a novel model of I that extends
the typical Hodgkin-Huxley models. The model described in this paper simulates I, with two
kinectic components for activation and deactivation, where distinct functions are used to describe
both time constant functions of activation and deactivation. Evidence for the functionality of this
model is provided based on both simulations and dynamic clamp experiments. Further, a detailed
characterization of the model function is presented based on the simulations. Finally, I have
assessed the physiological consequences of I, in SR/SLM interneurons by examining the effects
of I, on temporal summation of input trains and membrane resonance. My results indicate that I
reduces temporal summation of excitatory input but does not confer resonance within the
channel conductance activation range in SR/SLM interneurons. Possible implications of these

findings for pattern separation and pattern completion functions of CA3 are discussed.
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20 METHODS

2.1  SLICE PREPARATION AND RECORDING

Transverse slices of juvenile rat hippocampus were prepared and recordings were made in whole
cell configuration from putative interneurons with somata located in either SR or SLM. Sprague-
Dawley rats (18-28 days old) were deeply anaesthetized by intraperitoneal administration of
Nembutal (5 mg per 100 g body weight). When rendered unresponsive, intracardial perfusions of
an ice cold sucrose based solutions were performed. The solution contained (in mM) 210.0
sucrose, 2.8 KCI, 2.0 MgSOQOy, 1.25 Na,HPOy4, 25.0 NaHCOs3, 10.0 glucose, 1.0 CaCl,, and 1.0
MgCl, at pH ~ 7.3, maintained by carbogen aeration (95% O,, 5% CO,). Vasculature content
clearance was complete after 1-2 min of perfusion, after which brains were removed rapidly.
Tissue sections containing the hippocampus were glued onto an agar platform, submerged in
sucrose solution, and then 300-400 pm slices were obtained using a Leica VT1000S vibrating
microtome. The slices contained transverse sections of the hippocampus from approximately the
middle third of the structure. Slices were then incubated for 1 hour at 33°C in a solution
containing (in mM) 125.0 NacCl, 2.5 KCI, 1.25 Na,HPOy, 25.0 NaHCO3, 10.0 glucose, 1.0 CaCl,,
4.0 MgCl,, and 0.4 ascorbic acid (pH ~ 7.3, 95/5% O,/CO, bubbled in solution). Following the
incubation period, the slice chamber was removed from the incubator and slices were left at

room temperature for an additional 30 min. For electrophysiological recordings, slices were
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placed in a submersion recording chamber and superfused with the following solution (in mM):
125.0 NaCl, 2.5 KCI, 1.25 Na,HPOy4, 25.0 NaHCOs, 10.0 glucose, 2.0 CaCl,, and 2.0 MgCl,
bubbled with carbogen. The temperature of the perfusion bath was maintained at 33°C with a
feedback temperature controller.

The recording chamber was located under a light microscope equipped with differential
interference contrast optics and a video camera connected to a monitor. Putative interneurons
within SR and SLM were visually selected for recordings. Somata were considered to reside
within SR or SLM if they were located >100 um from stratum pyramidale and below the
hippocampal fissure (see Fig 1). Whole cell configuration patch clamp recordings were obtained
with boroscillate glass pipettes containing (in mM) 120 CH3KO,S, 20 KCI, 10 HEPES, 0.5
EGTA, 4.0 NaCl, 4.0 MgATP, 0.3 TrisGTP, 14 phosphocreatine, and 0.2% biocytin or 135 K-
gluconate, 10 KCI, 1.0 EGTA, 10 HEPES, 1.0 MgCl,, 2.0 NaATP, and 0.4 NaGTP (pH ~ 7.25).
All recordings were made using an Axoclamp-2A amplifier in bridge or voltage clamp mode
except the temporal summation experiments, for which an Axopatch-1D was used. Signals were
digitized at 10 kHz after being low-pass filtered at 3 kHz. Pipette tip resistances were ~1.5-4.5
MQ when filled with internal solution and series resistance was ~5-15 MQ, compensated up to
80% using the amplifier’s bridge dial. Data were acquired and in some cases the amplifier’s
current source and voltage clamp outputs were controlled using the freely available G-Clamp
software package (written by Paul Kullmann in LabVIEW, Kullmann et al., 2004). All analyses
were completed using custom scripts written in Matlab.

NMDA and GABAA, receptors were blocked with the addition of 50 uM D-2-amino-5-
phosphonopentanoic acid (D-AP5) and 10 puM (-)-bicuculline methobromide to the perfusion

media in all experiments except the ZAP recordings (see below). For the voltage clamp analyses
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of I, 6-cyano-7-nitroquinoxaline-2,3-dione (CNQX), tetrodotoxin (TTX), and 4-aminopyridine
(4-AP) were added to the perfusion bath and I, was pharmacologically isolated by blocking Ij
with ZD7288 (see below). For temporal summation experiments, concentric bipolar electrodes
were placed in the suprapyramidal blade of DG (Calixto et al., 2008) and stimulated to evoke MF

responses.

22 VOLTAGE CLAMP DATA ANALYSIS

I, was isolated pharmacologically by applying voltage clamp protocols in the absence and
presence of ZD7288. Sets of traces were averaged for each protocol (Fig 2A and B, top panels)
under baseline and drug conditions and I, was operationally defined as the difference between
the two sets of averaged traces for each protocol, as determined by digital subtraction. The ionic
reversal potential for I, (E,) was estimated as follows. Neurons were held at -50 mV thena 1.2 s
voltage step to -120 mV was applied to activate the channels (Fig 2B). Following channel
activation at -120 mV, steps to potentials between -110 and -60 mV were applied and the tail
currents were measured immediately following the depolarizing steps from -120 mV (~3 ms).
These current values were normalized to the measurements at -100 mV and then averaged across
cells. Linear regression over the resulting set of values gave the relation between I, and the
membrane potential for the steady-state h-channel conductance at -120 mV. E, was estimated
algebraically by using the linear fit parameters to find the potential where the extrapolated
current was zero. A separate protocol was used to assess the voltage dependence and kinetics of
I, activation: cells were held at -50 mV then hyperpolarized for 1.2 s to potentials between -60

and -120 mV on consecutive iterations of the protocol (Fig 2A). Current measurements at the end
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of each hyperpolarizing voltage step were divided by driving force for assessment of voltage
dependent conductance, gn(V) = In(V)/(V — Ei). Resulting sets of conductance values were
normalized to the conductance at -120 mV and averaged across neurons. The resulting data set
was fitted with the following equation to describe the normalized steady state voltage
dependence of I, activation (X.,):

Xo(V) = gn(V) /gn(-120 mV) = A /(1 + exp[(V = Vi) /k]) + (1 - A) (Eq. 1)
where A is the voltage dependent component of the fractional conductance (0 <A <1),1 - A'is
a voltage independent component, Vy,, is the voltage at half-maximal activation, and k is a slope
parameter. For this (EQ. 1) and other curve fits, the fit quality was evaluated by assessment of
goodness of fit statistics. R* values were computed in order to determine how well the models
explained the fitted data sets (0 < R* < 1). Higher R” values were taken to indicate statistically
superior fits. The voltage dependent kinetic properties of I;, were assessed by fitting exponential
curves to ZD7288 sensitive traces where I, was either activating (Fig 2A, Fig 3A) or deactivating
(Figs 2B and 3B). The following equations were used to fit the I; activation and deactivation

traces at each voltage step, respectively, with two exponential time constants:

Ia(t) =Tas (1 —exp(—t/ Tag)) + las(l —exp(-t/ Tas) ) (Eq. 2)
In(t) =Ipsrexp(—t/ Tps) + Ipsexp(—t/ Tps) (Eq. 3)
where A and D denote activation and deactivation, f and s are for fast and slow current (I)
components and corresponding time constants (T). The curves were also fitted with single

exponential curves (i.e., by setting Ios and Ipr to zero), however, the double exponential fits

were superior in all but a few rare cases, based on R*and p values for F-statistics.
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23 COMPUTATIONAL MODELING

I constructed a modified Hodgkin-Huxley (HH) type mathematical model (Hodgkin & Huxley,
1952) of I, based on curve fits applied to our voltage clamp data (see below, Figs 2 and 3). While
the available HH-type models of I only incorporate one or two equations for the voltage
dependent channel kinetics, our results, along with similar findings from other laboratories,
suggest that these models may be inconsistent with experimental data. This inconsistency results
from (a) the fact that I, deactivation is often found to be faster than activation at a given potential
(Fig 3C,D; e.g., Magee, 1998;), and (b) both I, activation and deactivation kinetics are often
described optimally by double rather than single exponential fits (Fig 3; e.g., Solomon &
Nerbonne, 1993b). I expanded the previous convention for modeling I, based on the HH
formalism to incorporate the results from our experiments and curve fits. In order to verify the
functionality of this I model, I implemented a single compartment neuron model with I,. The
model consisted of membrane capacitance (Cy,), a voltage independent “leak” conductance (gp),
and the h-conductance (gn), all in parallel. Current pulses and synaptic conductances were
applied to the model and the voltage across C,, was computed according to the current balance
equation:

Cm (dV/dt) = —(IL + 1) + Lext (Eq. 4)
Here I. is an externally applied current, I = g (V — Ep) is the leak current, Ep is the leak
reversal potential, and I is the h-current described in detail below (see Results). The neuron was
modeled as spherical unit with a diameter of 40 um. Specific parameters for passive model

properties were chosen to be Cp, = 1.0 pF/em® (e.g., see Carnevale et al., 1997; Spruston &

Johnston, 1992) and g = 0.04 mS/cm’ so that the passive membrane time constant was Ty, =
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Cn/gL = 25 ms, EL = -75 mV, and the resulting resting membrane potential was -70 mV when I
was present. These parameter choices yield values of Vi and T, consistent with previous

measurements from SR/SLM interneurons (Anderson et al., 2008; Calixto et al., 2008).
Simulations were completed using Matlab where EQ. 4 was solved using forward Euler
integration, as in dynamic clamp experiments, with a time step of dt = 100 ps corresponding to
the 10 kHz sampling frequency used in experiments. The use of faster time step values (e.g., dt =

dt = 10 ps) did not alter the results of my simulations.

24  DYNAMIC CLAMP

The functionality of my I, model was assessed using dynamic clamp simulations of the model
during recordings from SR/SLM interneurons. The dynamic clamp recording configuration
allows for effectively applying the voltage- and time-dependent current that would go through a
population of voltage gated channels according to a mathematical formulation of the
conductance’s time and/or voltage dependent properties. This is accomplished by interfacing a
recording amplifier with a computer that performs real time computations at each sampling
interval in order to send a current value to the current command terminal of the amplifier so that
this current can be applied to a cell. I used a dynamic clamp configuration based on a system
originally described by Kullmann and colleagues (2004).

The hardware for this system consists of the Axoclamp-2A amplifier, a desktop computer
running Windows XP, a 16 bit data acquisition (DAQ) board, and a PC running a real-time
operating system (National Instruments). The desktop PC, referred to as the “host computer,” has
the LabVIEW development system and G-Clamp software installed. The other computer running
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a real-time operating system, referred to as the “embedded PC,” is equipped with the LabVIEW
development system and the LabVIEW Real-Time Module (see Kullmann et al., 2004 for
details). Dynamic clamp of a given conductance, g, is accomplished by this system as follows.
The amplifier is set to bridge mode and measurements of the membrane potential are relayed to
the DAQ board, which digitizes the potential at each time interval. The DAQ board relays
potential values to the embedded PC, at which point the value of g is computed based on the
time and the potential at the given time point, according to a specified mathematical model. The
current (L) that would pass through a population of s-channels is then computed, Iy = —g max X(V
— Es) where X is the activation fraction, and this value is relayed back to the amplifier via the
DAQ board. The negative sign in the previous equation is there because, for instance, the
amplifier needs to apply positive (depolarizing) charge for V < Es in order to simulate g. When
the amplifier applies Iy to the cell, the current command resembles the current through a
population of s-channels, and g is therefore artificially induced. At every sampling interval, the
embedded controller save the values of V and I and send this data back to the host after the
dynamic clamp protocol is completed.

The dynamic clamp functions of the embedded controller are controlled by G-Glamp,
which is running on the host PC. The mathematical characterization of I, was programmed into
G