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The objective of this study is to investigate the Model predictive control (MPC) strategy, analyze 

and compare the control effects with Proportional-Integral-Derivative (PID) control strategy in 

maintaining a water level system. An advanced control method, MPC has been widely used and 

well received in a wide variety of applications in process control, it utilizes an explicit process 

model to predict the future response of a process and solve an optimal control problem with a 

finite horizon at each sampling instant.  

 In this thesis, we first designed and built up a closed-loop two-tank water level system.  

Next, we modeled the system and linearized the model for simplification in the analysis and 

design. Then, we implemented the model in a simulation environment based on Matlab. We tried 

both MPC and PID control methods to design the controller for the two-tank system, and 

compared the results in terms of settling time, overshoot, and steady-state error under various 

operational conditions including time delays. The results showed the advantage of MPC for 

dealing with the system dynamic over PID and could be designed for more complex and fast 

system dynamics even in presence of constraints.  
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1.0  INTRODUCTION 

Due to the fast development of process industry, the requirements of higher product 

quality, better product function, and quicker adjustments to the market change have 

become much stronger, which lead to a demand of a very successful controller design 

strategy, both in theory and practice [1]. As a closed loop optimal control method based 

on the explicit use of a process model, model predictive control has proven to be a very 

effective controller design strategy over the last twenty years and has been widely used in 

process industry such as oil refining, chemical engineering and metallurgy. 

 PID control is another popular control method in industrial control systems. 

Unlike model predictive controller, PID controller directly compares the collected data 

value with a reference data value, and then uses this compared error value for the new 

input in order to minimize it and keep the system data value reach and stay at the set 

point [2]. The parameters of PID controllers used in the calculation must be tuned 

according to requirements of system performance. 

The purpose of this work is to study the theory of model predictive control 

method, analyze and indentify the characteristics and the performance of model 

predictive controller compared with PID controller when being implemented in the water 

level control system. 
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1.1 BACKGROUND OF MODEL PREDICTIVE CONTROL 

Model predictive control has been a widely used control concept for over 15 years 

especially in the process industry. However, it had been proposed long before its 

application and had been implemented long before a thorough understanding of its 

theoretical properties when it was available [3] - [9]. Starting in late 1970s, various 

articles of model predictive control had come out presenting it as an effective application 

in the process industry, especially the ones using the name of Model Predictive Heuristic 

Control [7] which was later known as Model Algorithmic Control, and those in [9] with 

Dynamic Matrix Control (DMC). The common ground of these algorithms is that they 

utilize a dynamic process model (impulse response in the first and step response in the 

second) to predict the effect of the future control actions by using the current state of the 

plant as the initial state; the optimization method yields an optimal control sequence and 

the first control in this sequence is applied to the plant. During the repeated process of 

optimization at each sampling period, the information is always updated. These kinds of 

formulations took advantage of the digital computers, which had increasing potential at 

the time. However, from the point of becoming a concept, the first material that published 

an MPC algorithm was mentioned in [5]. After that, Rafal and Stevens presented an MPC 

algorithm in [10] with quadratic cost, moving horizon, and linear constraints based on an 

experiment of controlling a distillation column. For this experiment, they used a first-

principles nonlinear model that they linearized at each time step.  

During 1980s, academic interest in MPC started growing, particularly after some 

vital academic investigations [11] and two workshops were organized [12]. The idea of 

cost function and optimization has been presented, which made the application of optimal 
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control theory in MPC. According to the different forms of cost functions, the model 

predictive controllers at this time can be divided into three types: Dynamic matrix control 

with linear programming techniques [13], Quadratic programming solution of dynamic 

matrix control (QDMC) [14] and infinite norm formulation of model predictive control 

problems [15]. The understanding of MPC properties has reached to a new level and has 

now built a framework that is both theoretical and practical. 

From 1989 to the present, Generalized Predictive Control (GPC) [3] and 

Predictive Functional Control (PFC) [16] have become the representation of the third 

generation of model predictive controllers. Compared to the second generation of MPC, 

the third generation does a much better job in dealing with the process control systems 

with quick response and has been popularly used in the industry. 
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1.2 MOTIVATION 

Nowadays effective control schemes could largely influence the efficiency and quality of 

production in process industry; both practitioners and theoreticians have built strong 

interests on the industrial application of control theory since it experienced a history of 

bloom. Richalet [7-8] classified the controllers for the control problems into four 

hierarchical levels. The first level controllers are for the control problems dealing with 

some ancillary systems, in which PID controller could be a very good choice; the second 

level controllers are for the problems happened in multivariable dynamic process, which 

is interfered by some unmeasured perturbations. The third level controllers are for the 

optimization problems based on minimization of cost functions; MPC is also in this level. 

The fourth level controllers consists those time and space scheduling production 

problems that include the feasible research and have the best economical benefits. 

Because of the simple structure, low cost, convenient manipulation and the satisfaction 

for most of the production control, PID has become the major controller used in the 

family of level one. However, the economic benefits induced by level one and two are 

usually negligible, whereas the optimization concept in level three such as MPC can 

bring many improvements in the economics of the systems, can easily deal with 

multivariable case and also can be used to control a large number of processes with 

different kinds of dynamics and delays.  

Unstable systems pose a greater challenge for the controllers; our study is focused 

on the water level control, which is an unstable system. For a better comparison of PID 

and MPC, we also included different time delays to test the robustness of the two control 

strategies. 
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2.0  EXPERIMENT DESCRIPTION 

In order to observe the control effects of MPC and PID method, an experiment based on a 

water tank system was conducted in this study. Real-time simulation in Matlab was used 

for controlling the system process and comparing the control performance. Artificial 

delays were introduced into the simulation to compare the robustness of the two control 

methods. 

2.1 WATER TANK SYSTEM 

 

Figure 1. Wireless water tank system 



 6 

The water tank system contains an ensemble of two custom designed acrylic tanks which 

are connected with each other with plastic tubes (Figure 1). The purpose of the system 

control is to enable the change of the water level in tank marked as tank 2 in Figure 1. 

This goal is achieved with help of two proportioning actuator valves and a pump. The 

levels of the water in both tanks are monitored by a ruler which is put inside each tank. 

For this thesis one actuator valve (valve 2 in Figure 1) is kept always open to allow the 

pump to control the drain of the water from tank 2. A short description of the 

functionality of the control station follows. 

If an increase of the water level in tank 2 is desired, valve 1 is opened in order to 

let the water flow from tank 1 to tank 2. The flow is not only controlled by the 

proportioning valve, but also by the gravity force. During this time valve 2 is always fully 

opened and the pump is turned off. If a decrease of the water level in tank 2 is desired, 

valve 1 will be fully closed (valve 2 remains fully open) while the pump will be turned on 

and drain water from tank 2. The amount of water drained from tank 2 will be pumped 

into tank 1. Two automatic control algorithms which include Proportional-Integral-

Derivative (PID) control and Model Predictive Control (MPC) are selected to directly 

control the water level in tank 2 to the desired value. 

In order to test the control effect of Model Predictive Controller and PID 

controller, we used the closed loop system including two tanks, two actuator valves and 

one pump. We formed the system as a MIMO system by setting the control inputs as the 

status of the actuator valves and pump and the outputs as the water levels in two tanks; 

we also used water as the working fluid. 
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2.2 MATHEMATICAL MODEL OF WATER TANK SYSTEM 

The mathematical description of the water tank system is required for the successful 

implementation of the automatic control algorithms. Moreover, the MPC controller uses 

an internal linear model of the plant to generate the control signal. 

The description of the parameters used in modeling the water tank system and 

their assigned values are provided in Table 1. The dynamics of the water tank system are 

described by an ordinary differential equation: 

A2Ḣ2 = F2 − F1                                                             (1) 

The time derivative of the water level is proportional to the difference of the flow 

rate into and out of the tank. The equation (1) is given for tank 2. Hence, the flow rate out 

of tank is 𝐹1, and the flow rate into tank is 𝐹2: 

Table 1. Description of parameters and their corresponding value 

Parameter Description Value 
H1 Water level in tank 1 18’’ 
H2 Water level in tank 2 24’’ 
A1 Surface (bottom) area of tank 1 20’’x20’’ 
A2 Surface (bottom) area of tank 2 10’’x10’’ 

F1 Flow rate from tank 2 into tank 1 0.0044m/s2 (pump on) 

F2 Flow rate from tank 1 into tank 2 0.0001063m/s2 (valve fully open) 
Kp Pump output 0 (off) or 1 (on) 
K1 Status of the actuator valve 1 Between 0 (closed) and 1 (open) 
K2 Status of the actuator valve 2 1 (always open in this project) 

g Acceleration due to gravity 9.81m/s2 

R Radius of the tubing (tank 1 – tank 2, 
and tank 2 – pump) 1” 

Rp Radius of tubing (pump – tank 1) ¾” 

S Section of the tubing 0.00535m2 

Px 
Dynamic pressure of x = pump/tank 

1/tank 2 - 

ρ Water density 1000kg/m3 
E Elevation of tank 1 10’’ 
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                                        F1=�
2Ppump

ρ
πRp

2                                                             (2) 

F2 = �2(Ptank1−Ptank2)
ρ

πR2 = �2ρg(H1+E−H2)
ρ

πR2 = πR2�2g(H1 + E − H2)      

(3) 

By substituting (2) and (3) into (1) we obtain:  

Ḣ2 = π
A2

[R2�2g(H1 + E − H2)K1 − Rp
2�2Ppump

ρ
Kp]                              (4) 

The corresponding dynamical equation (1) for tank 1 is the following: 

                                               A1H1̇ = F1 − F2                                        (5) 

Because the water tank system is a closed circuit system, the total volume of the water in 

the both tanks is constant. Therefore, the areas of the cross-section of both tanks are 

related as following: 

A2

A1
=

1
4

                                                                           (6) 

By substituting (1) and (5) into (6) the relation of the level change in both tanks is 

obtained:  

 H1̇ = −
H2̇

4
                                                                      (7) 

The water tank system is a multi-input multi-output (MIMO) system by setting the inputs 

as the status of the actuator valve 1 and pump, while the outputs are the water levels in 

the two tanks. The controlled variable is only the water level in tank 2. The equation 
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describing tank 1 is only included in the model for predicting the level in tank 1 for the 

purpose of estimating 𝐹2 which is dependent on 𝐻1. 
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3.0  CONTROL THEORY 

The previous chapter introduced the structure of the water tank system and the 

mathematical description. In this chapter, we will show the two different control theories 

that we used to control the system. Step by step, we first explain the concept, and then 

build up the whole control system in Matlab simulation. 

3.1 MODEL PREDICTIVE CONTROL 

The general design objective of model predictive control is to optimize, based on the 

computed trajectory of future manipulated variable u, predict the future behavior of the 

plant output y. The optimization is performed within a limited time window by giving 

plant information at the start of the time window. 

3.1.1 Model Predictive Control strategy: 

Model predictive control (MPC) includes a class of control algorithms that utilize an 

explicit process model to predict the future response of a plant [17]. At each control 

interval an MPC algorithm attempts to optimize future plant behavior by computing a 

sequence of future manipulated variable adjustments. The first input in the optimal 
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sequence is then sent into the plant, and the entire calculation is repeated at subsequent 

control intervals. 

 

  

 

 

 

 

 

 

 

 

 
t-2       t-1      t       t+1     t+2    t+3     t+4  …   t+k   …    t+N       t/s 

 
Figure 1. Model Predictive Control Strategy 

Above is a figure shows the basic idea of predictive control based on a single-

input, single output plant. We marked the current time as t, with the plant output y (t). 

The figure also shows reference value w, reference trajectory r and control signal u (t+k|t). 

The period from t to t+N is called the prediction horizon, which determines the predicted 

output y(t+k|t) and dictates how ‘far’ we wish the future to be predicted for. 

The objective of model predictive control law is to drive future plant outputs 

y(t+k|t) as close as w, as shown in figure 1. This is done by using the procedure of 

receding horizon control concept at each sampling instant t, as discussed step by step 

below [3] [6]: 

u (t) 

y (t) 

input signal u (t+k|t) 

 future    past  reference  value w 

 predicted output y (t+k|t) 

 reference  trajectory r 



 12 

1) The future reference value (set point sequence) is set. 

2) The process model is used to generate a set of predicted outputs y(t+k|t) for 

k=1…N over the prediction horizon. Compared to the reference value, the 

corresponding predicted system errors e(t+k) =w-y(t+k|t) are informed and 

those outputs depend on the past inputs and outputs as well as the future 

control signals u(t+k|t) (k=0…N-1) that are to be sent to the system and 

calculated. 

3) In order to keep the process as close as possible to the reference value, we 

include the control effort of the system and the future errors between 

predicted output and reference trajectory in a quadratic function where the 

input signals are assumed to remain as a constant after a control horizon. By 

minimizing the quadratic function which is also called cost function, we get a 

sequence of future input signals u(t+k|t) (k=0…N-1). 

4) Only the first element u(t) of the sequence is implemented into the plant 

while the rest of the control signals in the sequence are rejected because the 

output of the next sampling point is already known and the whole procedure 

is repeated at the next instant with the new value for a new prediction and 

control horizon. This concept is also called receding horizon control. 

3.1.2 Model Predictive Control structure: 

In order to implement the receding horizon control concept into the plant, we drew the 

picture below showing the basic structure of MPC. From the picture, we can clearly see 

that during the whole control process, a process model is used in the MPC controller to 
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Model Predictive Controller 
Past 
Inputs 
Past                          Predicted        Future                             Future                              
Outputs                             Output               errors                                       Inputs 
                                                         _ 
Future  
Inputs                       

Reference 
trajectory 

Process 
Model Plant Optimizer 

Cost 
function 

Constraints 

predict the future plant outputs based on the future inputs and initial values. Besides, the 

control effort and the future errors between predicted output and reference trajectory are 

taken into account in the optimizer with cost function and constraints in order to get 

optimized future inputs which are to be sent to the plant. Then the real output of the plant 

will be sent back to the process model as a current value to start the next prediction 

horizon. 

  

  
Output  

                                                               +                                                                                             
 

 

 

 

 

 

Figure 2. Structure of Model Predictive Control 

3.1.3 Model Predictive Control elements 

As discussed in [18], MPC algorithm includes a dynamic model of system process, the 

cost function and the history of old control signals to generate the optimal control moves.  

From figure 2, we can see that the essence of MPC is to optimize the future 

behavior of the whole system process [19]. And the very future behavior is predicted 

through the process model that we choose, therefore, the process model is the element to 

capture the dynamic process and is the most significant element of an MPC controller.  
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In this thesis, we linearized the water tank system and used the linearized model 

as the process model to represent the original model inside the MPC controller, also in 

the form of state-space function. The linearization process is discussed below, the 

parameters  Ppump = 498.867kg/(ms2) , 𝐹1  and 𝐹2  were estimated empirical after the 

water tank system was built. 

Given the dynamic equation for water level in tank 2: 

Ḣ2= π
A2

[R2�2g(H1 + E − H2)K1 − Rp
2�2Ppump

ρ
Kp] 

By using the following notation  𝐺1 = 𝐻1̇ = −𝐻2̇
4

  and 𝐺2 = 𝐻2̇, the state-space 

mathematical model is obtained: 

A = �

∂G1
∂H1

∂G1
∂H2

∂G2
∂H1

∂G2
∂H2

� =>  �
− πR2g

4A2�2g(H10+E−H20)
K10

πR2g
4A2�2g(H10+E−H20)

K10

πR2g
A2�2g(H10+E−H20)

K10 − πR2g
A2�2g(H10+E−H20)

K10

�    

Let α = πR2g
A2�2g(H10+E−H20)

K10 and the matrix A becomes: 

A = �−
α
4

α
4

α −α
� 

The matrix B is: 

B =

⎝

⎜
⎛
∂G1
∂K1

∂G1
∂Kp

∂G2

∂K1

∂G2

∂Kp⎠

⎟
⎞

=>  

⎝

⎜
⎜
⎛−

πR2

4A2
�2g(H10 + E − H20)

πRp
2

4A2
�

2ppump
ρ

πR2

A2
�2g(H10 + E − H20) −

πRp
2

A2
�

2ppump
ρ ⎠

⎟
⎟
⎞

 

Let  β = πR2

A2
�2g(H10 + E − H20) and γ = πRp2

A2
�
2ppump

ρ
 to simplify the matrix B 

to: 
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B = �−
β
4

γ
4

−β −γ
� 

The matrix is C = [0 1] (i.e. the output of the system is the level of tank 2), and 

the matrix D = 0. Hence the linear system is obtained: 

𝑥(𝑡 + 1) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) = �−
α
4

α
4

α −α
� �

H1(t)
H2(t)� + �−

β
4

γ
4

−β −γ
� �

K1(t)
Kp(t)�            

 (8) 

y(t) = C𝑥(𝑡) =  [0   1] �
H1(t)
H2(t)�    

Another important element in MPC is the optimizer, in which an open loop 

optimal control problem is solved for the current state of the plant over an infinite 

horizon. The cost function is given below: 

  J = ∑ φN2
k=N1 [w(t + k) − y(t + k|t)]2 + ∑ μ1[∆u1(t + k)]2Nu

k=0 + ∑ μ2[∆u2(t + k)]2Nu
k=0   (9) 

• Parameters: N1 and N2 are the lower and upper prediction horizons while Nu 

is the control horizon; w(t + k)  is the reference value, y(t + k|t)  is the 

predicted output; ∆u1(t + k) and ∆u2(t + k) are the inputs difference between 

time t+k and time t+k-1, after each control horizon, ∆u1and ∆u2 are both zero; 

, μ1and μ2 are weighting coefficients. 

• Constraints: In this thesis, we used a proportional valve which has 20 steps 

from fully close to full open, a pump that can be either open or close and 

tanks with different sizes; therefore, the limitations of all the stuff that we 

used in our system are unavoidable and are all subject to constraints. We set : 

0 = umin ≤ u1(t) ≤ umax = 1           ∀t 

0 = umin ≤ u2(t) ≤ umax = 1           ∀t 
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0 = ymin ≤ y(t) ≤ ymax = 30 × 0.0254 = 0.762           ∀t 

As discussed in the receding horizon control concept and the MPC structure 

above, the cost function is used for the optimizer to generate the future input signals 

u(t+k|t), so the future system outputs are required, however, they are not available but can 

be predicted by the process model. According to Maciejowski’s method [20], the 

predicted outputs of our system are showed below: 

𝐲(𝐭) = �

CA
CA2
⋮

CAN2
� 𝒙(𝒕) + �

CB
CA2
⋮

B

∑ CAiBN2−1
i=0

�𝐮(𝐭 − 𝟏) + �

         B            ⋯             0
C(AB + B)    ⋯             0
       ⋮                ⋱              ⋮

    ∑ CAiBN2−1
i=0           ⋯  ∑ CAiBN2−Nu

i=0

  � u      (9) 

This can be expressed in vector form as: 

𝐲(𝐭) = 𝚿𝒙(𝒕) + 𝚼𝐮(𝐭 − 𝟏) + 𝚯𝐮                                           (10) 

Therefore, the control law is obtained below: 

𝐮 = (𝚯T𝚯 + λ𝐈)−1𝚯T(w −  𝚿𝒙(𝒕) − 𝚼𝐮(𝐭 − 𝟏))                                (11) 

The performance of the control algorithm can be adjusted by modifying the 

parametersN2, Nu,  and [μ1, μ2]. In terms of implementation, the prediction horizon and 

control horizon are not convenient to use as tuning/setup parameters because they are 

generally chosen long enough, which cause the future increment has no significant effect 

on control performance [21]. However, adjusting  and [μ1, μ2] is easily implemented as 

penalty terms which individually denotes the moves of controller output and error factor 

of the system output error. 
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3.2 PROPORTIONAL-INTEGRAL-DERIVATIVE CONTROL 

As the most widely used control strategy, Proportional-Integral-Derivative (PID) control 

has shown its big advantage in industry. In this thesis, for better observing different 

control effects based on our system, we made a comparison between MPC and PID 

control.  

3.2.1 PID Control structure 

The basic idea of PID control is to compare the system output with the set points, 

and minimize the error by tuning the three process control inputs [22]. The structure of 

PID controller is showed in Figure 3: 
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Figure 3. Structure of PID Control 
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As we can see from figure 3, in order to make the output value reach the reference 

value, the error between the two values is minimized by PID controller through adjusting 

the control input.  

3.2.2 PID Control parameters 

Proportional, Integral and Derivative terms are the three basic parameters of PID 

controller; these three terms fulfill the different requirements in the control process.  

The implementation of proportional term is to make the reaction to the current 

error occurred in time, let the control effect take place as fast as possible and drive the 

error to the direction of minimization. Change this term will affect the steady state error 

and the dynamic performance.  

The implementation of integral term is to eliminate the steady state error and 

accelerates the movement of the process reaching the reference value. Change this term 

will affect the steady state error and system stability. 

The implementation of derivative term is to improve the system stability and the 

speed of dynamic reaction; it can also predict the future change of the error, so that an 

adjusted signal can be brought into the system before the error goes too large. 

In order to calculate the output of the PID controller, the three terms are summed 

together, which can be expressed as formula (12): 

u(t) = Kpe(t) + Ki ∫ e(τ)dτt
0 + Kd

de(t)
dt

                                        (12) 
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3.2.3 Tuning of PID Control parameters 

For the control process, better performance can be achieved by tuning the control loop, 

which is adjusting the control parameters to satisfy the desired control response. For PID 

controller, each of the three parameters has different effect on system control which is 

summarized in Table 1 from [23] based on the situation of increasing the parameter 

individually. 

Table 2. Effects caused by increasing the PID control parameter individually 

PID control 
parameters 

Rise time Overshoot Settling time Steady state 
error 

stability 

 
Kp 

 
Decrease 

 
Increase 

Small 
Change 

 
Decrease 

 
Reduce 

 
Ki 

 
Decrease 

 
Increase 

 
Increase 

Large 
Decrease 

 
Reduce 

 
Kd 

Small 
Decrease 

 
Decrease 

 
Decrease 

Small 
Change 

Small 
Change 

Therefore, tuning PID control parameters is a complicated process that we have to 

find an optimal way to arrange the values of the parameters for the control response. In 

this thesis, we used Ziegler-Nichols oscillation method, which is introduced by john G 

Ziegler and Nathaniel B. Nichols in the 1940s [24]. 

The strategy of the method is that first set Ki and Kd to zero while Kd as a small 

gain, and then gradually increase the value of Kp  until the value Ko  that caused the 

oscillation of the control output, record the oscillation period Po. Then we can adjust the 

parameters according to table 2. 
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Table 3. Ziegler-Nichols method 

          
Type 

Control 
Parameters 

 
P controller 

 
PI controller 

 
PID controller 

 
Kp 

 
0.5Ko 

 
0.45Ko 

 
0.60Ko 

 
Ki 

 1.2Kp

Po
 

2Kp

Po
 

 
Kd 

  KpPo
8
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4.0  SIMULATION RESULTS  

The response of the control strategies (PID and MPC) used to operate the control valve 

and the pump are evaluated. The measurement of the reaction time (time interval between 

the instant when the change occurs and when the control system will generate a 

corresponding command signal), the settling time (the time required for the response 

curve to reach and stay within a range of 2% of the final value), and the other quality 

indicators are performed. Moreover, an investigation on the difference between the two 

control algorithms is shown. 

For a better comparison of the two control methods (PID and MPC) based on the 

water tank system, three sets of control results were recorded based on the situations 

when the water level in tank 2 increased from 0 to 5 inches, from 5 to 10 inches, and 

increased from 0 to 8 inches then decreased by 4 inches. Two cases of water level 

increase were studied because the water flow from tank 1 into tank 2 is dependent on the 

difference in water level between the two tanks: as larger the difference in level between 

the two tanks, the larger the flow from tank 1 to tank 2. Besides, for each of the three 

cases, we included different time delays in order to observe and compare the robustness 

of different scenarios. The response of the valve and the pump should be prompt and 

efficient. The quality of a controller that operates the valve and the pump is characterized 
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by its ability to react fast to changes of the deviations from the reference water level, and 

to compensate these changes efficiently. 

4.1 MODEL VALIDATION   

As discussed in the previous chapter, for MPC control strategy, we linearized the system 

model and used the state space form to formulate the predictive control problem. 

Therefore, we need to do the review and validation for the process model in order to 

show the exactness of the identified model. As showed in Figure 4, the two models have 

the same validation plot with an acceptable error and a good process model match. 

 

Figure 4. Model validation 
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4.2 INCREASE THE LEVEL FROM ZERO TO FIVE INCHES   

Based on the situation of increasing the water level in tank 2 from 0 to 5 inches, the 

trajectory of the water level and the two statuses of the valve and the pump between two 

tanks are shown from Figure 5 to Figure 7 for comparison between MPC control strategy 

and PID control strategy with different time delays. The signal of the system was 

generated at the time of 10 seconds, so the first 10 seconds were not included in the 

analysis of the system performance. In order to perceive the change of the different 

control strategies as the time delay increased, the case of no time delay affected the 

system was shown first in Figure 5.  

 

 

 

 

 

 

 

 

 

 \ 

In Figure 5, it can be observed that the valve opened at 10 seconds. This instant 

corresponds to the change of the reference value from 0 to 5 inches. The reaction time of 

the control algorithm is instantaneously in the sense that the control algorithm generates a 

Figure 5. MPC and PID control result (0-5 inches, t=0.2s, delay=0) 
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control signal right after the reference level is changed. Both results are expectable and 

after one sampling period, the first updated data of H2 was achieved.  

About 4 sampling periods before water level in tank 2 reached 5 inches, the valve 

started to close proportionally causing the decrease of the flow rate from tank1 to tank2. 

By the time H2 reached the reference level, the valve was fully closed and the whole 

process was stopped. From the trajectory of inputs for both control methods, we can 

observe that during the whole control process, the valve opened and closed in order to let 

and stop the water flow into tank 2 while the pump stayed fully closed. This was because 

both control methods did not exhibit any overshoot during the process control that it was 

unnecessary for the pump to open. 

In this case, the parameters of MPC controller were set as: Prediction horizon=10, 

control horizon=5, weighting coefficientsφ = 1, μ1 = 0.003 and μ2=0.003. The three 

parameters of PID controller are individually set as: Kp=60, Ki=0 and Kd=0. The settling 

time for MPC was 62.4 seconds and for PID control was 66.263 seconds. Both controller 

exhibited good control effect in this situation. 

As the amount of time delay increased, the performance of the water tank system 

was affected, and the change in both control strategies could be recognized. Figure 6, 7, 8 

showed the trajectories of the water level and the two statuses of the valve and the pump 

between two tanks based on different control methods when time delay was set to 5s, 10s, 

and 15s, respectively.  
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Figure 6. MPC and PID control result (0-5 inches, t=0.2s, delay=5s) 

Figure 7. MPC and PID control results (0-5 inches, t=0.2s, delay=10s) 
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4.2.1 Parameters of the control strategies 

The parameters of both controllers for different time delays are set as:  

In Figure 6, when time delay was set to 5s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.01 and μ2=0.01 while for PID were set as: Kp=40, Ki=0 and Kd=30. The settling 

time for MPC was 75.4 seconds with steady state error 0.118, for PID control was 71.63 

seconds.  

In Figure 7, when time delay was set to 10s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficientsφ = 1 , 

μ1 = 0.013 and μ2=0.013 while for PID were set as: Kp=34.8, Ki=0 and Kd=217. The 

settling time for MPC was 86.4 seconds with steady state error 0.191, for PID control was 

80.32 seconds. 
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Figure 8. MPC and PID control results (0-5 inches, t=0.2s, delay=15s) 
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In Figure 8, when time delay was set to 5s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.015 and μ2=0.015 while for PID were set as: Kp=22.8, Ki=0 and Kd=199.5. The 

settling time for MPC was 95.4 seconds with steady state error 0.259, for PID control was 

91.5 seconds.  

4.2.2 The settling time analysis 

As discussed in [25], time delay could affect the system performance such as the 

unsynchronization in the application, efficacy loss and instability. In this thesis, when the 

time delay was increased from 0s to 15s, the system performance changed accordingly. In 

order to make the output of the system satisfy our requirement, we adjusted the 

parameters of both controllers for different cases based on the tuning methods which 

were mentioned in the previous chapter. In the time delay cases, both control methods 

exhibited good control ability and robustness that there were no overshoots (the 

maximum peak value of the output response curve compared to the reference value of the 

system [26]) of the system output and the reaction time of the control algorithm is 

instantaneously in the sense that the control algorithm generates a control signal right 

after the reference level is changed.  

However, compared to the case without any time delay, the settling time of the 

system became much longer, and keep increasing as the time delay increased. As shown 

in Figure 9, the settling time of MPC control method increased from 62.4 seconds to 95.4 

seconds while for PID control method it increased from 66.263 seconds to 91.5 seconds. 

This explains the effect brought by the time delay to the system performance, but we 
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could not tell which controller is more advanced for this system since the differences 

between the settling times are small. 

 

Figure 9. The settling time of the controllers for different delays 
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PD control instead of PID control. On the other side, MPC control strategy used a linear 

process model to approximate the non linear system model and to predict the future 

output; however, there was no integration part inside the linearized model to eliminate the 

steady state error as the time delay increased. 

 

Figure 10. The steady state error of the controllers for different delays 

4.2.4 Summary 

In this situation, when we increased the water level from 0 inch to 5 inches, both control 

methods made the output response reached the desired value within an acceptable time 

and there was no overshoot in any of the cases. However, PID control method showed a 

better control result which did not have any steady state error for the cases of different 

time delays while MPC did. 
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4.3 INCREASE THE LEVEL FROM FIVE TO TEN INCHES   

In this section, we also conducted an experiment to observe the control effects when the 

water level in tank 2 was increased from 5 inches to 10 inches for the purpose of 

comparing the effects of different control strategies, different delays were also included 

in this situation. Moreover, the similarities and differences between the situation of 

increasing water level from 0 to 5 inches and the situation of increasing water level from 

5 to 10 inches will be examined. 

Same as the previous situation, the trajectory of the water level and the two 

statuses of the valve and the pump between two tanks are shown from Figure 11 to Figure 

14 for comparison between MPC control strategy and PID control strategy with different 

time delays. Again, the first 10 seconds were not included in the analysis of the system 

performance. In order to perceive the change of the different control strategies as the time 

delay increased, the case of no time delay affected the system was shown first in Figure 

10, followed by the cases with different time delays as 5s, 10s, and 15s. 
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Figure 11. MPC and PID control result (5-10 inches, t=0.2s, no delay) 
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Figure 12. MPC and PID control result (5-10 inches, t=0.2s, delay=5s) 

0 20 40 60 80 100 120 140 160 180 200
5

6

7

8

9

10

Time/s

W
at

er
 le

ve
l i

n 
ta

nk
 2

 /
 in

ch
es

Output of PID control with sample time 0.2s and delay 5s

 

 
H2

0 20 40 60 80 100 120 140 160 180 200

0

0.5

1

Time/s
S

ta
tu

s

Inputs

 

 
Valve
Pump

0 20 40 60 80 100 120 140 160 180 200

6

8

10

Time/s

W
at

er
 le

ve
l i

n 
ta

nk
 2

 /
 in

ch
es

Output of MPC control with sample time 0.2s and delay 10s

 

 

H2

0 20 40 60 80 100 120 140 160 180 200

0

0.5

1

Time/s

S
ta

tu
s

Inputs

 

 
Valve
Pump

0 20 40 60 80 100 120 140 160 180 200
5

6

7

8

9

10

Time/s

W
at

er
 le

ve
l i

n 
ta

nk
 2

 /
 in

ch
es

Output of PID control with sample time 0.2s and delay 10s

 

 
H2

0 20 40 60 80 100 120 140 160 180 200

0

0.5

1

Time/s

S
ta

tu
s

Inputs

 

 
Valve
Pump

Figure 13. MPC and PID control result (5-10 inches, t=0.2s, delay=10s) 
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4.3.1 The settling time analysis 

The settling time of the two controllers based on the four cases of this situation are shown 

in Figure 15, which indicates that the velocity of increasing water level from 5 inches to 

10 inches is much slower than that of increasing water level from 0 to 5 inches.  

As we can see from Figure 15, the settling times for both controllers were much 

larger than that in the cases of previous situation. For MPC, the settling time ranged from 

85.6seconds to 144.4 seconds while for PID ranges from 89.23 seconds to 115.4 seconds. 

This result is expected because the initial water level in tank 2 increased by 5 inches as 

compared to the previous situation, and the level difference between the two tanks 

became smaller, then according to equation (3), the flow rate from tank 1 into tank 2 

decreased. Subsequently, the time for the water in tank 2 to reach the reference level 

became much longer compared to the cases of previous situation. 
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Figure 14. MPC and PID control result (5-10 inches, t=0.2s, delay=15s) 
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Figure 15. The settling time of the controllers for different delays 

4.3.2 The steady state error analysis 

Similar to the previous situation, the response curve of MPC control method started to 

have steady state error for the cases that system included time as shown in Figure 16, it 

increased from 0 inch to 0.118 inches while PID control method showed no steady state 

error. 
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Figure 16. The steady state error of the controllers for different delays 

4.3.3 Summary 

To show the difference of the settling time between this situation and the previous one is 

the reason that we conducted this set of experiment. As a result, it proved that the control 

methods that we used for this system well satisfied the real physical situations. 

For the performance of the control strategies, both made the output response 

reached the desired value within an acceptable time and there was no overshoot in any of 

the cases. Still, PID control method showed a better control result which did not have any 

steady state error for the cases of different time delays while MPC did. 
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4.4 INCREASE THE LEVEL FROM ZERO TO EIGHT INCHES THEN 

DECREASE TO FOUR INCHES  

In order to better observe the control effects and compare the robustness of the two 

control strategies based on the dynamic process, we conducted another set of experiments 

that we increased the water level in tank 2 from 0 inch to 8 inches first, and then after it 

reached the reference level, we changed the reference water level to 4 inches. The 

trajectory of the water level and the two statuses of the valve and the pump between two 

tanks are shown from Figure 17 to Figure 20 for comparison between MPC control 

strategy and PID control strategy with different time delays. Again, the first 10 seconds 

were not included in the analysis of the system performance. 

             During the dynamic process, unlike the previous situations, the water was drained 

from Tank 2 to Tank 1 from 8 inches to 4 inches. The flow rate of the water out of Tank 2 

was controlled by the pump and was a constant value as there was no gravity effect 

between the different levels and the pump can only operate in on/off mode. To be noticed 

is the flow rate generated by the pump was much higher than that generated by the valve 

using the difference in water level. 
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Figure 17. MPC and PID control result (0-8-4 inches, t=0.2s, no delay) 
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Figure 18. MPC and PID control result (0-8-4 inches, t=0.2s, delay=5s) 
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Figure 19. MPC and PID control result (0-8-4 inches, t=0.2s, delay=10s) 
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Figure 20. MPC and PID control result (0-8-4 inches, t=0.2s, delay=15s) 
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4.4.1 Parameters of the control strategies 

The parameters of both controllers for different time delays are set as:  

In Figure 17, when there was no time delay, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.007 and μ2=0.014 while for PID were set as: Kp=110, Ki=0 and Kd=0. 

In Figure 18, when time delay was set to 5s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.01and μ2=0.0005 while for PID were set as: Kp=58.2, Ki=0 and Kd=189.15. 

In Figure 19, when time delay was set to 10s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.014 and μ2=0.0001 while for PID were set as: Kp=31.2, Ki=0 and Kd=195. 

In Figure 20, when time delay was set to 15s, the parameters of MPC controller 

were set as: prediction horizon=10, control horizon=5, weighting coefficients  φ = 1 , 

μ1 = 0.016 and μ2=0.0001 while for PID were set as: Kp=20.7, Ki=0 and Kd=194.0625. 

4.4.2 The overshoot and settling time analysis 

In this situation, we will divide the whole system process into increasing water level part 

and decreasing water level par in order to do the analysis separately. The increasing 

settling time of the two controllers based on the four cases of this situation are shown in 

Figure 21 while the decreasing one is shown in Figure 22.  
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As we can see from Figure 21, during the increasing processes of the water level 

based on the four cases of time delay, both control strategies had no undershoot and it 

took the two controllers almost the same period of time to control the water level in tank 

2 reach the certain range of the reference level. For MPC, the settling time ranged from 

113.8 seconds to 142 seconds while for PID ranged from 106.8 seconds to 147 seconds.  

 

Figure 21. The increasing settling time of the controllers for different delays 

For the decreasing process, to be noticed is that the PID control output response 

curve stared to have undershoot as showed in Figure 22, which caused the valve between 

the two tanks opened again to let the water flow from tank 1 to tank 2 when the pump 

was closed. This compensation process largely increased the settling time, so as Figure 

23 showed, the settling time of PID control method ranged from 22.7 seconds to 40.7 

seconds while ranged from 22.4 to 23.6 seconds of MPC control method.  

As a result, MPC controller took much less time than PID controller in controlling 

the pump to drain the water from tank 1 to tank2 in order to reach the lower reference 

water level without any undershoot. 
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Figure 22. The decreasing undershoot of the controllers for different delays 

 

 

Figure 23. The decreasing settling time of the controllers for different delays 
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4.4.3 The steady state error analysis 

By using the same method of analyzing the overshoot and settling time of this situation, 

we also divided it into increasing water level process and decreasing water level process 

in order to study the steady state error for both controllers based on different time delays 

in these two processes. 

In Figure 24, similar to the previous situations, during the process of increasing 

the water level, after the system reached a steady state, the response curve of MPC 

control method started to have steady state error, and increased from 0 inch to 0.337 inch 

as the time delay added to the system increased from 0s to 15s. On the other hand, the 

response curve of PID control method didn’t have any over shoot during this process. 

After we changed the reference level into a lower one, the system process was 

changed accordingly; the response curves of both controllers started to have steady state 

error and increasingly changed as the time delay increased. MPC has the range from 

0.131 inch to 0.237 while PID has the range from 0.156 inch to 0.19 inch as shown in 

Figure 25. 
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Figure 24. The steady state error of the controllers for different delays when increasing the water level 

 

 

Figure 25. The steady state error of the controllers for different delays when decreasing the water level 
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4.4.4 Summary 

In this situation, we made a change of the reference level during the system process, 

during the increasing process, both control methods made the output response reached the 

desired value within an acceptable time and there was no overshoot in every case. Similar 

to the precious cases, MPC had steady state error while PID did not. However, during the 

decreasing process, MPC exhibited a good robustness of being able to withstand the 

changes in the process based on different time delays with a stable settling time, 

acceptable steady state error and no undershoot, PID control response started to have 

undershoot that largely affected the settling time of the system as well as the steady state 

error. 

Therefore, MPC control method showed it advance in capturing the dynamic 

change during the system process over PID control method. 
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4.5 EVALUATION OF THE EXPERIMENT  

In this experiment, MPC controller used an internal linear model of the water tank system 

as the process model to predict the future output and generate the control signals after 

performing the mentioned optimization algorithm. PID controller was applied to the 

original non-linear model of the water tank system. 

From the comparison of the output response based on two control strategies, the 

control effects of both controllers were similar in terms of settling time and overshoot for 

the situations in which the water level in tank 2 was only increased to a reference level 

without any future change. However, regarding the accuracy of the output response, PID 

control method showed better results than MPC without having any steady state error. 

This was because the original non-linear model used by PID strategy included an 

integration part that eliminated the steady state error for the control response while the 

process model used by MPC strategy still had some mismatch compared to the original 

model 

When the system dynamic was changed during the operation that the water in 

tank 2 was drained by the pump to reach the new reference level after reaching the old 

one, PID control method exhibited considerable undershoot which caused the valve to be 

opened subsequently after the pump was fully closed in order to compensate for the level 

difference. Moreover, the output response under PID control method started to have 

steady state error as the time delay increased after the system was undisturbed. On the 

other hand, MPC showed a good robustness towards the dynamic change and the time 

delay by not having any undershoot and having acceptable steady state error. This was 

because during the dynamic process, the system model was linearized along the reference 
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trajectory every 1 inch the water level changed, which was more accurate than a 

linearization only at one operation point and allowed the MPC controller to capture the 

dynamic properties better than PID.  

This comparison between the MPC algorithm and PID yields the former more 

attractive because of the capability of prediction as it stored a linear internal model 

representation of the system to be controlled. Moreover, MPC is more robust to multiple 

changes in the system dynamics and the varying time delay. PID would need adjustment 

of its parameters for any of the changes during the system operation. 
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5.0  CONCLUSION  

The analysis of the experiment performed in this thesis shows the application of the water 

level control in a two-tank closed loop system, whose performance is investigated for 

evaluating the quality of the control relative to the two proposed control algorithms, 

Proportional Integrate Derivative method and Model Predictive Control method.  

A nonlinear model representing the water tank system was implemented for the 

two controllers in order to interpret the discrete control mechanism.  The parameters of 

both controllers for different situations were adjusted such that the dynamic process of 

the system yielded the reference one. 

 Based on the comparison of the two control methods, the process model MPC 

used to represent the system enables MPC controller to predict the state of the plant 

during the dynamic operation, which is particularly attractive as compared with PID 

because the dynamics change as the water level changes in the tanks, and a corresponding 

linearized model of the water tank system can be used in real time by the MPC. However, 

the PID controller needs to have its parameters adjusted for “optimal” performance for 

every different case or when the dynamics of the system are altered by the level change. 

This may be inconvenient when the time delays or the plant dynamics change during 

operation. 
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To be noticed that the state space representation of the water tank system in (8) 

also has the dynamics of the water level in tank 1 included. This is mainly for the MPC to 

account for the level change in tank 1 in order to use this information to estimate the flow 

from tank 1 into tank 2, and finally to generate the corresponding control signal. 

However, more investigation is needed to study this behavior for improving the 

performance of the closed loop control system.  

The future of MPC technology is bright because of its wide application in 

process industry. For the purpose of dealing with the more complex situations, we may 

improve the MPC control strategy by using multiple objective functions, predicted 

reference value, and nonlinear process models in order to better handling the dynamic 

process. 
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