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THE EFFECT OF STUDENT-DRIVEN PROJECTS ON THE
DEVELOPMENT OF STATISTICAL REASONING

Melissa M. Sovak, PhD

University of Pittsburgh, 2010

Research has shown that even if students pass a standard introductory statistics course, they
often still lack the ability to reason statistically. Many instructional techniques for enhancing
the development of statistical reasoning have been discussed, although there is often little
to no experimental evidence that they produce effective results in the classroom.

The purpose of this study was to produce quantitative data from a designed comparative
study to investigate the effectiveness of a particular teaching technique in enhancing students’
statistical reasoning abilities. The study compared students in a traditional lecture-based
introductory statistics course with students in a similar introductory course that adds a
semester-long project. The project was designed to target three main focus areas found in
an introductory statistics course: (i) distributions, (ii) probability and (iii) inference. Seven
sections of introductory statistics courses were used. One section at each level served as an
experimental section and used a five part project in the course curriculum. All other sections
followed a typical introductory curriculum for the specific course level.

All sections involved completed both a pre-test and a post-test. Both assessments were
designed to measure reasoning ability targeted by the project in order to determine if using
the project aids in the increased development of statistical reasoning.

Additional purposes of this research were to develop assessment questions that target
students’ reasoning abilities and to provide a template for a semester-long data analysis

project for introductory courses.

Analysis of the data was completed using methods that included ANCOVA and contin-

v



gency tables to investigate the effect of the project on the development of students’ statistical
reasoning. A qualitative analysis is also presented to provide information on aspects of the
project not covered by the quantitative analysis.

Analysis of the data indicated that project participants had higher learning gains overall
when compared with the gains made by students not participating in the project. Results
of the qualitative analysis also suggest that, in addition to providing larger learning gains,
projects were also enjoyed by students. These results indicate that the use of projects are a

valuable teaching technique for introductory statistics courses.
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1.0 INTRODUCTION

Statistics education has long sought to provide reasonings on why students seem to miss big
ideas in statistics and fail to be able to apply their knowledge to real world problems. In
recent years, there has also been an attempt to not only identify why students have trouble
comprehending and using statistical knowledge, but also to establish learning techniques that
better equip students to develop statistical reasoning and to be able to apply this knowledge
outside of the statistics classroom. Research into the area of learning techniques, however,
is sometimes largely based on anecdotal studies, where authors recount their own experience
with certain techniques in their own classrooms without providing any statistical evidence
to support the success of the technique.

One such technique suggested to improve student learning is the use of a project. This
technique comes in a variety of forms and has been suggested by a number of researchers.
However, again, no quantitative evidence has been provided to show the positive effects
of the project on students’ understanding of statistical material. Producing quantitative
experimental results to strengthen the qualitative claims made by other researchers is the

purpose of this study.

1.1 PURPOSE OF STUDY

The purpose of this study is to address whether or not a semester-long, student-driven data
anaylsis project enhances students’ reasoning in the areas of distribution, probability, and
inference.

The following research questions will be studied:



1. Does a student-driven project with interspersed feedback from the instructor have a
significant impact on students’ conceptual understanding of distributions, probability,
and inference?

2. What differences in the understanding of distributions, probability, and inference are
there between students whose interaction with these topics occurs through a lecture,
recitation, homework format and students whose interaction with these topics includes
lecture, recitation, homework and student-led projects?

3. Are students who participate in the lecture, recitation, homework, plus project format
better equipped to articulate statistical knowledge than students whose training does not

involve a project?

1.2 CONTRIBUTION TO THE FIELD

There are three major contributions to the field of statistics education made by this study.
First, it aims to provide quantitative data obtained from a designed comparative study on
the effect of the use of projects in an elementary statistics course. While the use of projects
has been extensively discussed by other authors, no quantitative data has been provided to
verify that projects have a positive effect on students’ learning. This study not only attempts
to provide quantitative data to show the effect of projects, but also to provide information
for instructors on what types of learning gains they can expect to see from students if they
incorporate a project into their course.

Second, the study provides a template for a semester-long project in an elementary
statistics course. The project protocol developed for this study seeks to incorporate all
the major themes covered in an elementary statistics course. It also provides instructors
with a grading scheme designed to reward students for developing statistical reasoning and
connecting ideas in statistics as well as connecting statistical ideas to the larger context of
the problem.

Finally, the study provides two assessment forms designed to assess statistical reasoning

abilities. These forms focus on three key areas: displays and descriptives, classification of



variables and inferential test selection. Because the questions on the forms require students
to interrelate knowledge about types of variables, relationships between variables and other

statistical information, they go beyond basic statistical literacy questions to assess reasoning

skills.

1.3 LIMITATIONS OF STUDY

Several limitations should be considered as they pertain to this study. The sample chosen
for this study was considered to be the most generalizable group available to the researcher
at this academic level. However, this sample of students may not be entirely generalizable
to students at other institutions or with different academic interests.

Second, the sample size may not be of an appropriate size to produce results of sufficient
accuracy concerning the effect size. It also may not be large enough to produce the classi-
cally accepted power for statistical anaylsis. Also, the percentages of students participating
in each assessment and who completed both assessments varied. Table 1 shows the various
percentages for participation for each course. As shown, the percentages for each section
vary to a certain degree, with percentages for post-test participation consistently lower than
pre-test participation. Also, percentages for students who completed both assessments is
consistently lower than students completing just one form. Percentage of students partic-
ipating is also listed in Chapter 4 when sample sizes differ from those shown in the table
below. Also, Table 1 shows the time of each course section (day or night). At the STAT 1000
level, both sections were day sections. At the STAT 0200 level, the traditional and project
sections were both night sections, while the Big Picture sections were all day sections. This
difference should be noted since there may be differences between students who take day
courses and students who take night courses. However, at each level, the project group and
the traditional control group are directly comparable because they occur at the same time.

Finally, there may be variables that produce differences that were not measured in this
study. Variables considered in this study included pre-test score, post-test score, difference

of scores, year level of student, prior experience of student and instruction method. Other



variables may also influence the outcome, but were not considered.

Section

1

2
3
4
)
6
7

Course Level

STAT 1000
STAT 0200
STAT 0200
STAT 0200
STAT 0200
STAT 0200
STAT 1000

Group
Experimental
Experimental

Control (Big Picture)
Control (Big Picture)
Control (Big Picture)

Control

Control

Time
Day
Night
Day
Day
Day
Night
Day

Pre-test
98.9%
90.0%
95.0%
74.7%

100%
74.7%
79.5%

Post-test
82.0%
57.5%
83.3%
68.1%
95.4%
68.7%
69.3%

Both
78.7%
50.0%

5%

60.4%
89.5%
56.6%
53.4%

Table 1: Percentage of Students Participating for Each Course Section

This dissertation is organized into five chapters. Chapter one provides a motivation for the
research, an overview of the study, its contributions to the field, and a discussion of the study.
Chapter two reviews prior research into statistics education, including research about the
three core reasoning areas of the project. It also focuses on pedagogical theory surrounding
the use of projects in the classroom. Chapter three contains information about the methods
used to analyze the data and why these methods were chosen. Chapter four presents the

results of the analyzed data. Chapter five contains a discussion of the research findings, the

1.4 ORGANIZATION OF THE DISSERTATION

implications of these findings and directions for future research studies.




2.0 LITERATURE REVIEW

2.1 STATISTICAL REASONING

In the last 20 years, the number of statistics courses taught on college campuses around the
United States has risen dramatically. Many of these courses are designed to give students
of varying backgrounds a basic understanding of statistical concepts. Despite a strong push
to integrate statistics and probability into the K-12 classroom, these introductory courses
are often a student’s first formal experience with statistics. Therefore, there has been a

significant amount of literature produced concerning statistics education at the college level.

Prior to advancements in technology such as the graphing calculator and the personal
computer, introductory statistics courses were primarily focused on teaching students how to
perform calculations. However, with advancements in technology, this is no longer necessary
in statistics courses of today and so the focus has shifted from learning how to complete
complex calculations to learning how to reason statistically. This shift in the classroom has
caused a shift in the focus of statistical education research. Much of the research deals with
the educational issues that arise when educators try to teach abstract concepts and students

try to learn them [7].

Since the focus of research has shifted, it has become increasingly important to define
what is meant by statistical reasoning and how it differs from statistical literacy and statis-
tical thinking. Several studies attempt to define differences among the three; however, many
authors still use these terms interchangeably. In recent years, there has been a considerable
effort made to agree on definitions for these terms. The following definitions are the result

of several papers written on the subject.



e Statistical literacy encompasses basic and important skills including being able to orga-
nize and display data appropriately and work with different data representations as well
as understanding concepts, vocabulary and symbols [7]. It also includes the ability to
interpret, evaluate and communicate statistical information and arguments [27].

e Statistical reasoning requires interpreting summaries or representations of data and in-
volves connecting one concept to another or combining ideas. “Reasoning means under-
standing and being able to explain statistical processes and being able to fully interpret
statistical results” [7] (pg. 7).

e Statistical thinking involves understanding the “big ideas” of statistics. It consists of
an understanding of how and why statistical investigations are conducted. Thinking
statistically involves keeping in mind a constant relation to the context of the problem
and being able to interpret conclusions in non-statistical terms as well as being able to

see the complete process with constant revisions for each component part [7, 15].

Despite these well-formed definitions, there are still differing opinions on how they re-
late to each other. Several authors employ the model described by Figure 1 where these
three concepts overlap each other, but also have distinct parts. This model maintains that
each domain has independent content from the other two, while there is also some overlap
[22]. Other researchers feel that statistical reasoning and thinking are completely subsets
of statistical literacy. This model is represented by Figure 2. This viewpoint suggests that
reasoning and thinking are not independent from literacy and are, in fact, subgoals within
the development of the all-encompassing goal of statistical literacy [22].

In either model, the concepts overlap in some way and this leads to differing use of the
terms. In any case, recent studies focus their attention on the issues of developing statistical
reasoning.

An alternative perspective on how to view the differences among literacy, thinking and
reasoning was provided in 2002 by delMas [22]. He suggested that what sets the three do-
mains apart are tasks rather than statistical content. His commentary provided the following
categorization of tasks into the three domains, as seen in Table 2. This perspective provides
a distinct view of each of the three domains without having significant overlap and thus

alleviates problems separating each domain into distinct learning goals.
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BASIC LITERACY | REASONING | THINKING
Identify Why? Apply
Describe How? Critique
Rephrase Explain Evaluate
Translate (the process) Generalize
Interpret
Read

Table 2: Categorization of tasks into the three domains

2.2 RESEARCH INTO STATISTICS EDUCATION

Early studies in statistics education concentrated on understanding how students reason
in the areas of probability and statistics - specifically, how people make judgments under
uncertainty. This work is best represented by Kahneman, Slovic, and Tversky’s (1982)
book, Judgment under Uncertainty: Heuristics and Biases [42]. Much of the work included
in this book deals with behaviors exhibited while reasoning about statistical situations, and
in many cases demonstrates specific errors made while reasoning about these situations.
This work determined that people rely on a limited number of heuristic principles which
aid in reducing the complex tasks required in statistical reasoning, but which can also lead
to serious errors. Two of the heuristics that were identified as a result of this work were
representativeness and availability. The representativeness heuristic is typically used when
individuals are presented with probabilistic questions and states that people tend to make
decisions about the probability of that event occurs based on how similar the event is to the
distribution from which it is drawn [70]. For example, an individual would decide that the
sequence of coin flips H H T H H H is not likely because it does not contain 50% heads.
The availability heuristic states that people tend to assess the probability of an event by
determining how easily they can provide examples of the event occurring [42]. For example,

people may base their assessment of the probability of a middle-aged person having a heart



attack on how many middle-aged people they knew who had heart attacks. This research
paid little attention to the realities of everyday problem solving and classroom learning;
however it provided a foundation for constructs that could be applied in a more practical

setting.

In the mid-to late-1980s researchers started to become interested in confirming and un-
derstanding how to correct the misconceptions found in Kahneman and Tversky’s earlier
work. Two experiments were conducted by Pollatsek, Konold, Well, and Lima (1984) [65] in
which they used one particular type of assessment question that Kahneman and Tversky had
used when identifying the representativeness heuristic. In the first experiment, students were
asked to determine the average for a sample given the population mean and the first value
from the sample, then asked what they expected the average for the remaining students in
the sample to be. In the second experiment, interviewers suggested alternative solutions to
the questions to the students in order to assess how strongly students held to their original
answer. The alternative solutions also were suggested to students in order to probe further
what kind of reasoning the students were using. In the study, Pollastek et. al. put forth
their own model to classify the reasoning students were using, but, concluded that the ev-
idence did not support their model, and that students’ reasoning was consistent with the
representativeness heuristic proposed by Kahneman and Tversky. One of the implications
from this study was that “since students’ actual heuristic, representativeness, is so different
in form from the appropriate mechanistic belief, it may not be easy...to effect any lasting

change in students’ beliefs” [65] (pg. 401).

In 1986, Fong, Krantz and Nisbett [26] experimented to determine how well statistics
students could handle questions presented to them outside of a classroom context. Specifi-
cally, Fong et. al. wanted to determine whether the level of statistical training affected the
statistical “quality” of the responses to the questions. For this study, statistical quality was
defined as how much formal statistical reasoning was used to answer the assessment ques-
tions. Fong et. al. selected students at random from a college-level introductory statistics
course; half of the students were tested during the first week of the semester and the other
half were tested during the last week of the semester. Students were contacted outside of

the context of the course and asked questions in the framework of a sports issues survey.



The conclusion from the study was that whereas statistical training did have some effect on
the statistical quality of the responses to some questions, it played no role in the statistical
quality of the responses to half of the questions. The results of their work suggested that
formal statistical training did not necessarily guarantee a higher level of statistical reasoning
skills [54].

In 1989, Konold [44] tested his model of statistical reasoning, called the “outcome ap-
proach,” against the representativeness heuristic. His results suggest that there were “addi-
tional misconceptions that ought to be taken into account” (p. 93). In the study, Konold
observed that students used casual, informal experiences without applying any mathematical
model to reason about probability questions. Konold used these results to demonstrate that,
whereas Kahneman and Tversky’s work was a start to understanding student misconceptions,

there was more to be understood.

After these studies in the 1980s, research began to evolve to match the new reform
movement in statistics instruction. By the 1990s, many textbooks and classroom curricula
were focusing more on reasoning about data and less on memorizing and working with
formulas. This brought about a new focus in research where the motivation was now to
document students’ strengths and weaknesses under the reformed curriculum and to evaluate

specific instructional instruments [54].

In 1991, Garfield and delMas [32] used a three-stage model to develop and evaluate an
instructional unit on probability. The first stage attempted to identify misconceptions; the
second stage involved the development of an instructional approach based on a theory or
model of learning; the third stage was assessment. During the study, students were given
a pre-test on probability at the start of an introductory course, then given a post-test on
probability at the end of the course. The study showed that, while students showed an
overall increase in correct responses, they still maintained particular misconceptions after
instruction.

Other studies from this time period focused on evaluating various new teaching tech-
niques. Several studies by Cohen and various colleagues [16, 17, 18] tested whether or not
students’ conceptual understanding of statistics was affected by the use of a software pack-

age. While the results showed that students who used the software package exhibited greater

10



learning gains than students who did not, students who had used the software only scored
57% correct on average on the post test. This demonstrated that the students’ ability to

reason statistically left much room for improvement.

More recent research has focused on how students develop statistical reasoning skills. One
specific hypothesis for these studies was that students develop better statistical reasoning if
they are exposed to statistics through exploratory data analysis (EDA). EDA is an approach
to teaching statistics that employs open-ended questions with an emphasis on interpreting
graphical displays in order to develop students’ ability to analyze and explore data [6]. Re-
search has been done involving several teaching experiments which used EDA as the primary
method of instruction. Ben-Zvi [6] studied two above-average seventh grade students in an
EDA classroom. The development of the students’ reasoning was tracked over two and a
half months using video recordings, classroom observations, interviews and assessment of the
students’ notebooks. The results of the study showed that students develop their reasoning
by working with the ideas related to the philosophy of an EDA environment, including col-
lecting data, making hypotheses and formulating questions. A similar study was completed
by Groth in 2003 [35]. This study sought to explore the defining characteristics of different
patterns of high school students’ statistical thinking while collecting, describing, organizing,
representing, and analyzing data. The study was able to identify patterns of responses that

matched with levels of sophistication previously described by other researchers.

Another focus of an EDA classroom has been to involve more technology. This is reflected
in two of Biehler’s 1997 studies [8]. In these studies, students in a data analysis course used
a software tool throughout the course and also to complete a data analysis project at the end
of the course. In this study, Biehler was able to identify difficulties that students encounter

in a data analysis course more extensively.

Another study by Lovett [54] sought to use EDA to understand students’ learning pro-
cesses and improve their statistical reasoning through the use of new instructional tools. The
study followed students through a lecture-based course with weekly lab activities completed
using technology. The lab activities consisted of students using commercially available statis-
tics packages to complete data analysis. The study provided insight concerning the design of

computerized learning activities for students. Because the study’s researchers were comprised
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of cognitive psychologists, statistics instructors, educational researchers, and instructional
technologists, the study was also able to offer insight from many different perspectives on
how students learn effectively.

In summary, most of the work in the seventies, eighties and early nineties focused on
reasoning in probability situations. The research from the 1970s focused on the theoretical
aspects of misconceptions in statistical reasoning. The research from the 1980s focused
primarily on testing the theories of how these misconceptions arise while documenting the
abilities of statistics students. Finally, the research in the early 1990s focused on documenting
students’ difficulties in statistical reasoning. More recent research has focused primarily on

the effects of EDA in the classroom.

2.3 REASONING ABOUT DESCRIPTIVES AND DISTRIBUTION

The concept of distribution is one of the first topics introduced in an introductory statis-
tics course. Many researchers argue that without this concept, students cannot properly
describe and summarize data [34, 59]. There are two main types of distributions, empirical
and theoretical. “Empirical distributions are the foundation of students’ work in an introduc-
tory statistics course” [34] (p. 167). Several researchers have studied students’ conceptual
understanding of distribution.

In 1995, Mokros and Russell [59] completed a study on elementary school students to
determine how they develop the notion of average. They found that until students can think
of a data set as a unit rather than a series of individual values, it cannot be appropriately
described and summarized. They also found that until the data sets can be viewed as a
whole, averages cannot make sense.

A similar view was shared by Bakker and Gravemeijer [4] who developed the structure
seen in Table 3.

The structure can be read both upwards and downwards with the upward perspective
representing the typical reasoning pattern for novices in statistics [4]. Students also need a

downward perspective so that they can sensibly choose between measures. In their study,
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distribution

(conceptual entity)

center spread density skewness
mean, median, range, standard (relative) position majority
midrange, ... deviation, frequency, of data
interquartile majority, quartiles
range, ...
data

(individual values)

Table 3: Between data and distribution

Bakker and Gravemeijer hoped to answer the question of how students develop a notion of
distribution by observing four different seventh grade classrooms in the Netherlands over
the course of a year. Using a specifically designed series of interactive web applets, the
researchers were able to track how students develop reasoning about distributions. The re-
searchers demonstrated that by asking students to move back and forth between interpreting
distributions and constructing distributions, students were able to represent many elements
of distributions through graphs. They determined that using graphs was a very effective tool

in developing students’ conceptual understanding of distribution.

Several other studies have also advocated that graphical representations help students
to reason about distributions. Some of this research has focused on difficulties that students
encounter when using graphs to learn about data sets [10, 43, 77]. Bright and Friel [10]
documented students’ confusion between differences in bar charts and histograms, which lead
them to try to describe shape, center and spread of bar graphs or to confuse the meaning of
bars in a histogram. Wild and Pfannkuch [77] along with Konold and Pollatsek [43] found

that students often use graphs as illustrations rather than as tools to learn about a data set.

More recent research has recommended that the instructional focus shift from drawing

various kinds of graphs to learning graphing skills for the purposes of detecting patterns,
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working with hypotheses and making sense of the data. In 2005, Pfannkuch [64] studied Year
11 students’ assessment responses as they learned about comparing boxplots. The students
were also introduced to back-to-back stem-and-leaf plots, but, as the study found, students
tended to reason only with the boxplot representation. When using the stem-and-leaf plots,
students tended to reason as if there were no underlying data. This study suggests that the
educational practice of teaching multiple graphs may not help students learn to reason about
data, but that focusing on particular graphs does aid students in their reasoning about data.

In a study done by delMas, Garfield and Ooms [19], college students were tested on
their literacy and reasoning involving graphical representations. The researchers analyzed
student performance using a series of multiple-choice items. They also found that college
students confused bar graphs and histograms and attempted to estimate shape, center and
spread when it was inappropriate. The researchers additionally identified other errors made
in reading and interpreting these types of graphs. Based on these difficulties, the researchers
questioned whether students should even have exposure to graphs other than dotplots and
boxplots. However, after extensive conversations with colleagues, it was determined that the
need for histograms in the curriculum was vitally important, especially for learning about
large data sets.

In summary, after several studies, it has been shown that to clearly understand descriptive
measures of a data set, and hence a data set overall, it is important to have a clear concept of
distributions. Graphical representations of the data are a good tool to help students better

understand the concept of distributions.

2.4 REASONING ABOUT PROBABILITY

Several researchers have documented and studied reasoning and difficulties in reasoning
about probability. Early work in this area by Kahneman and Tverksy was discussed above.
Their work presented heuristics that people use to make probabilistic judgments. These
heuristics are based on a collection of intuitive assessments and often violate traditional

probability rules used to correctly analyze problems. In 1983, Nisbett, Krantz, Jepson and
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Kunda [62] made the argument that people can analyze a situation probabilistically with
little formal training when both the sample space is easily recognizable and the role of
chance is prominent in the problem. In contrast to this, however, Kahneman and Tversky
showed that even people with considerable training in probabilistic models can be led to

apply intuitive assessments even when they know situations call for probabilistic analysis.

In 1989, Konold [45] expanded on the heuristics described by Kahneman and Tversky’s
work. The purpose of his study was to show that errors in how people reason when uncer-
tainty is present include both the application of intuitive assessment as well as analyses based
on confusion of what is being asked. In his study, Konold proposed the “outcome approach”.
In this model, the goal in dealing with uncertainty is merely to predict the outcome of the
next single trial. For example, given an irregularly shaped bone to roll and asked which side
was most likely to land upright, most participants interpreted the question as asking for a
prediction of the outcome of the next trial. These same participants tended to evaluate their
answer as correct or incorrect based on only one trial. Konold concluded, on the basis of his
study, that the heuristics presented by Kahneman and Tversky were not enough to capture
the reasoning behind particular errors that are made when reasoning about probability, and

that the outcome approach could provide further explanation on different sets of errors.

In 1993, Konold, Pollatsek, Well, Lohmeier and Lipson [46] argued that there was sense
in both Kahneman and Tversky’s theories on natural assessment as well as Nisbett, et. al.’s
claims that reasoning can develop with little formal training. They asserted that a typical
person has knowledge about many uncertain situations, but that the knowledge that they
have is incomplete and not integrated. Because of this, a person may appear to reason
correctly in one problem, but in another problem, this same person may reason in ways that
violate probabilitistic theory. They concluded that painting a picture of how students reason
about chance was not simple because students bring a variety of beliefs and perspectives into
the classroom. They suggested that specific problems needed to be developed to discriminate

between individuals who reason according to specific heuristics.

More recent research into reasoning about probability models has focused on specific
teaching techniques or the development of specific problem types. For example, Rossman

and Short [68] advocate that there is still a place for teaching conditional probability in
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reformed statistics education and present a variety of realistic examples that can be used.
They maintain that the introduction of conditional probability is an important concept to aid
in clarification of statistical inference, and should not be omitted from introductory statistics
courses. A similar study was completed by Warner, Pendergraft and Webb [75]. Since many
students have no formal experience with probability concepts, the authors encouraged the
use of Venn diagrams in the guise of pizzas to facilitate students’ understanding of probability
theory. They maintain that using this form that is more familiar to students allows them
to discover advanced probability topics in a familiar setting. There are several studies of
this nature concerning the best way to introduce probability concepts. Many researchers,
however, do not focus specifically on reasoning about probability because these topics are

sometimes discouraged in introductory statistics courses under the reformed curriculum.

2.5 STATISTICAL INFERENCE

Statistical inference is formally defined by the Collins English Dictionary [12] as “the theory,
methods, and practice of forming judgments about the parameters of a population, usually
on the basis of random sampling.” Statistical inference should move beyond the data to draw
conclusions about a wider universe while taking variation into account and remembering that
conclusions are uncertain [60]. Much of the research on statistical reasoning has focused on
students’ difficulties in understanding and using statistical inference.

An early study completed by Oakes [63] provides a context for several more recent studies.
In Oakes’ study, 70 academic psychologists were surveyed with an instrument consisting of six
true-false items associated with a problem scenario reporting statistically significant results.
Each of the six statements were incorrect interpretations of statistical significance. Despite
this, more than half of the 70 psychologists thought at least half of the statements were
true and only three correctly marked all statements as being false. In the second half of the
exercise, participants were asked to select from a list the interpretation of a p-value that they
typically use. Only eight of the 70 respondents wrote a correct interpretation. The study

provided evidence that many of the participants misinterpreted the meaning of statistical
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significance.

A similar study was completed by Falk and Greenbaum [24] using items similar to those
used by Oakes. This study focused on university students with two previous statistics courses
and gathered the students’ interpretations of the items. In one of the courses taken, students
read a paper warning readers about common difficulties with interpreting statistically signif-
icant results. Despite reading this paper, only seven of the 53 respondents chose the correct
option stating that all statements were false. Falk and Greenbaum concluded that merely
citing or warning students of common misconceptions is insufficient to help them overturn
them.

In 2002, Haller and Krauss [36] replicated Oakes’ study across six German universities.
The sample consisted of methodology instructors, scientists from non-methods courses and
psychology students. Results from this study showed that 80% of instructors, 89.7% of
scientists and 100% of students selected true for at least one misinterpretation of the p-
value. Based on these results, Haller and Krauss concluded that students are not the only
ones with misconceptions, but that these misconceptions are often shared by instructors as
well.

A study by Vallecillos and Holmes [74] focused on students’ understanding about “prov-
ing” the truth or falsity of statistical hypotheses. Over 400 students from varying back-
grounds were surveyed with 20 true-false items. The results showed that nearly a third of
responses reflected that students believed that significance tests definitively proved the truth
or falsity of the null or alternative hypothesis.

Additional misconceptions were discovered in 1997 by Wilkerson and Olson [78]. They
surveyed graduate students with a six-item questionnaire. The focus of the study was
whether interpretations of significance tests reflected an understanding of the relationship be-
tween treatment effects, sample size, and Type-I and Type-II error. Results from this study
suggested that the impact of sample size on treatment effects was not well understood.

Additional misunderstandings were highlighted in two studies done by Williams [79, 80].
In the first of these studies, Williams identified several sources of students’ misunderstand-
ing of p-values. In the latter study, Williams interviewed eighteen introductory statistics

students to explore their conceptual understanding of significance using concept-mapping.
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In the concept-mapping portion, students arranged concept labels on a page and were re-
quired to provide the links connecting the concepts. Procedural knowledge was also tested
by providing data to students and asking them to calculate two statistical significance tests.
Williams found that students had difficulty completing the concept-map. In follow-up in-
terviews, students failed to be able to provide a correct description of the p-value and only
one student gave a correct description of statistical significance. Williams attributed this to
students’ difficulties with statistical languages rather than misconceptions. One particular
misconception that Williams did point out, however, was that the students in the study

seemed to believe that the p-value was always low.

Additional difficulties in reasoning about inference noted by Batanero [5] included the
belief that the significance level is the probability that the null hypothesis is true, the belief
that the p-value is the probability that the result is due to chance and the belief that the
formalism of rejection regions and levels of significance is a matter of arbitrary convention
as opposed to justified mathematical theory. Batanero also suggested that introductory
students misapply the Boolean logic of the converse in some of their statistical analyses by
switching the hypothesis and conclusion of a conditional.

A study by Mittag and Thompson [58] focused on members of the American Educational
Research Association and considered topics directly related to interpretation of p-values and
statistical significance. This study found that many respondents interpreted non-significant
findings as unimportant, confused p-values with Type I error and believed that p-values

tested the probability of results occuring in the sample rather in than the population.

More recent research seeks to give suggestions for teaching methods to improve students’
reasoning with respect to statistical inference. In 1999, delMas, Garfield and Chance [23] in-
troduced a program called Sampling Distributions which allows students to change the shape
of a theoretical population and run simulations. The hope was to improve the instruction of
sampling and hence reasoning about inference. While the study showed a significant change
from pretest to post-test, many students still displayed some serious misunderstandings of

sampling distributions.

In 2004, Watson [76] and Chance, delMas, and Garfield [14] suggested that using good

simulation tools and activities for teaching concepts such as sampling distribution and the
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Central Limit Theorem could help students better understand statistical inference. However,
Lipson [50] cautioned that simulation tools were not enough to properly introduce students
to sampling because the software packages used were often distribution specific and so they
have no specific role in illustrating links between concepts. Lipson, Kokonis and Francis
[51] commented that the use of software tools often was not enough to improve students’

understanding of sampling and hence of statistical reasoning.

2.6 USE OF REAL DATA AND PROJECTS

In 2005, the American Statistical Association published the GAISE (Guidelines for Assess-
ment and Instruction in Statistics Education ) report. One of the main recommendations of
the GAISE report is to use real data in the classroom [1]. Many recommendations have been
made to use real data in classroom examples to illustrate statistical concepts. Another way
that real data is often incorporated into the classroom is through projects or experiments
because it has been noted by several researchers that students tend to be more invested in
understanding why a dataset behaves a certain way if it is their own data [38, 55].

Several authors have advocated the use of projects to present students with real data
experience. One of the earliest authors to suggest the use of a project was Hunter [40], who
suggested the use of a three week project assignment in an experimental design course. He
urged the use of projects because they provided students with a deeper understanding of
material. Nearly 15 years later, Hogg [38] advocated the use of projects for similar reasons,
stating that projects give students experience in asking questions, formulating hypotheses,
summarizing data and communicating findings.

In the early 1990s, several researchers [11, 37, 73, 81, 83] advocated the use of projects
to teach statistical concepts. All of these authors believed that the use of projects provides
students with much-needed hands-on experience with statistical concepts. In particular,
Wolfe [82] stated that learning statistics was more meaningful when students collected data
of interest to them and analyzed their own hypotheses. In 1992, Roberts [67] discussed his

experiences with projects in introductory statistics courses for MBA students. He classified
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student projects into three main types: sample surveys, predictive time series and process
improvement and descibed his implementation of each type of project in the classroom.
Mackisack [55] discussed the benefits of using a project for second year majors specializing in
mathematics. She found the students’ reactions to the project were positive and conjectured
that these projects helped students connect p-values, etc. to the context of the data and

make statistics more readily transferable to other situations.

In 1994, Fillebrown [25] provided details of her implementation of a project in an ele-
mentary statistics course. The semester-long project involved students choosing a topic of
interest to them and examining associations between their variables. The final product con-
sisted of a written report detailing the results of their project as well as displaying their data
in graphical and tabular form. Fillebrown indicated that overall the projects were very good,
however, she advised spending class time doing sample projects to assist students in navi-
gating through their own project. She observed that the projects made teaching the course
more enjoyable and that students felt that the projects helped tie the material together.

Other research from the early 1990s includes Garfield’s [33] research on using practical
projects as an assessment technique in high school statistics courses. She suggested that
alternate forms of assessing statistical knowledge were needed to inform teachers about
how well students communicate using statistical language and to indicate how well students
understand statistics as an interrelated set of ideas. Garfield suggested using a practical
project as an assessment method. The project she outlined consisted of two versions, the
first where students collected a small dataset of interest to them, the second where students
collected information about themselves for three to five weeks. Garfield found that the
projects were useful in indicating students’ understanding of statistical ideas and their ability

to apply these ideas in analyzing data.

In 1995, Ledolter [49] and Garfield [28] both advocated the use of projects in the class-
room. Again, Garfield discussed the use of projects to aid in students’ understanding of
concepts and also as an assessment technique. In his paper, Ledolter discusses the use of
projects in a second-year statistical methods course for business students. He gives some
examples of projects which are student-driven, and states that he has had a positive expe-

rience with using projects in the classroom. He asserts that it is important that students
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collect their own data, so that they are involved in the statistical process from beginning to
end. He also mentions that he has used similar projects in his introductory statistics course
with similar, positive results. He concludes that projects are useful at any level. Also around
this time, Sevin [69] presented some tips to help introductory statistics students with data
analysis projects. He emphasized that clear and detailed instructions should be given to

students whenever possible in order to assist them in completing a successful project.

In 1998, several researchers again reviewed their experiences with projects in statistics
courses. Love [53] discussed the use of projects in a second statistics course for data analysis.
In this course, students were asked to plan, gather and analyze four sets of data over the
course of the semester. Love felt that the addition of the project made the course more
enjoyable for both the instructor and the students. Around this time, Anderson-Cook [2]
also discussed the use of projects, this time in a design of experiments course. The project
required students to design their own experiment at the start of a course and then comment
on their design. Again it was found the students’ reaction to the use of projects was generally
positive.

Also in 1998, Smith [71] discussed the use of projects in an introductory statistics course.
In his introductory course, Smith introduced a semester long project that consisted of bi-
weekly assignments that matched the coverage of the course material. After completing the
semester, students were surveyed. Of the 30 students surveyed, 24 indicated that the project
format was a “great idea” while the remaining 6 thought it was a “good idea”. None of the
students listed the format as a terrible idea or a bad idea. Smith also notes that exami-
nation scores seemed to have improved with the introduction of the project, citing that in
pre-project the mean midterm exam score was 80.79 with a standard deviation of 16 and
the mean final exam score was 80.27 with a standard deviation of 12.56, whereas the project
course had a midterm mean exam score of 92.13 with a standard deviation of 6.96 and a
final exam mean score of 88.12 with a standard deviation of 8.28. Smith took this as an
indication that student projects helped students learn about statistics and also produced

more effective communication skills.

Melton, Reed and Kasturiarachi [57] also discussed the use of projects in an introduc-

tory statistics course. They examined the use of two different real-life data projects in two
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elementary statistics courses. In one of the courses, students worked with projects geared
toward their fields of study, whereas in the second course students worked with a comprehen-
sive project based on data from a local industry. The purpose of this research was two-fold:
first to determine what student attitudes were towards the comprehensive project and the
major-oriented project and second to determine if non-traditional, returning students, who
are typically underprepared, performed well in the course. Course grades were examined and
showed that non-traditional students scored very close to the average scores of traditional
students, which had not been the case in previous courses. These results reinforced the idea

that projects are valuable in increasing students’ statistical understanding.

In the following year, Holcomb and Ruffer [39] wrote an article designed to provide re-
sources to fulfill the growing desire for educators to use projects in introductory statistics
courses. They suggested using one dataset in a semester-long project, proposing that using
the same dataset throughout the semester allows students to discover connections among
statistical techniques. They also suggested that the use of computer software and the re-
quirement of presenting the project in written form leads to a greater understanding of
statistical methods. The authors then describe their proposed project along with a grading
rubric to assess students’ work. Students were surveyed after participating in a course where
this project was used to determine the benefit of the project; however, no assessments on
student learning were made. Their survey indicated that 94% of students felt the project

helped better their understanding of statistical results.

In 2002, several authors further discussed the use of projects in the classroom. Richardson
[66] introduced “The World of Chance”, a non-typical introductory statistics course, in which
the main assessment item is a project consisting of a report and a poster. Richardson’s
research did not provide any specific assessment data concerning whether or not this type of
introductory statistics course provided any benefit in developing students’ reasoning, but was
suggested to be a fresh approach to teaching statistical concepts. Binnie [9] addressed the use
of projects in the classroom in his discussion of statistics education reform. He reinforced that
projects where students collect their own data are important because they require students
to use real data and become actively involved because they have chosen the subject, which

forces enhanced learning. He also stated that he believed projects also require students to
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make all the decisions about the analysis which helps in learning statistical concepts.

More recent research concerning projects in the classroom has focused on student atti-
tudes toward statistics. In 2008, Carnell [13] studied two introductory statistics courses to
determine if student attitudes toward statistics were improved in a course using a project
versus a traditional course. The study used the Survey of Attitudes Toward Statistics which
students completed on the first and last days of the semester. Students in the project-based
course were found to not exhibit a more positive attitude toward statistics than students
in the traditional course, which disagrees with several earlier studies. Carnell mentions the
need for further studies on differentl structured projects.

In summary, several researchers have discussed the use of projects in statistics courses,
some as an alternate assessment technique, others because they feel that it enhances students’
development of statistical understanding. Several researchers have found that students’ atti-
tudes toward statistics have improved and that students generally enjoy completing projects
in their course. However, no data has been collected to determine if projects improve stu-
dents’ statistical reasoning using a controlled study. All evidence provided by other authors

has been primarily anecdotal or based on a one sample design.

2.7 ASSESSMENT

In statistics education, there has been some question as to how to assess student learning,
particularly how to assess statistical reasoning and thinking. Garfield [28] has suggested
that, in addition to traditional methods such as tests and quizzes, alternative methods of
assessment are necessary to accurately measure students’ conceptual understanding. Some
researchers [56] have relied on interviews and open-ended questioning techniques to study
students’ statistical reasoning; others have used self-generated pretests and posttests [70].
In their article about the Assessment Resource Tools for Improving Statistical Thinking
(ARTIST) website [3], delMas, et. al. [20] hypothesize that the reason for the absence
of research into the effect of statistics reform may be because of the lack of a standard

assessment instrument. Several assessment instruments have been developed but fail to
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provide a general assessment for statistical reasoning due to a lack of broad enough focus
of material or audience. One of these assessment instruments is the Statistical Reasoning
Assessment (SRA). The SRA is a multiple-choice test consisting of 20 items, developed by
Konold and Garfield to evaluate the effectiveness of a new statistics curriculum in US high
schools [44, 29, 30, 31]. Each item in the SRA describes a problem and offers several choices
of response, most of which include a statement of reasoning in favor of a particular choice.
Unfortunately, this assessment focuses heavily on probability and does not include items

related to data collection and statistical inference [31].

Another assessment instrument is the Statistics Concepts Inventory SCI [72], which was
developed to assess statistical understanding using closed-form items. The SCI, however,
was written for a specific audience (engineering students) and may not have broad enough
coverage to test the statistical understanding of college students in general [20]. In response
to this, the ARTIST authors attempted to create an assessment instrument that would have
broader coverage of the statistical content covered in an introductory statistics course as well

as applying to a broader range of students.

The ARTIST website currently provides a number of assessment resources designed to
evaluate students’ statistical literacy, reasoning and thinking. Omne of these resources is
the Comprehensive Assessment of Outcomes in Statistics (CAOS) test. The development
of CAOS had a dual purpose. First, CAOS was intended to provide a reliable assessment
that covered topics that any student completing an introductory statistics course would be
expected to understand. Secondly, CAOS was intended to identify areas where students do
or do not make significant gains in reasoning [20]. All items included in the CAOS test
have a realistic context and are designed to require students to reason. There are no items
included in the assessment that require students to compute or recall definitions. The CAOS
test underwent several phases of testing and modification. The current CAOS test consists
of 40 questions which produced a Cronbach’s alpha coefficient of 0.77 [3].

The ARTIST website also provides 11 online unit tests designed to measure conceptual
understanding in important areas of an introductory course [21]. The topics for the 11 unit
tests are: Data Collection, Data Representation, Measures of Center, Measures of Spread,

Normal Distribution, Probability, Bivariate Quantitative Data, Bivariate Categorical Data,
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Sampling Distributions, Confidence Intervals and Tests of Significance. Fach test consists
of seven to twelve multiple-choice items designed to assess literacy and reasoning [21]. The
website also provides a data bank of over 1100 items, searchable by topic and by learning

outcome (literacy, reasoning, thinking).
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3.0 METHODS

The goal of this study is to identify if learning gains are made in the area of statistical
reasoning when students are exposed to a project and also to discover the size of these gains.
While several researchers have advocated the use of projects in the classroom, no quanti-
tative data obtained from controlled or comparative designed studies has been provided to
substantiate the claims that projects significantly increase students’ understanding of major
ideas in statistics.

This chapter gives an overview of the design for this study. It includes a general discussion
of the design along with a description of the participants and the plan of analysis used to

determine the effect of the project.

3.1 PARTICIPANTS

This study involved students in seven separate sections of introductory level courses, five of
which were at the STAT 0200 level and two of which were at the STAT 1000 level. The
STAT 0200 level of introductory statistics teaches descriptive and inferential statistics, al-
lowing students who complete the course to conduct their own analysis of standard one-
and two-sample data sets, to follow statistical reasoning and to read statistical reports with
understanding. The STAT 1000 level of introductory statistics is a more intensive introduc-
tion to statistical methods and is designed for students who want to complete data analysis
and continue studies of statistical ideas beyond the scope of the introductory course. The
emphasis in this course is placed on the statistical reasoning underlying the methods. Stu-

dents could not be randomly placed into groups for the purpose of this study. Courses were
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selected with instructor agreement to serve as either an experimental section or a control
section. Students were not informed prior to registration that their course would be partic-
ipating in a study nor were they informed of which section (experimental or control) their
course would serve as. Students registering for a participating course had no way of knowing
prior to registration.

All students registered in the courses were asked to participate in the study regardless
of their level of experience with statistics. Students who complete both the pre-test and
post-test were included in the study. Students who completed only one of the tests were

excluded as were students who did not complete the entire post-test.

3.2 RESEARCH DESIGN

This study researched subjects in two types (STAT 0200, STAT 1000) of introductory statis-
tics courses on the University of Pittsburgh’s main campus. A third type of introductory
course (STAT 1100) was used to provide a reliability analysis for the measuring instrument.
The sections of both STAT 0200 and STAT 1000 were separated into: (i) a control group and
(ii) an experimental group who will complete the project. In each course type, one section
was designated as the experimental group and at least one other section was designated as
a control group. For STAT 0200, there were four separate sections used as controls taught
by two different instructors. The control sections for STAT 0200 used two different teaching
methods, traditional and big picture. The big picture method is further discussed later in
this section. The experimental group for the STAT 0200 level was taught by a third in-
structor. At the STAT 1000 level, there was one section for both control and experimental
groups, each taught by a different instructor (these instructors differed from the instructors
who taught at the STAT 0200 level). Sections of each course type were assigned to treatment
or control groups based on instructor preference. A summary of this design can be found in
Table 4.

Students in all levels and both groups completed a pre-test and a post-test designed to

assess their reasoning abilities in specific areas where the researcher expected that students
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with exposure to the project would make greater learning gains than students not exposed
to the project. Because these questions asked students to interrelate ideas in a contextual
setting, the questions assess reasoning abilities rather than basic literacy. The purpose of
the pre-test was two-fold. First, it provided a background on the participating students to
determine if there were significant differences between the experimental and control sections.
Second the pre-test provided a baseline from which the researcher can determine the signif-
icance of learning gains made. There were two forms of the measuring instrument used in
the study as a pre-test and post-test (Form A and Form B). Students completing one form
as a pre-test completed the other form as a post-test. The development of these forms is
further discussed in a later section. A summary that shows which forms were completed as

a pre-test for each course section can be found in Table 4.

Section Course Level Instructor Group Pretest Form
1 STAT 1000 1 Experimental A
2 STAT 0200 2 Experimental B
3 STAT 0200 3 Control (Big Picture) B
4 STAT 0200 3 Control (Big Picture) A
5 STAT 0200 3 Control (Big Picture) B
6 STAT 0200 4 Control A
7 STAT 1000 5 Control B

Table 4: Summary of Study Design

Students in the control group had a traditional lecture/recitation/homework format in
their course. Lecture sections were permitted to use the Exploratory Data Analysis (EDA)
format and real data analysis, where EDA is defined as a teaching approach using open-ended
questions with an emphasis on interpreting graphical displays. Recitations were also per-
mitted to use this format and group activities were also permitted to explore topic concepts.
Homeworks were to be assigned from the textbook or from an outside source, but they were
required to be structured in such a way that students were given the data to analyze and

told what questions needed to be answered. Assignments or group work in which students
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gathered their own data, generated their own hypotheses or probabilistic questions or guided
their own analysis was not permitted in the control section.

In three sections of the STAT 0200 level, one instructor used the “Big Picture” approach
to teach statistics. This approach was designed to guide students learning of specific tech-
niques while keeping in mind a broader context. None of the techniques used in this approach
violated the control group environment as defined above; however, the techniques differ from
that of a traditional introductory statistics course. For this reason, this group will be con-
sidered as a third, separate instructional technique to be compared with traditional methods
and courses containing the project.

Students in the experimental group had the lecture/recitation /homework /project format.
This format followed a similar format to the control group with the exception of the project.
That is, the students will have a similar lecture/recitation/homework experience with the
added experience of the project, described in depth below.

Both experimental and control groups had similar exposure to concepts within their
statistics courses. Because the project was designed as an outside assignment, similar to
homeworks, lectures and recitations were similar between groups. Also in order to ensure
that exposure was similar between groups, homework assignments for project groups were
appropriately shortened in order to provide the experimental group with a similar amount

of work outside of the classroom.

3.2.1 Project Description

The project consisted of five distinct assignments: an assignment on each of the three focus
areas, an initial assignment reporting the data that will be used and also a fifth assignment
that required students to summarize all of their findings in written form. Students worked
in groups of 4-5 to complete the project. The assignments were designed to emphasize
the “How” task from Table 2 by requiring students to determine the appropriate course of
analysis for their data without specific instructions from the instructor.

Students were introduced to an overview of the project and groups were selected in Week

1 of the semester. By the end of week 2, students reported the topic of their research and
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located necessary data to be used for the project. Students submitted a one page description
of their topic, the data (with variables of interest) and the source of their data.

The first of the three topic assignments was submitted during Week 4 of the semester.
This assignment dealt with descriptive statistics and required that students describe the
subject matter that they have chosen using numerical and graphical displays.

The second assignment was submitted during Week 8. This assignment required students
to identify both single and multiple events that could occur in the context of their topic and
then use probability techniques from their lecture to assign probabilities to these events.
Students were also asked to comment on the probability distributions events may follow.

The third assignment was submitted during week 12. This assignment required stu-
dents to test three hypotheses about their topic. Students were required to formulate each
hypothesis, and then find and use an appropriate method to test it.

The final overview assignment was submitted during Week 15. This assignment required
that students tie together all of the methods used, questions asked and answered and con-
clusions drawn. Students were also asked to provide a reflection on the assignment as a
whole.

To increase the likelihood that the division of labor in each group was fair, students were
asked to submit a peer evaluation in which they evaluated their own work along with all of
their group members’ work for each portion of the assignment. Copies of each individual

assignment along with all grading rubrics can be found in the appendix.

3.2.2 Assessment

As mentioned above, students involved in the study completed both a pre-test and a post-
test. These tests were designed to measure students’ reasoning ability in three specific
areas: displays/descriptives, classification of variables, test selection. Two assessments were
designed for the study. Some of the questions contained in the assessments were modified
versions of questions provided in the ARTIST database. In some cases, the modifications
were provided to change open-ended questions to closed-form questions in order to make the

assessment more manageable for students to complete. In other cases, modifications were
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provided to make the problem statement less vague. Still other questions in the assessments
were generated by the researcher. These questions were designed to be similar to the ARTIST
questions and to target the areas where the researcher expected learning gains would be
made by students exposed to the project. Questions were designed to test reasoning abilities
by emphasizing that students be able to correctly select methods for testing, describing
and relating data. These tasks specifically correspond to the “How?” task listed under
“Reasoning” in Table 2 because they ask students how to perform appropriate analysis for
specific contexts and variables. Also, because students are asked to relate concepts within a
contextual framework, these questions specifically target the reasoning abilities discussed in
the definition of statistical reasoning in Chapter 2.

Students who completed Form A as a pre-test completed Form B as a post-test and vice
versa. Pre-test forms were assigned randomly to each section involved in the study. The
pre-test was given during week 1 of the course and the post-test was given during week 15
or week 16 of the course, depending on each instructor’s preference.

Each assessment form was 16 questions in length. After the assessments were written,
8 similar questions were swapped between the two forms to ensure that the forms were as
equivalent as possible. A reliability analysis was also performed using a third and separate
type of introductory course, STAT 1100. Students in this course completed both forms of the
assessment in two sequential lectures in order to judge the equivalence of the forms. Time
between completion of each assessment was minimized in order to more accurately determine

reliability. A copy of both forms can be found in Appendix A.

3.2.2.1 Display and Descriptive Questions The first eight assessment questions on
each form focused on displays and descriptive statistics. Four of these questions asked
students to identify the appropriate display for a particular variable. The other four questions
asked students to identify the appropriate descriptive statistic(s) for the variable in question.
The focus of each question along with its question number for each form is summarized in
Table 5.

To answer these questions correctly, students needed to understand what types of displays

and descriptive statistics are appropriate for what types of variables and also what displays
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and descriptive statistics are appropriate in the presence of outliers and skewed data.

This focus area was selected by the researcher because it was believed that students
who have worked with their own data via the project would have a better understanding of
how outliers and skewed data affect descriptive statistics. This understanding, most likely
cultivated by working with their own non-trivial datasets, should aid students in selecting
appropriate descriptive statistics. Students working with their own data were also exposed
to determining variable types in a real-world data setting. This experience was expected to
aid students in classifying variables correctly and hence selecting appropriate displays based

on this classification.

Question Focus Form A Question | Form B Question

Single Categorical Display

Categorical — Quantitative Display
Single Quantitative Descriptive

Single Categorical Descriptive
Quantitative — Quantitative Descriptive
Quantitative — Quantitative Display

Single Quantitative Display

o N O Ot = W N
=~ = O Ot 3 W N oo

Single Quantitative with Outlier Descriptive

Table 5: Summary of Display/Descriptive Questions on Assessment Forms

3.2.2.2 Classification of Variables Questions 9 through 12 on each assessment fo-
cused on the classification of variables. Specifically, it was required that students be able
to classify variables not only as categorical or quantitative but that students were also able
determine which variable was the explanatory and which was the response. A summary of
each question’s focus along with it’s question number for each form can be found in Table 6.

To answer these questions correctly, students not only needed to be able to appropriately
classify variables, but to understand the relationship between the variables.

Classification of variables was selected as a focus area because, as mentioned above, it
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was believed that students with exposure to the project would have experience in classify-
ing variables. Also, because students were asked to formulate their own questions in the
context of the projects, they would gain more experience in understanding and articulating

relationships between variables.

Question Focus Form A Question | Form B Question
Categorical — Categorical 12 11
Categorical — Quantitative 9 12
Quantitative — Categorical 10 9
Quantitative — Quantitative 11 10

Table 6: Summary of Classification Questions on Assessment Forms

3.2.2.3 Test Selection The final four questions on each assessment focused on test se-
lection. These questions asked students to correctly identify the most appropriate statistical
test given the variables and hypotheses involved. The focus of these questions along with

their question numbers on each form can be found in Table 7.

To answer these questions correctly, students needed to be able to correctly identify the
variable types involved, the relationship between these variables and how the question being

asked translated into a hypothesis.

Test selection was chosen by the researcher as a focus area because it directly correlated
to one of the project assignments. In the third topic assignment, students were required
to form questions, translate these into hypotheses and then select the appropriate method
to test their hypotheses. It was expected that students exposed to the project would more
easily be able to identify appropriate tests based on the situations given because of their

experience in guiding their own analyses.
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Question Focus | Form A Question | Form B Question
Regression 13 14
2 14 15
ANOVA 15 13
Paired t-test 16 16

Table 7: Summary of Test Selection on Assessment Forms

3.3 DATA ANALYSIS

This section describes the methods that might be used and the methods that were used to
determine effects in a study of this type. The main hypothesis to be tested is that “project”
has an effect on the difference between pre-test and post-test scores over and above what
would be expected as a result of exposure to a traditional lecture-based statistics course. It

was also the goal of this study to determine where and how large these effects may be.

3.3.1 Multilevel Models

Multilevel models are often used in educational research and are used for data that is clus-
tered into hierarchically organized groups. The nature of this study fits well with the multi-
level model format since we have students nested within teachers nested within course type.
Because students are all affected by the same teacher, these students cannot be considered
independent observations. Also, students and sections within a certain course level would
be expected to have similarities due to their grouping into this particular course type. Even
though both course types represent introductory statistics courses, different course types
may be required by different majors. This may lead to a clustering of certain majors within
a STAT 0200 course that may not occur in a STAT 1000 course. Multilevel models account
for this correlation between observations within clusters unlike single level models, which

assume independence of all observations.
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Given the appropriate amount of data, the multilevel model for this data would consist of
the following levels: student level, class level and course level. The following equations outline
the appropriate model for this data. The level-one model can be seen in Equation (3.1). The
equation contains an intercept, the three potential predictors: EXPERIENCE, METHOD
and PRETESTSCORE along with an interaction term for PROJECT and EXPERIENCE.
All slopes in the model, along with the constant, are random. These can be changed to fixed

if it is determined that random slopes are not necessary.

Y;‘jk = /Bojk; + 51jkEXPER]ENOE + ﬁgjkMETHOD

(3.1)
+B3;PRETESTSCORE + B (EXPERIENCE « METHOD) + €3

The level-two model equations are shown in Equation (3.2). The left-hand side of each
of these equations represents one of the terms from the level-one model (intercept or slope
term). In the first equation, [yox represents the mean intercept value from the level-one model
in the k' course level and 3y, represents the slope for the level-two predictor, TEACHER.
In the next four equations, the first term on the right-hand side of the equation represents
the mean value of the the level one slope for the k" course level. Each equation includes
the predictor, TEACHER. Again, all slopes in these equations are random, which can also
be changed to fixed if it can be determined that higher level variance components are not

significant.

Bojk = Book + Boux T EACHE R + ugjy,
Bk = Biok + Bk TEACHER + uyjy,
Baji = Baok + Bork TEACHER + ugjy, (3.2)
Bsji = Bsor + Baix T EACHER + usjy,
Buajie = Baok + Bax TEACHER + uyjy,

Finally, the level-three model equations are shown in (3.3). The left-hand side of each
equation represents a term from the level-two models. On the right-hand side of the first
equation, the first term represents the mean value for the intercept from levels one and
two. In the latter equations, the first term represents the mean value for the appropriate

slope from levels one and two. The second term in each equation incorporates the predictor,

35



LEVEL. The slopes and intercepts in each of these equations are fixed parameters because
there will be no significant higher level variance components due to the fact that this is the

highest level.

Book = Yooo + Yoo1 LEV EL + ugo
Biox = Y100 + Y101 LEV EL + w0
Baok = Y200 + Y201 LEV E'L + o
Baok = Y300 + 1301 LEV EL + uzox
Baok = Yaoo + Va1 LEV EL + o
Boik = Yo10 + Youu LEV EL + ugx
Bk = 710 + Vi LEVEL + upy

(3.3)

Bork = Y210 + Y211 LEV EL + ug
Baik = Y310 + V311 LEV EL + uzyy,
Batk = Va0 + Yann LEV EL + ugy
These equations can be combined by substituting the values from the level-three equa-
tions into the level two-equations, and then substituting the new level-two equations into
the level-one equations. This will create a mixed model with some effects being random and
some fixed.
Due to the nature of the data collected for this study, the sample sizes at levels two and
three were too small to estimate the multilevel model. Consequently, other methods had to

be employed to analyze the dataset obtained during this research study.

3.3.2 Actual Quantitative Analysis

Because the two course types used in this study are considered to be different, each course
level was analyzed separately. Also, due to differences in the design at each level, each level
was analyzed using differing models and techniques that were appropriate for the data within

each course level.

3.3.2.1 STAT 1000 Analysis At the STAT 1000 level, one section was an experimental

group and one section was a control group. Because of this, it was impossible to separate
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project and teacher effect. For this reason, the multilevel model was abandoned in favor of
using an analysis of covariance model (ANCOVA). The ANCOVA model incorporates both
factors and covariates that may influence the dependent variable. In this model, both the
group means of the covariate as well as any linear relationship between the covariate and the
dependent variable are taken into account [52]. This procedure also allows us to compare
pairs of means to find differences.

For the STAT 1000 level of this study, the dependent variable was the difference between
pre-test and post-test scores. The factor was “teaching method” (project or traditional) and
the covariate was pre-test score. The main hypothesis of interest was whether there was a
difference between the mean difference in scores from the project course versus the mean

difference in scores from the non-project course:

HO * Tproj = Tnoproj = 0

H, : not both 7,,; and Tp,epr0; equal zero

Table 8: Hypotheses associated with the ANCOVA for STAT 1000

Comparisons were also made between the two means to determine the direction of any
differences existing between the project and non-project groups. These comparisons were
made by halving the p-value for the factor from the ANCOVA model and determining the
sign of the difference in means. This gives a one-sided test for the equality of means. The

hypotheses shown in Table 9 were tested.

HO : ,uproj S Hnoproj

Ha © Mproj > Hnoproj

Table 9: Hypotheses associated with comparisons of group means for STAT 1000

Following these two analyses, subtest and individual question analyses were performed
to determine in what focus areas the project group performed better than the non-project
group. Differences between subtest pre-test scores and subtest post-test scores for each of the

three focus areas were examined to determine if there was a particular area in which students
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in the project group showed higher differences than students in the non-project group. This
analysis was also performed using an ANCOVA model in which the subtest difference was
the dependent variable, project (presence or absence) was the factor and subtest pre-test
score was the covariate.

Finally, contingency tables were formed for each individual question, showing how cor-
rect and incorrect answers changed from pre-test to post-test. Conditional probabilities
were computed for the off-diagonal entries. These conditional probabilities highlighted the
percentage of students who went from incorrect on the pre-test to correct on the post-test
and the percentage of students whose answers went from correct on the pre-test to incorrect
on the post-test. These percentages were then compared between project and non-project

courses to determine the questions on which the project group performed better.

3.3.2.2 STAT 0200 Analysis Analysis for the STAT 0200 level followed a similar course
to the analysis for the STAT 1000 level. However, at the STAT 0200 level, there were five
sections involved. One section acted as the experimental group while four sections were
designated as control groups. Of the four control group sections, three were taught by one
instructor using the “Big Picture” approach. The other section was taught by a separate
instructor using traditional methods.

To analyze the data for this course type, two ANCOVA models similar to the model used
for the STAT 1000 type were used. Because there were two different types of control groups,
an analysis of the project group versus the traditional group only was provided to compare
directly to the results found at the STAT 1000 course type. A separate ANCOVA model was
then used to compare all three groups. The dependent variable in both ANCOVA models
was the difference of pre-test and post-test scores. The factor and covariate used in the
model were again “teaching method” and pre-test score, respectively. For the comparison
between the project and traditional method, the factor had the same categories as in the
STAT 1000 model; for the comparison of project with both control groups, the factor had
three categories: project, big picture or traditional.

The first hypothesis tested at this level using the ANCOVA determined if differences

existed between the project and traditional methods. The specific hypotheses tested can be
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Hy : Tproj = Tnoproj = 0

H, : not both 7,,,; and 7,,epr0; €qual 0

HO - Tproj S Tnoproj

Ha - Tproj Z Tnoproj

Table 10: Hypothesis associated with the ANCOVA for STAT 0200 two group comparison

found in Table 10. Again, in the case of the two group analysis, the p-value for the factor
from the ANCOVA model was halved and the sign of the difference was noted to provide
a one-sided test for the equality of means. A second ANCOVA model was used to test the

hypotheses found in Table 11 to determine if there were differences between the three groups.

HO * Tproj = Thigpic — Ttrad = 0

H, : not all 7 equal zero

Table 11: Hypotheses associated with the ANCOVA for STAT 0200 three group comparison

Following the ANCOVA for the three groups, an intersection-union test was used to
determine if project scores were better than both big picture and traditional methods simul-
taneously. This procedure was introduced by Berger [41] in 1982 to test composite hypothesis
of the form Hy : (| Hoj. The procedure requires that all Hy; be rejected in order to reject
Hy. This test is also known as the min-test, a term introducted by Laska and Meisner [48],
who showed that the composite hypothesis of the form Hy : g < pg or pp < o is rejected if
and only if the minimum t-statistic computed from the two individual t-tests has a p-value
below the significance level a.. This is equivalent to rejecting the composite null hypothesis
if the maximum p-value from both tests is less than the significance level a. This procedure
provides an a-level test and can be used even when test statistics are dependent. It is also a
better confirmatory procedure for this type of comparatory analysis than classical multiple

comparisons. The composite hypotheses tested using this procedure are shown in Table 12.
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HO * Mproj S Hirad OT HUproj S Mbigpic

Ha : Mproj > Htrad and ﬂproj > ﬂb’lngC

Table 12: Hypotheses associated with comparisons of group means for STAT 0200

Following these analyses, subtest and individual question analysis was also performed
similar to the analysis done at the STAT 1000 level. Again, each analysis was performed

first on the project and traditional data and then using all three groups.

3.3.2.3 Reliability Analysis Using a section of a different course type of introductory
statistics, a reliability analysis was performed on the two assessments used in this study. To
determine the reliability of the two forms of the assessment, A and B, several techniques were
used. First, as is typical in parallel-forms reliability, the correlation between total scores on
the two forms was found. In addition, a paired t test was also used to determine if there were
differences between the mean scores on each form. A paired t test provides a comparison of
the test and retest means along with the correlation, allowing us to see not only if the scores
were strongly associated but also whether, on average, scores on the second form were the
same as scores on the first form [61]. In this case, we look for non-significant values on the
t test to indicate that there was not a difference between the two forms.

Individual question analysis was also performed to highlight questions where performance
may have been different from form to form. As part of this individual question analysis,
Kappa values were also generated for each question. Kappa values are used as a measure
of agreement. The strength of Kappa values can be determined using Table 13, taken from
Landis and Koch [47]. Negative values of Kappa suggest that the forms agree less than

expected by chance.
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Kappa Strength

0 Poor
0.01 - 0.20 Slight
0.20-0.40 Fair

0.40-0.60 Moderate
0.60-0.80 Substantial
0.80-1.00  Almost perfect

Table 13: Interpretation of Strength of Kappa Values
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4.0 RESULTS

The results of the study are reported in this chapter. They are organized into three sections.
The first section focuses on the reliability analysis performed for the two forms of the as-
sessment. It includes overall results along with a question-by-question analysis. The second
section reports results from the STAT 1000 course level of the study, including an analysis of
pretest scores, model results, subtest analysis results and individual question analysis. The

third section provides the same information for the STAT 0200 course level.

4.1 RELIABILITY ANALYSIS

The reliability analysis was performed on a section of a separate introductory statistics
course, STAT 1100. The two assessment forms were given in two consecutive lecture meet-
ings. Only students who completed both Form A and Form B were used for the reliability
analysis. Using only students who completed both forms resulted in having 46 observations

for the analysis.

4.1.1 Correlation and Paired t Results

For the first part of the reliability analysis, means for both forms were calculated. These
means are shown in Table 14. As can be seen in this table and in Figure 3, the means and
distributions appear to have no significant differences.

The correlation between forms was found to be .591 with a p-value of 0, indicating that

it is significantly different from 0. The results of the paired sample t-test to determine
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Form  Mean Standard Error Median

Form A 9.22 .396 9.5
Form B 9.80 413 10

Table 14: Mean scores on Assessment Forms for Reliability Group

124

141 ‘

104

Form A Form B

Figure 3: Side-by-Side Boxplots representing Scores on each Form for Reliability Group

if differences existed between the mean score for Form A (9.22) and the mean score for
Form B (9.80) was not significant with t(45) of -1.604 and two-tailed p-value of .116. Also,
Cronbach’s a was calculated for the two forms to be .741. The longer CAOS test that was
a source of model for some of the questions on Forms A and B produced a Cronbach’s «

coefficient of .77. So the reliability of these forms is comparable to that of the CAOS test.

Figure 4 shows a scatterplot of scores from the two forms. As can be seen in the the
scatterplot, there are three observations that may be considered outliers. These observations
are those where scores on the second form were significantly lower than scores on the first
form (a difference of 5 or more). When these observations were removed, the sample size

was reduced to 43. The correlation without these observations was .716 with a p-value of
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0. A paired t-test was also performed without these observations and produced a p-value of
.163 when comparing the mean of Form A (9.35) and Form B (9.79), indicating that there

were no significant differences between the two forms.

Scatterplot of Form A vs Form B
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Figure 4: Scatterplot of Form A Score versus Form B Score

4.1.2 Subtest Analysis

Further testing was performed for each of the three subtests to determine if there were any
significant differences between scores on these forms. Means from each form for each of the
subtests are shown in Table 15. These means were calculated without excluding the outliers
mentioned above.

For the display and descriptive subtest, the correlation between forms was found to be
.698 (0). The results of the paired sample t-test to determine if differences existed between
the mean score for Form A and Form B produced a p-value of .606, indicating that significant
differences between the forms did not exist.

The classification subtest produced a correlation statistic of .370 (.011). The paired t-test
for equality of means produced a p-value of 1, indicating that, even though the correlation

is low, there are not significant differences between the two forms. Finally, the test selection
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subtest produced a correlation statistic of .202 (.179), indicating that the correlation is not
significantly different from 0. The paired t-test of means produced a significant p-value of
.008, indicating that there are significant differences between the two forms for this subtest.

As seen in Table 15, the mean difference of scores between the forms is different by .5 points.

Display and Descriptive Subtest

Group Mean | Standard Error
Form A 5.46 256
Form B 5.57 279

Classification Subtest

Group Mean | Standard Error
Form A 2.67 179
Form B 2.67 176

Test Selection Subtest

Group Mean | Standard Error
Project 1.09 131

Non-project | 1.57 141

Table 15: Results for Subtest Analysis for Reliability Analysis

4.1.3 Individual Question Analysis

Table 16 outlines the percentage of students whose score remained the same on each form, i.e.,
a correct response on Form A and a correct response on Form B, or an incorrect response
on Form A and an incorrect response on Form B. For each question the percentage of
participants for which the score did not change was at least 50%. For ten of the questions
the percentage of unchanged scores was at least 70%. Also shown in Table 16 is the Kappa
value for each question. Following the interpretation from Table 13, 3 of the Kappa values
shown are considered poor strength, 5 are considered slight strength, 6 are considered fair

strength, 1 is considered moderate strength and one is considered substantial strength. These
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results conflict with the results obtained in the subtest analysis. In the subtest, analysis, the
test selection subtest was shown to have significantly different means on each form, however,

there are moderate and fair strength Kappa values within this subtest.

Question Focus Percentage Remaining the Same | Kappa

Single Categorical Display 80.4% 119
Categorical — Quantitative Display 50% 172
Single Quantitative Decriptive 73.9% -.007
Single Categorical Descriptive 73.9% 330
Quantitative — Quantitative Descriptive 73.9% .235
Quantitative — Quantitative Display 84.4% .661
Single Quantitative Display 50% .043
Single Quantitative with Outlier Descriptive 58.7% .180
Categorical — Categorical 82.6% 237
Categorical — Quantitative 63.0% .200
Quantitative — Categorical 73.9% .363
Quantitative — Quantitative 71.7% .290
Regression 84.8% 148

X2 67.4% 271

ANOVA 71.7% 424

Paired t-test 54.3% -1

Table 16: Form-to-Form Percentage of Unchanged Answers for Reliability Group

4.2 STAT 1000 RESULTS

The following sections present the results of the analysis performed on the STAT 1000 course
level. At the STAT 1000 level there was one section that made up the experimental group and

one section that made up the control group. Data used for the analysis consisted of scores of
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participants who completed both the pre-test assessment and the post-test assessment. For
the experimental group there were 70 participants for which matched scores were available

and for the control group there were 47 participants with matched scores.

4.2.1 Pretest Results

Students participating in the study in either the experimental or control group completed a
pre-test designed to measure their statistical reasoning in three specific areas of statistics.
The pre-test was a sixteen question multiple choice assessment with questions concerning
appropriate displays and descriptive statistics for variables, classification of variables and
test selection for various situations. Scores on the pre-test indicated the number of questions
that students correctly answered on the test as a whole. The mean and its standard error
along with the median scores for each group can be seen in Table 17. The distribution of

scores overall can be viewed in the side-by-side boxplots shown in Figure 5.

Group Mean Standard Error Median
Project 6.81 255 7
Non-project  9.15 .360 10

Table 17: Mean and Median Scores for STAT 1000 Pre-test

It is clear that the pre-test scores are lower for the project group than for the non-project
group. A one-sided two-sample t test showed that these differences were significant, with a
p-value of approximately 0. Further investigation of this phenomenon revealed that there
were differing proportions of students in each class level (freshman, sophomore, junior and
senior) in each group. A summary of the proportions of class level in each group can be
found in Table 18.

As seen in Table 18, there are higher proportions of students at the junior and senior
level in the project group, while there are higher proportions of students at the freshman and
sophomore level in the non-project group. These proportions were shown to be significantly

different when tested using a x? test for equal distributions (.002).
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Figure 5: Side-by-Side Boxplots of Pre-test Scores for STAT 1000

Class Level

Freshman | Sophomore | Junior | Senior
No 27.7% 46.8% 17.0% | 8.5%
Yes 8.6% 32.9% 40.0% | 18.6%

Project

Table 18: Percentages of Class Level for Project and Non-project Groups

Pretest scores were also examined based on the experience of the student with statistics
courses. On the pre-test, students were asked to select their prior experience with statistics
courses from the following choices: no experience, high school statistics course or college
statistics course. As can be seen in Figure 6, experience did not appear to affect the dis-

tribution of pre-test scores in either group. In this figure, A represents students with no
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prior statistics experience, B represents students who have completed a high school statistics

course and C represents students who have completed a college statistics course.

Experience
Oa

144 #Es

Bc

Pretest_Score

Mo Yes
Project

Figure 6: Side-by-Side Boxplots of Pre-test Scores Split by Experience Nested Within Project
Groups

It is conjectured by the researcher that the different class level make-up of the groups
could have led to the different pre-test performance. A higher number of upperclassmen
suggetsions a lower number of students who have delayed taking the required introductory
statistics course due to anxiety or difficulty with the subject. These students would then not
perform as well as their younger counterparts. It is also likely that the span of time between

the last similar subject for these students is larger than for a freshman or sophomore.
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4.2.2 Model Analysis

The model used to analyze the data was an ANCOVA, which is represented in the following

equation:

where p, is an overall mean, the 7; are fixed treatment effects, v is a regression coefficient
for the relation between DIFF and PRETESTSCORE (assumed the same in both groups),
and ¢;; are independent Normal(0, 0?) random errors.

The covariate used was the score on the pre-test and the factor was project (presence or
absence). Before performing this analysis, a scatterplot of pre-test scores versus difference
in pre-test and post-test scores was examined. It was determined that there were outliers
existing at the pre-test scores of three and below. For this reason, observations with a
pre-test score of three or below were excluded from the model analysis.

Also, observations with pre-test scores above twelve were excluded due to the problem
caused by a restriction in range, since post-test scores could at most be 16 and thus post-test
minus pre-test differences could be at most 4. Excluding these observations resulted in 65
observations (92.9% of students completing both assessments) from the project group and 38
observations from the non-project group (80.6% of students completing both assessments)
to be used in the analysis.

Before running the model, it is necessary to determine if the slopes of the covariate for
each group are parallel. As can be seen in Figure 7, the slopes for the covariate are roughly
parallel. Testing for equality of slopes resulted in a p-value of .455, suggesting that the slopes
are indeed parallel.

Also, year level (freshman, sophomore, junior, senior) was considered as a covariate in
the model. However, year level was not significant.

It can also be seen in Figure 7 that the regression lines are parallel but distinct, with the
estimated line for the project group above the estimated line for the non-project group, an
indication that the project group produced, on average, higher differences for each pre-test

score than the non-project group.
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Figure 7: Scatterplot of Pre-test Scores vs Difference Scores for each Group at the STAT
1000 Level

Average and median differences for each group can be seen in Table 19. As can be seen

in Figure 7, the difference between the unadjusted means is approximately 2.

Group Mean Standard Error Median
Project 4.46 B17 4
Non-project  2.74 468 3

Table 19: Mean and Median Scores for STAT 1000 Difference of Scores

The adjusted means from running the ANCOVA are shown in Table 20 and were cal-
culated using a pre-test covariate mean of 7.5. The p-value for the teaching method factor
of .083. The one-sided test comparing the project group’s adjusted mean score (4.174) and
the non-project group’s adjusted mean score (3.229) indicated that these two means were
significantly different with a p-value of approximately .0415. These results indicate that the
project group had a significantly higher increase in their mean scores than did the non-project
group.

Finally, it is noted that an analysis was performed without restricting the data to certain
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Group Mean Standard Error
Project 4.174 315
Non-project  3.229 419

Table 20: Adjusted Means for STAT 1000 Difference of Scores

pre-test scores. This analysis provided similar results to the analysis performed above. In

this case, the project group again had a higher adjusted mean than the non-project group.

4.2.3 Subtest Analysis

ANCOVA models were also used to analyze the three subtests that made up the overall
assessment and to determine more specifically where differences between groups existed. The
ANCOVA model used was similar to the ANCOVA model used to analyze the assessment
overall. The response variable for these models was the difference in scores on the subtest
only. The covariate was the pre-test score for the subtest only and the factor was teaching
method (project or traditional). For consistency with the analysis of the overall assessment,
only observations not already excluded based on pre-test score were used.

Adjusted means for each group and each subtest are shown in Table 21. This table also
includes 95% confidence intervals for the difference of each set of means. The adjusted means
for the displays and descriptives subtest were calculated using a pre-test subtest score of 4.25.
The p-value from the ANCOVA for project when this subtest was examined was 0. Also, the
one-sided test for equality of mean of subtest scores produced a p-value of approximately 0.
This indicates that there are significant differences between means of the two groups for this
particular subtest. For this subtest, the project group outperformed the non-project group.

For the classification subtest, the adjusted means were calculated using a pre-test subtest
score of 2.50. The p-value from the ANCOVA model for the factor project was .011 and
one-sided test for equality of mean subtest scores had a p-value of .0055. This indicates that

there was a difference between the two means for the classification subtest. In this case, the
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Display and Descriptive Subtest

Group Adjusted Mean | Standard Error
Project 2.651 .169
Non-project 1.150 224

Classification Subtest

Group Adjusted Mean | Standard Error
Project .625 115
Non-project 1.114 150

Test Selection Subtest

Group Adjusted Mean | Standard Error
Project 789 148
Non-project 1.150 193

Table 21: Results for Subtest Analysis for STAT 1000

non-project group outperformed the project group.
The test selection subtest adjusted means were calculated using a pre-test subtest score of
.75. The p-value from the ANCOVA model for project in this subtest was .142. This indicates

that there are not significant differences between groups for the test selection subtest.

4.2.4 Individual Question Analysis

Data was tabulated for each individual question on the pre-test and post-test. Contingency
tables were produced to show how the number of students who scored correctly or incorrectly
on the pre-test later scored on the post-test for each question. An example of one of the
contingency tables used can be found in Table 22. All participants with matched pre-test and
post-test scores were used in this analysis since there was no problem of restriction on the
range for this type of analysis. At the STAT 1000 level, the sample sizes for the individual

question analysis were 70 for the project group and 47 for the non-project group.
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Post-test

Incorrect | Correct | Total

Incorrect

Pre-test
Correct

Total

Table 22: Sample Contingency Table for Question-by-Question Analysis

Of particular interest from these tables were the “off-diagonal” entries. These entries
show the number of students who either had an incorrect answer on the pre-test and a
correct answer on the post-test or a correct answer on the pre-test and an incorrect answer
on the post-test. The percentage of students who improved their scores from pre-test to
post-test (went from incorrect on the pre-test to correct on the post-test) was calculated for
both the project and non-project group. A summary of those percentages can be found in

Table 23.

From Table 23, it can be seen that for eleven of the sixteen questions, the project group’s
improvement percentage was higher than the non-project group’s improvement percentage.
On six of the eight display and descriptive questions, the percentage for the improvement
percentage for the project group was higher than the non-project group. This was also the

case for three of the four classification questions and two of the four test selection questions.

Further testing was performed using the z-test for two proportions when appropriate and
Fisher’s exact test when sample sizes were too small for the Normal approximation. The p-
values for questions where differences were significant are shown in Table 24. Significance was
determined using a 5% comparison-wise signficance level. Using the Bonferroni correction,
the significance level for each individual test was .003. In one of the three cases where
significant differences were indicated (indicated in the table with a *), the project group’s

score was higher than the non-project group’s score.

From Table 25 it can be seen that the project group had a lower percentage of students

who answered questions incorrectly on the post-test after answering them correctly on the
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Question Focus

Project Group

Non-project Group

Single Categorical Display 80.0% 35.0%
Categorical — Quantitative Display 98.0% 50.0%
Single Quantitative Descriptive 75.0% 85.7%
Single Categorical Descriptive 84.1% 78.9%
Quantitative — Quantitative Descriptive 70.8% 61.1%
Quantitative — Quantitative Display 78.4% 70.0%
Single Quantitative Display 77.1% 83.3%
Single Quantitative with Outlier Descriptive 72.5% 58.8%
Categorical — Categorical 100% 77.8%
Categorical — Quantitative 40.0% 81.0%
Quantitative — Categorical 84.6% 44.4%
Quantitative — Quantitative 100% 92.9%
Regression 27.5% 22.0%

22 25.8% 56.8%

ANOVA 77.4% 75.0%

Paired t-test 25.5% 45.5%

Table 23: Summary of Percentages for Incorrect to Correct for STAT 1000
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Question Focus p-value

Categorical — Quantitative Display | .001*
Categorical — Quantitative .003
x> .001

Table 24: Incorrect to Correct Significant Differences and their p-values

Question Focus Project Group | Non-project Group
Single Categorical Display 12.7% 40.7%
Categorical — Quantitative Display 5.0% 28.2%
Single Quantitative Descriptive 6.5% 7.5%
Single Categorical Descriptive 3.8% 17.9%
Quantitative — Quantitative Descriptive 4.3% 24.1%
Quantitative — Quantitative Display 12.1% 22.2%
Single Quantitative Display 13.6% 20.7%
Single Quantitative with Outlier Descriptive 36.8% 26.7%
Categorical — Categorical 9.3% 2.6%
Categorical — Quantitative 54.3% 0%
Quantitative — Categorical 12.9% 2.6%
Quantitative — Quantitative 15.4% 0%
Regression 0% 50.0%
X2 75.0% 0%
ANOVA 35.3% 39.1%
Paired t-test 69.6% 57.1%

Table 25: Summary of Percentages for Correct to Incorrect for STAT 1000
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pre-test on nine of the sixteen questions. Seven of these questions were from the display and
descriptive section of the test, and two were from the test selection portion of the test.
Testing was performed using a two-proportion z-test or Fisher’s exact test to determine
where differences between the groups were significant. The p-values for questions where
differences were significant are shown in Table 26. Again, significance was determined using
a 5% comparison-wise significance level, using the Bonferroni correction to adjust for multiple
tests. There was one question for which a significance difference was indicated, as shown
in Table 26. In this case, the project group’s percentage was higher than the non-project

group’s percentage.

Question Focus p-value

Categorical — Quantitative 0

Table 26: Correct to Incorrect with Significant Differences and their p-values

4.3 STAT 0200 RESULTS

4.3.1 Pretest Results

Students in all participating sections at the STAT 0200 level completed a pre-test assessment.
Mean and median scores for each group at the STAT 0200 level are shown in Table 27. The

distribution of pre-test scores for each group can be seen in Figure 8.

Group Mean Standard Error Median

Project 5.65 A37 5
Big Picture 7.96 163 8
Traditional  7.28 324 7

Table 27: Mean and Median Scores for STAT 0200 Pre-test

o7



12.59

Pretest_Score

f J
=)

201 ;
=] o

T T T
Big Pict Project Tractic

Instruc_Code

Figure 8: Side-by-Side Boxplots of Pre-test Scores for STAT 0200

As with the STAT 1000 level, pre-test scores for the project group were lower than pre-
test scores for both other groups. An ANOVA and multiple pairwise comparisons using
the Bonferroni correction were used to determine if significant differences existed between
groups. The p-value for the ANOVA test for differences between means of each group
was approximately 0, indicating significant differences between group means. Significant
differences were shown to exist between the project and big picture groups and the project
and traditional groups with comparison-wise p-values for the comparisons equaling 0 and
.02, respectively. The comparisons showed no significant difference existing between the big

picture and traditional groups.

Class year data for each group is shown in Table 28. The p-value from the x? test for
equality of distributions was .052. A further analysis showed significant differences between
the project and traditional groups. There are fewer freshman in the project group, similarly

to the STAT 1000 level and it is conjectured that this is the reason for the difference in
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scores between these two groups. The percentages for the project group were roughly the
same as the percentages for the big picture group. However, as was noted in Chapter 1, the
project course was a night section course while the big picture groups were all day section
courses. It is conjectured by the researcher that the time difference between the two courses

is the reason for the differences in scores between these two groups.

Pre-test scores were examined based on the experience of the student. Again, scores
did not significantly differ based on experience level for any group. Figure 9 shows the
distribution of pre-test scores based on experience level nested within instructional method.
In this figure, A represents no prior experience, B represents that the student has completed
a statistics course at the high school level and C represents that the student has completed

a statistics course at the college level.
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Figure 9: Side-by-Side Boxplots of Pre-test Scores Split by Experience Nested Within In-
structional Method

29



Class Level

Freshman | Sophomore | Junior | Senior

Project 47.2% 36.1% 11.1% | 5.6%

Method | Big Picture | 48.7% 33.3% 12.0% | 6.0%
Traditional 58.1% 12.9% 16.1% | 12.9%

Table 28: Percentages of Class Level for Project and Non-project Groups

4.3.2 Model Analysis

4.3.2.1 Project and Traditional Groups Only Analysis As with the STAT 1000
course type, an ANCOVA model was used to analyze the STAT 0200 data for the overall
assessment to compare the project and traditional teaching methods. The ANCOVA model

for this comparison was identical to the model used to compare groups for STAT 1000.

Prior to running the ANCOVA, a scatterplot was generated to determine if the lines
relating to the post-test minus pre-test scores to pre-test scores for these two instructional
methods were parallel. The range was restricted to pretest scores below eleven because of
the problem of restriction of range and also because there was no data for the project group
above this pretest score level. The sample size for the project group given this restriction was
20 (100% of students completing both assessments) and the sample size for the traditional

group given the restriction was 44 (93.6% of students completing both assessments).

As can be seen in Figure 10, the slopes are not parallel to each other. However, the
test for equality of slopes produced a p-value of .179, indicating that the difference between
the two slopes is not significant. Therefore, an interaction term was not considered in the

ANCOVA model.
Again, year level was considered as a covariate, but was shown not to be significant.

Table 29 shows the unadjusted means and medians for each group’s difference in pre-test
and post-test scores. These means show that the project group scored over four points better

than the traditional group. Table 30 shows the adjusted means found from the ANCOVA
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Figure 10: Scatterplot of Pre-test Scores vs Difference Scores for Project and Traditional

Groups

model using a pre-test score of 6.56. As with the unadjusted means, the project group’s

adjusted mean is higher than the traditional group’s mean.

Group Mean Standard Error Median
Project 5.15 734 )
Traditional  1.05 499 1.5

Table 29: Mean and Median Scores for Project and Traditional STAT 0200 Groups

The ANCOVA model produced a p-value of .001 for the factor (teaching method). The
p-value for the one-sided comparison of mean difference scores produced a p-value of .0005.
This indicates that there were significant differences between the two groups, with the project
group scoring better than the traditional group.

Again, an analysis was performed for the data with no restrictions on pre-test score.
Again, results matched the restricted results discussed above, with a significant difference

indicated and the project group scoring higher than the traditional group.
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Group Mean Standard Error
Project 4.394 671
Traditional 1.389 444

Table 30: Adjusted Means for Project and Traditional STAT 0200 Groups

4.3.2.2 Project, Big Picture and Traditional Group Analysis As in the previous
two-group analysis, an ANCOVA model was used to analyze the data for the overall assess-
ment. In this case the factor was teaching method and had three levels: project, big picture

and traditional.

Prior to running the ANCOVA, a scatterplot was generated to determine if the regression
slopes for each instructional method were equal. As can be seen in the scatterplot shown in
Figure 11, the slopes are not all equal to one another. Also, the estimated regression lines
for project and big picture cross at a pre-test score of 8. This indicates that, particularly for
lower pre-test scores, the project group’s difference in scores is higher than both of the other
two groups, while the big picture group’s difference in scores is higher than the traditional
method group’s score. For pre-test scores of 8 and above, it appears that big picture and
project methodologies perform similarly, with big picture performing slightly better and that
both of these methods perform better than traditional methods. However, this is difficult
to determine accurately due to a lack of data for the project group at high pre-test score
levels. For this reason, the data will be split into separate ANCOVA analyses to determine
if there are significant differences between groups for low pre-test scores and high pre-test
scores. Low pre-test scores are defined as a score below 8, while high pre-test scores are
considered to be 8 and above. The dataset involving the low pre-test scores had a sample
size of 16 for the project group (80% of students completing both assessments), 75 for the
big picture group (37.7% of students completing both assessments) and 24 for the traditional

group (51% of students completing both assessments).

A scatterplot of pre-test scores below 8 versus differences is shown in Figure 12. As can

be seen in the figure, the regresion slopes are not entirely equal, but each estimated regression
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Figure 11: Scatterplot of Pre-test Scores vs Difference Scores for each Group at the STAT
0200 Level

line is distinct from one another with the project group having the highest estimated line
and the traditional group having the lowest estimated line. While the slopes are not equal,
a model including a linear interaction term was run and the p-value for the interaction term
was .140 which was not significant. Hence, the interaction term was dropped from the model.
Again, year level was also determined not to be significant, so it was not used in the model.

Table 31 shows the medians and unadjusted means for each group’s difference in pre-
test and post-test scores. These unadjusted means show that the project group had the
highest mean difference score, scoring about 2.4 points on average above the big picture
group and 3.7 points on average above the traditional group. Also, the big picture group
scored approximately 1.3 points better than the traditional group. Adjusted means resulting
from running the ANCOVA model are shown in Table 32. These means were calculated using
a pre-test score of 5.53. As seen in the table, the project group’s mean difference is still the
highest of the three groups and the traditional group’s mean difference is the lowest.

The ANCOVA model also produced a p-value of .001 for the teaching method factor,
indicating that there were significant differences between teaching methods. The intersection-

union test was used to determine if project scores were significantly higher than big picture
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Figure 12: Scatterplot of Pre-test Scores below 8 vs Difference Scores for each Group at the

STAT 0200 Level

Group Mean Standard Error Median
Project 6.19 621 6
Big Picture 3.77 327 4
Traditional — 2.54 571 3

Table 31: Mean and Median Scores for STAT 0200 Difference of Scores for Low Pre-test

Scores

Group Mean Standard Error
Project 5.853 .682
Big Picture 3.829 S11
Traditional  2.590 .549

Table 32: Adjusted Means for STAT 0200 Difference of Scores for Low Pre-test Scores
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scores and traditional method scores. Two t-tests were performed comparing the adjusted
means for each group. The t-test comparing project and big picture groups produced a t-
statistic of 11.62 with a corresponding p-value of approximately 0 and the t-test comparing
project and traditional groups produced a t-value of 15.99 again with a corresponding p-
value of approximately 0. Following the procedure described by Laska and Meisner [48], the
p-value for the first t-test was selected and compared to the 5% significance level. Using this

method, the null hypothesis shown in Table 12 can be rejected at the 5% level.

It was also noted that there were possible outlying observations at the pre-test score of
7. In these 3 cases, the post-test scores were substantially lower than the pre-test scores,
with post-test scores showing only one correct answer. Removing these observerations did
not change the outcome of the ANCOVA analysis, which produced a factor p-value of 0.
The intersection union test to compare the mean difference score for the traditional mean
(2.590), the big picture mean (4.094) and the project mean (5.937) produced a p-value of 0,
indicating that significant positive differences existed between the project group and both

control groups.

Although comparison between big picture and traditional methods was not the main focus
of this research, a separate one-side t-test comparing the adjusted means for each group was
used to compare these methods at the low pre-test score level. This t-test resulted in a t-
statistic of 10.53 and a corresponding p-value of approximately 0, indicating that there were
significant differences between these groups with the big picture group performing better

than the traditional group on average.

An analysis of unrestricted data was also performed to determine if results were different
when restricted data was used. In this case, again, the teaching factor was indicated to be

significant with the project group scoring the highest out of the three groups.

Analysis for high pre-test scores was limited to a comparison of big picture methodology
and traditional methodology due to a small sample size for the project group. The AN-
COVA that was run for the high pre-test data showed significant differences between the two
instructional methods, with a p-value of approximately 0. The test for difference in the ad-
justed mean of the big picture group (1.304) and the adjusted mean of the traditional group

(-1.249) showed a significant difference between the groups with a p-value of approximately
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0. This shows that the big picture group performed better than the traditional group.

4.3.3 Subtest Analysis

4.3.3.1 Project and Traditional Groups Only Analysis A subtest analysis similar
to the analysis performed on STAT 1000 data was also completed for the STAT 0200 data. As
with the STAT 1000 data, the response variable for the ANCOVA model was the difference
in scores for the subtest, the covariate was the pre-test score for the subtest and the factor
was teaching method, with two factor levels: project and traditional. For consistency, only
scores included in the overall assessment analysis were used for subtest analysis.

Adjusted means for each subtest can be found in Table 33. The adjusted means for the
displays and descriptives subtest were calculated using a pre-test subtest score of 3.70. The
p-value for the factor from the ANCOVA was .427, indicating that there were no significant
differences between the two groups for this subtest. The adjusted means for the classification
subtest were calculated using a pre-test subtest score of 2.30. The p-value for the factor from
the ANCOVA was .107, again, indicating that there were no significant differences between
the two groups for the classifications subtest. The adjusted means for the test selection
subtest were calculated using a pre-test subtest score of .56. The p-value for the factor
from the ANCOVA was approximately 0, indicating that there were significant differences
between the two groups for this subtest. The one-sided test comparing the two means also
produced a p-value of approximately 0, indicating that the project group performed better

than the traditional group on this portion of the assessment.

4.3.3.2 Project, Big Picture and Traditional Group Analysis A subtest analysis
was also performed for all three groups at the STAT 0200 level. As with other subtest
analyses, the response variable for the ANCOVA models was difference in pre-test and post-
test scores, the covariate was pre-test score and the factor was teaching method. In this
case, the factor had three levels: project, big picture and traditional.

Intersection-union tests were also used to determine if the project group had significantly

higher differences than both other groups. For consistency with the overall assessment
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Display and Descriptive Subtest
Group Adjusted Mean | Standard Error
Project 1.131 384
Traditional 759 258
Classification Subtest
Group Adjusted Mean | Standard Error
Project 907 284
Traditional 338 A87
Test Selection Subtest
Group Adjusted Mean | Standard Error
Project 2.387 212
Traditional 279 143

Table 33: Results for Subtest Analysis for Project and Traditional Groups

analysis performed in the previous section, scores were separated into high and low pre-
test scores. Since the focus of this research is on project performance, only low pre-test

scores were considered for the subtest anaylsis.

Adjusted means for each subtest can be found in Table 34. The adjusted means for
the displays and descriptives subtest were calculated using a pre-test subscore of 2.88. The
p-value from the ANCOVA for the factor teaching method was .390, indicating that there
were not signficant differences between groups. An intersection-union test was again used
to determine if the project group scored better than both the big picture and traditional
groups. The hypothesis tested was similar to the hypothesis shown in Table 12 with the
means applying only to the subtest score. The individual t-tests produced a t-statistic of
-2.26 with corresponding p-value of .981 for the comparison of project and big picture and
a t-statistic of 2.08 with a corresponding p-value of .024 for the comparison of project and
traditional groups. Using the methodology for the min-test, the maximum p-value was .981,

indicating that the project group did not score better than both the big picture group and
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the traditional group. As seen by the individual tests and the adjusted means, the project
group scored better than the traditional group but not better than the big picture group.

Display and Descriptive Subtest

Group
Project
Big Picture

Traditional

Adjusted Mean
1.910
2.156
1.645

Standard Error
425
196
347

Classification Subtest

Group
Project
Big Picture

Traditional

Adjusted Mean
947
.899
.600

Standard Error
.261
115
205

Test Selection Subtest

Group
Project
Big Picture

Traditional

Adjusted Mean
2.712
815
A73

Standard Error
224
103
182

Table 34: Results for Subtest Analysis for STAT 0200

The adjusted means for the classification subtest were calculated using a pre-test subscore
of 2.17. The p-value from the ANCOVA for the factor was .410, again indicating that
signficant differences did not exist between teaching methods. The intersection-union test
for the comparison of the project group with the big picture and traditional groups was not
significant, again, indicating that the project group did not score signficantly better than
both other groups. However, individual test results and adjusted means suggest that the
project group did score significantly better than the traditional group but not significantly
better than the big picture group.

Finally, the adjusted means for the test selection subtest were calculated using a pre-test

subscore of .48. The p-value for the factor from the ANCOVA model, which was approxi-
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mately 0, indicated significant differences between the groups. Individual t-tests for compar-
ing the project group to each other group gave the following: the t-statistic for comparing
project and big picture groups was 33.14 with corresponding p-value of approximately 0 and
the t-statistic for comparing the project and traditional groups was 33.32 with a correspond-
ing p-value of approximately 0. Using the min-test procedure, the null hypothesis can be
rejected, indicating that the project group scored significantly better than the other two

groups.

4.3.4 Individual Question Analysis

4.3.4.1 Project and Traditional Groups Only Analysis As with the STAT 1000
level, individual question analyses were performed to determine if there were significant
differences in the “off-diagonal” entries of Table 22 between the project and traditional
groups. Sample sizes for this portion of the analysis were not restricted, resulting in a
sample size of 20 for the project group and 47 for the traditonal group.

Percentages of students who improved their score from pre-test to post-test by correctly
answering the matched question on the post-test after answering it incorrectly on the pre-test
along with percentages of students who answered a question correctly on the pre-test and
then answered incorrectly on the post-test were calculated for each instructional method.

The results of these calculations are shown in Table 35 and Table 37.

From Table 35, it can be seen that for thirteen of the sixteen questions, the project
group’s improvement percentage was higher than the traditional group’s percentage. Of
these thirteen questions, six were from the display and descriptives subtest, three were from

the classification subtest and the remaining four were from the test selection subtest.

Analysis to determine where the percentages differed significantly was performed using
Fisher’s exact test due to small sample sizes. The results of these analyses can be found
in Table 36. Significance was determined using a 5% comparison-wise error. Using the
Bonferroni correction, the appropriate significance level for comparison with individual p-
values is .003. There were four questions for which significant differences were indicated. In

three of the four cases, the project group had the higher percentage. These are indicated in
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Question Focus Project Group | Traditional

Single Categorical Display 100% 14.3%
Categorical — Quantitative Display 0% 51.6%
Single Quantitative Descriptive 77.8% 64.3%
Single Categorical Descriptive 10% 45%
Quantitative — Quantitative Descriptive 85.7% 60%
Quantitative — Quantitative Display 77.8% 42.4%
Single Quantitative Display 50.0% 35%

Single Quantitative with Outlier Descriptive 82.4% 52.2%
Categorical — Categorical 100% 66.7%
Categorical — Quantitative 33.3% 40%
Quantitative — Categorical 83.3% 55.6%
Quantitative — Quantitative 76.9% 75%
Regression 78.9% 8.9%

X2 52.6% 4.7%

ANOVA 66.7% 33.3%

Paired t-test 93.3% 34.2%

Table 35: Summary of Percentages for Incorrect to Correct for STAT 0200 for Project and
Traditional Groups

the Table 36 with a *.

Table 37 shows that the project group had a lower percentage of students who answered
correctly on the pre-test then incorrectly on the post-test for ten of the sixteen questions. Of
these ten questions, four were from the display and descriptives subtest, two were from the
classification subtest and four were from the test selection subtest. Table 38 shows that there
was only one question for which a signficant difference was indicated. For this question, the

project group’s percentage was higher than the traditional group’s percentage.
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Question Focus p-value

Categorical — Quantitative Display | .002

Regression 0*
X2 O*
Paired t 0*

Table 36: Incorrect to Correct Significant Differences and their p-values for Project and

Traditional Groups

4.3.4.2 Project, Big Picture and Traditional Group Analysis Individual question
analyses were also performed to determine if there were significant differences in the “off-
diagonal” entries of Table 22 between project and both non-project groups. In this case,
all sections of controls were combined into the non-project. All participants with matched
pre-test and post-tests were used for the individual question analysis. Sample sizes for this
portion of the analysis were as follows: project group, 20, big picture group, 199, traditional

group, 47.

Again, percentages of students who improved their score from pre-test to post-test by
correctly answering the matched question on the post-test after answering it incorrectly on
the pre-test along with percentages of students who answered a question correctly on the
pre-test and then answered incorrectly on the post-test were calculated for each instructional

method. The results of these calculations are shown in Table 39 and Table 41.

From Table 39, it can be seen that for ten of the sixteen questions, the project group’s
improvement percentage was higher than the non-project group’s percentage. Of these ten
questions, there were four questions from the eight display and descriptives questions for
which the project group scored the highest and two from the four classification questions
for which the project group scored the highest. The remaining four questions for which the
project group scored highest made up the entire test selection portion of the assessments. For
each of the questions where the project group’s percentage was higher than the non-project

group’s percentage, it was determined that the project group had the highest percentage
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Question Focus Project Group | Traditional

Single Categorical Display 0% 35%
Categorical — Quantitative Display 100% 37.5%
Single Quantitative Descriptive 0% 18.2%
Single Categorical Descriptive 80.0% 28.6%
Quantitative — Quantitative Descriptive 38.5% 44.4%
Quantitative — Quantitative Display 0% 28.6%
Single Quantitative Display 75.0% 51.9%

Single Quantitative with Outlier Descriptive 66.7% 29.2%
Categorical — Categorical 20% 8.6%
Categorical — Quantitative 12.5% 40.9%
Quantitative — Categorical 25% 20.7%
Quantitative — Quantitative 0% 33.3%
Regression 0% 100%

% 0% 50%
ANOVA 20.0% 64.3%
Paired t-test 20.0% 88.9%

Table 37: Summary of Percentages for Correct to Incorrect for STAT 0200 for Project and

Traditional Groups

Question Focus p-value

Categorical — Quantitative Display | .002

Table 38: Correct to Incorrect with Significant Differences and their p-values

of the three groups when compared separately. For all questions for which the non-project

group’s percentage was higher, it was determined that the big picture group’s percentage
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Question Focus

Project Group

Non-project Group

Single Categorical Display 100% 52.7%
Categorical — Quantitative Display 0% 69.4%
Single Quantitative Descriptive 77.8% 82.7%
Single Categorical Descriptive 10% 55.3%
Quantitative — Quantitative Descriptive 85.7% 64.4%
Quantitative — Quantitative Display 77.8% 63.0%
Single Quantitative Display 50.0% 50.7%
Single Quantitative with Outlier Descriptive 82.4% 47.8%
Categorical — Categorical 100% 76.7%
Categorical — Quantitative 33.3% 58.2%
Quantitative — Categorical 83.3% 72.4%
Quantitative — Quantitative 76.9% 85%
Regression 78.9% 24.8%

% 52.6% 17.2%

ANOVA 66.7% 40.9%

Paired t-test 93.3% 53.9%

Table 39: Summary of Percentages for Incorrect to Correct for STAT 0200

Analyses to determine if percentages differed significantly between the groups was per-
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score. These differences are indicated in the table with a *.

was higher than both the project and traditional groups percentages.

formed using a two proportion z-test or Fisher’s exact test when sample sizes were small.
Results of these analyses can be found in Table 40. Significance was determined using a
5% comparison-wise significance level. Again, a Bonferroni correction was used leading to a
significance level for individual p-values of .003. In three of the four cases where significant

differences were indicated, the project group’s score was higher than the non-project group’s




Question Focus p-value

Categorical — Quantitative Display 0

Regression 0*
X2 .001*
Paired t-test .002*

Table 40: Incorrect to Correct Significant Differences and their p-values

Table 41 shows that the project group had a lower percentage of students who answered
correctly on the pre-test then incorrectly on the post-test for nine of the sixteen questions.
Three of these questions were from the display and descriptive subtest, two were from the
classification subtest and the remaining four were from the test selection subtest. In each
case where the project percentage was lower, it was the lowest of the three groups when
groups were compared separately. In the remaining seven cases where the non-project group
was lower, the big picture group achieved the lowest percentage for five of the questions and

the traditional group was the lowest in two cases.

Testing was again performed using either a two-proportion z-test or Fisher’s exact test to
determine where differences between the groups were significant. The p-values for questions
where differences were significant are shown in Table 42. Again, significance was determined
using a 5% comparison-wise significance level. Again, the Bonferroni correction was used
to account for multiple tests. In the three questions for which significance differences were
indicated, the project had a lower percentage of students who incorrectly answered a question
on the post-test after correctly answering the similar question on the pre-test on one question.

This question is indicated with * in the table.
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Question Focus Project Group | Non-project Group
Single Categorical Display 0% 34.0%
Categorical — Quantitative Display 100% 32.8%
Single Quantitative Descriptive 0% 10.9%
Single Categorical Descriptive 80.0% 28.5%
Quantitative — Quantitative Descriptive 38.5% 35.9%
Quantitative — Quantitative Display 0% 20.0%
Single Quantitative Display 75.0% 39.8%
Single Quantitative with Outlier Descriptive 66.7% 41.6%
Categorical — Categorical 20% 11.6 %
Categorical — Quantitative 12.5% 30.6 %
Quantitative — Categorical 25% 14.3%
Quantitative — Quantitative 0% 18.3%
Regression 0% 75.0%
2 0% 64.0%
ANOVA 20.0% 56.0%
Paired t-test 20.0% 43.0%

Table 41: Summary of Percentages for Correct to Incorrect for STAT 0200

Question Focus p-value

Single Categorical Display .002*
Categorical — Quantitative Display 0
Single Categorical Descriptive .002

Table 42: Correct to Incorrect with Significant Differences and their p-values
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4.4 COMPARISON OF STAT 1000 AND STAT 0200

Since analyses of the data were performed separately for each introductory level course, it
is of interest to compare these analyses to determine if project performance was similar for
both levels. In both course levels, pre-test scores for the project group were significantly
lower than the pre-test scores for the non-project groups. This anomaly in the data may be
explained by the differing percentages of class levels in each section at the STAT 1000 level.
At the STAT 0200 level, differing percentages of class levels within each section may account
for the differences in pre-test scores between the traditional and project groups. Differences
between project and big picture groups may be accounted for by the differences in class times,
with the project group being a night course and the big picture group being a day course.
With pre-test scores being significantly different between project and non-project groups,
it is clear that a random or quasi-random assignment into groups was not attained by the
study. This is to be expected, however, since the research could not randomly assign students
into particular courses, but rather, students selected courses based on their schedules and
personal preferences.

Analysis of overall differences in pre-test assessment scores revealed a similar pattern
between both course levels. Project groups appeared to be significantly different from their
non-project counterparts, particularly for lower pre-test scores. This trend occured in both
analyses performed at the STAT 200 level and in the overall analysis performed at the STAT
1000 level. However, in the subtest analysis the two class levels did not perform similarly.
At the STAT 1000 level, the project group scored significantly better than the non-project
group on the displays and descriptives subtest but for the STAT 0200 level, the project group

scored significantly better than its non-project counterparts on the test selection subtest.

In the individual question analyses, project sections had a higher percentage of improve-
ment for eleven of the sixteen questions at the STAT 1000 level and for ten of the sixteen
questions for the STAT 0200 level. For incorrect to correct, the project sections matched
results for eleven of the sixteen questions. That is, both project groups had the highest
improvement percentage or both project groups did not outscore their non-project counter-

parts. For the percentage of students who answered correctly on the pre-test then incorrectly
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Question Focus

Project Groups

Project Groups

Matched on Matched on
Incorrect to Correct to
Correct Incorrect

Single Categorical Display Yes Yes
Categorical — Quantitative Display No No
Single Quantitative Descriptive Yes Yes
Single Categorical Descriptive No No
Quantitative — Quantitative Descriptive | Yes No
Quantitative — Quantitative Display Yes Yes
Single Quantitative Display Yes No
Single Quantitative with Outlier Descriptive | Yes Yes
Categorical — Categorical Yes Yes
Categorical — Quantitative Yes No
Quantitative — Categorical Yes Yes
Quantitative — Quantitative No No
Regression Yes Yes
X2 No No
ANOVA Yes Yes
Paired t-test No Yes

Table 43: How Project Groups Matched Question-by-Question

7

on the post-test, the STAT 1000 level project group had the lower percentage for nine of the
sixteen questions and the STAT 0200 project group also had the lowest percentage for nine
of the sixteen questions. For nine of these sixteen questions, both project groups matched,
meaning that either both project groups had the lowest percentage when compared with

non-project groups or both project groups did not have the lowest percentage when com-




pared with non-project groups. A summary of these results can be found in Table 43. The
comparison shown in Table 43 was performed using all three groups at the STAT 0200 level.
The STAT 1000 versus the two-group STAT 0200 comparisons do not entirely agree with
the results shown in Table 43.
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5.0 DISCUSSION

Introductory statistics courses are designed to provide students with an overall understanding
of techniques and methods used for simple statistical analysis and to provide students with
a basis for future statistical coursework or simple research endeavors in their field of study.
Research into statistics education, however, has provided a glimpse at what students truly
gain from their introductory statistics course, which is, unfortunately, significantly less than
what most instructors would hope.

Prior research has shown that students exiting introductory statistics courses have little
to no data sense, an inability to appropriately classify variables and hence, an inability to
select appropriate statistical techniques to analyze these variables. One particular reasoning
for why this phenomenon occurs frequently is due to the contrived nature of many textbook
examples and exercises. These exercises often significantly reduce the complexity of problems
in an effort to make the material understandable and manageable. While these efforts are
well-intentioned, these textbook problems rarely capture the true nature of real-world data,
leaving students ill-prepared for the challenges they will face in a typical data analysis setting.

It has also been observed in introductory courses that students develop a “chapter men-
tality” when approaching statistical analysis. That is, students tend to determine the validity
of their analytical approaches to problems based on the chapter in which the problem ap-
pears, rather than based on the situation described and the nature of the variables associated
with the problem. This phenomenom is often well-evidenced on final exams, where students
are asked and expected to be able to determine appropriate methods to analyze situations
and often cannot correctly identify these methods.

The purpose of this study was to determine if requiring students to gather and guide

an analysis of real-world data would allow them to develop more sophisticated statistical
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reasoning skills than students who were not exposed to the project. In this chapter, the
results of the study are explained, implications of these findings are discussed and future

research directions are offered.

5.1 EXPLANATION OF RESULTS

5.1.1 Quantitative Results

The results at both the STAT 1000 and STAT 0200 level introductory courses show that
projects better equip students to develop statistical reasoning, particularly for students hav-
ing low pre-test scores. These results confirm prior opinions that the use of projects as an
assessment and learning tool enhanced students’ understanding of statistical concepts.

It is clear from the data provided in this study that students’ increase from pre-test to
post-test was significantly different overall for students participating in the project. These
results were consistent across course types and instructors, providing strong evidence that the
project produces effective classroom results. It is also evident that students participating
in the project were better equipped to appropriately select statistical approaches in the
presence of data that was closer to what one might see in the real-world (i.e. data containing
outliers or skewedness). While subtest analysis reveals different areas where each project
group excelled, overall differences in scores were higher by about two points on average for
both STAT 1000 and STAT 0200.

Individual question analysis reveals that students involved in the project group at both
introductory course levels had a better improvement percentage (incorrect to correct) on a
majority of the questions when compared with students not completing a project. It also
revealed that students in the project group also had a better retention percentage (correct
to correct) than students in the non-project groups. This indicates, as suggested by prior
research, that students completing projects not only better develop statistical understanding,
but also that projects aid in reinforcing statistical topics explored in lectures and other out-

of-class assignments.
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Results of this study also provide a first comparison between project methodology and
big picture methodology, a methodology which reminds students of how specific processes
fit into the larger statistical background. These results indicate that, particularly for low
pre-test scores, the project method provides greater learning gains than big picture methods.
However, big picture’s methodology has also been shown to perform significantly better than
traditional methods. While the comparison between big picture and project methodologies
is new to the literature, the results for the comparison between big picture and traditional
methods reaffirm the big picture creator’s work showing that this method aids student learn-

ing of the subject.

The quantitative results of this study show that projects do increase students’ ability
to reason statistically. These results are the first quantitative results from a designed com-
parative study to show the extent of learning gains made when a project is introduced to
an introductory statistics course. These results reinforce claims made by other researchers

about the ability of projects to better equip students with reasoning skills.

There are some caveats to this study that should be investigated further. First, the reli-
ability analysis showed that reliability for particular questions was substantially lower than
what is traditionally acceptable. After these questions are modified or removed from the the
assessments, a further reliability analysis should be conducted to determine if performance
of the two forms is more comparable. Also, as noted in Chapter 4, project groups outscored
their non-project counterparts in separate subtest areas. These differences should be further
investigated in order to determine where project groups consistently score differently than
non-project groups. Finally, the data showed that both project groups scored significantly
lower than their non-project counterparts on the pre-test assessment. Although pre-test and
post-test differences were consistently higher for both project groups than for non-project
groups, post-test scores were essentially equivalent with the exception of the STAT 0200
level, where traditional post-test scores were approximately two points lower on average

than post-test scores for big picture and project groups.
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“We liked this project because we got to choose a topic that we enjoyed and

learned statistics about it at the same time.”

“This project was beneficial and interesting because we were able to complete

a larger analysis on a real-life topic...”

“...was much more entertaining and engaging than completing homework prob-

lems in a textbook...”

“The project was fun rather than a chore.”

“This project inspired a creative approach to the practice of statistics.”

“As a whole, we really enjoyed this project...”

Table 44: Comments Regarding Student Attitude Toward Projects

5.1.2 Qualitative Results

Prior research has also indicated that the use of projects in statistics courses makes statistics
more approachable and enjoyable to students. This research corroborates this claim as well.
Students who participate in the project course were asked periodically to provide feedback

on project assignments and, in particular, how these assignments affected their learning.

Overall, students’ reactions to the project were positive, as can be seen in Table 44
outlining a sample of comments regarding attitudes to the project. The only negative com-
ments received related to clarifying assignment write-ups that may have been too vague for
students to understand what was being asked of them. However, even these comments were

not numerous.

Students also felt that the project greatly enhanced their understanding of statistics.
Some of the comments given on the project by students are shown in Table 45. No students
indicated that the project failed to aid in their learning of the material, nor did students

indicate that the projects were overwhelming.

As a whole, the project component of the course was well-received by students, as was

indicated in previous research. Many students completed more than the required data anal-
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“Rather than blindly plugging numbers into equations, this project helped us
grasp the meaning behind the math.”

“It [the project] was a very effective way to learn the material and allowed us

to investigate something actually of interest.”

“This project ... allowed us to experience the practical application of statistics.

It also made much of the course material less abstract...”

“Overall, seeing a project through from data collection to statistical analysis

has been an invaluable learning experience...”

“Applying what we learned in class to this project helped us to see how we

might be able to use statistics in the future for other classes or our careers.”

Table 45: Comments Regarding Student Thoughts How Projects Aided in Learning

ysis on each assignment, simply because the data was interesting to them. Students also
commented throughout project assignments that techniques may not be entirely appropriate
due to violations of assumptions or simplicity of the approach to the complex data. State-
ments of this nature indicate that students are connecting ideas and viewing problems from
a larger, global perspective rather than focusing entirely on completing a specified technique.

Using data that was of interest to students also provided a crucial benefit. Students who
are supplied datasets often complain that they have no idea what questions to ask or how
to connect variables. However, since the topic was selected (and assumedly of interest) to
the students, they could easily generate questions and determine which variables were most
appropriate to use in answering their questions.

While not required to do so, students began generating questions and connecting variables
early into their project’s run. It was often the case that, rather than provide separate
graphical and numerical displays of each variable in their dataset, groups provided displays
linking two or more variables together in order to best begin analysis for specific questions
they had about the data. These results not only show students’ interest in the data, but

also evidenced that fact that they are connecting their analyses back to the global situation.
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Prior research also indicates that students seem to lack a global understanding of prob-
lems that they work with in their introductory statistics courses. Students often fail to
remember contextual details which may alter or change statistical methods being used and
they fail to relate results obtained from these procedures back to the problem’s context. Of-
ten, in introductory courses and even beyond, instructors find that students do not answer
a question by describing the results of their analysis in relation to the problem context, but
rather that students merely list a p-value and state “accept” or “reject”. Because students
participating in project sections were required to structure project assignments in written
form, they gained exposure to technical writing. The written nature of the assignments re-
quired that students provide background on the project topic, complete statistical analyses
and include results appropriately and then discuss these results in the context of their topic.
This formatting required that students be able to relate their results back to the context of
their topic, furthering students ability to connect ideas and think globally about a problem.
Because these students were accustomed to relating results to context, they should be better
prepared to articulate statistical knowledge overall.

In summary, the project component was a popular addition to the introductory statistics
course sections in which it was used. Students conveyed that the project benefited them by
providing them with interesting data to reinforce concepts explored in lectures and homework
assignments. Because the project required that students gather real data, the assignments
they worked through required them to examine the data carefully and determine solutions
that would work both with the type of data they had as well as to answer their questions.

Qualitatively, the project seemed to be a worthwhile learning tool for students.

5.2 IMPLICATIONS OF RESULTS

The results of this study provide several implications for the field of statistics education.
First, it provides the field with a framework for projects in an introductory statistics course.
The project used for the purpose of this research was designed to incorporate major aspects

included in most introductory statistics courses. It was also designed to be a semester-long
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project, incorporating assignments periodically throughout a sixteen week semester so that
students have reinforcement for topics throughout the semester.

This project was designed not only for the purposes of this research but also as a template
for instructors. The template can be used with or without modification for any standard
introductory statistics course.

This study also provides assessment material designed to analyze areas where students
completing the project should excel. The assessments are designed for straightforward grad-
ing using multiple choice questions only. However, these questions can also be easily modified
into open-ended questions in order to further test students’ reasoning and thinking abilities.
Since there are two assessment forms, they can be used in a pre-test/post-test manner or
they can be used as a single assessment with multiple forms.

A final implication of this study is the quantitative evidence it provides to corroborate
qualitative claims made by other researchers as to the effectiveness of projects in the class-
room. While projects have been suggested by many statistics educators, this study is the
first to provide quantitative evidence documenting the effect that projects have on increasing
reasoning abilities. It also provides information on the extent to which reasoning abilities

are increased when compared with other more traditional teaching methods.

5.3 CONCLUSIONS AND FUTURE DIRECTIONS

The results of this study are significant for several reasons. This study provides the first
quantitative designed comparative study linking the use of projects in introductory statistics
courses to increases in reasoning abilities. In the study design, instructors selected the
method that they would use for instruction. No instructors were assigned to use a particular
method by the researcher. Also, there were no instructors who taught different sections using
different methodologies, therefore there are no instructors for whom we can compare directly
results without a teacher effect. Future research should expand upon this study in both size
and design. In particular, this research should focus on comparing project and traditional

methodologies when both of these practices are used by all of the instructors. Future research
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may also include an analysis on change in attitude toward statistics and data analysis after
completing the project. Also, further research may be performed to determine if project
scores aid in predicting post-test scores.

This study also provides short assessment tools for analyzing the statistical reasoning
abilities of students. A reliability analysis was performed on the parallel forms. Future
studies may be needed to verify the reliability of the forms or to expand or modify the forms
to further test statistical reasoning by adding additional assessment material or modifying
from multiple-choice questions to open-ended questions. The modification to open-ended
questions may allow for the development of questions that better assess contextual inference.

Finally, the study provides a template for introductory statistics course projects. This
template was designed to provide all the tools necessary to include a project component in
an introductory level course. The project was also designed to cover three major aspects of
these courses: displaying and describing the data, probability and inference. Future studies
should refine the project template by appropriately modifying project assignments to more
effectively focus on developing reasoning skills. These studies should also compare reasoning
abilities of students completing modified project designs to reasoning abilities of students
completing the current project design and students not completing any projects.

In summary, this study has provided data concerning the differences in learning gains
made by students completing a project versus students who do not complete a project in
an introductory statistics course, along with other important contributions. This study is
a firstsstep in developing and identifying instructional techniques that provide significantly
different classroom results. It is the hope of the researcher that this study will encour-
age instructors to experiment with different teaching techniques in addition to traditional

methodologies.
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APPENDIX A

ASSESSMENT MATERIALS

A.1 ASSESSMENTS

On the following pages are a copies of the assessments that students completed. Students
completed either Form A for a pre-test and Form B as a post-test or Form B as a pre-test and
Form A as a post-test. Course sections were randomly assigned to complete a specific form
for a pre-test. Note that the documents are exactly as they appeared to students, including

pagination and formatting. Form A is listed first and Form B is listed following Form A.
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Statistical Skills Assessment

1. A class survey asked students to indicate if they are MAC or PC users. Of the following graphs, which is
most appropriate to display their results?

(a) Pie chart
(b) Histogram
(c) Scatterplot

(d) None of the above

2. The dean of a college would like to know if IQ scores differ for students on academic probation versus students
who are not on academic probation. The data he collected is listed below. Of the following graphs, which is
the most appropriate to display this data?

(a) Scatterplot
(b) Histogram
(¢) Two bar charts

(d) Side-by-side boxplots

Probation GPAs | Non-Probation GPAs
3.2 3.4
2.0 3.3
2.5 3.2
3.0 3.5
2.8 3.0

3. A class survey asks students to indicate how long it takes them to travel from campus to home. Of the
following, which is the most appropriate summary for the data?

(a) Mean and standard deviation

(b) Mode and range
(¢) Proportions

(d) Correlation
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-3 - Statistical Skills Assessment

4. A class survey gathered the following data. Of the following, which is the most appropriate summary for
the data?

Education Level of Parent | Number of Responses
Less than high school 4
High school graduate 12
Some college
Associate degree
Bachelor’s degree
Advanced degree

DN| 00| W| I

(a) Mean and standard deviation
(b) Mode and range
(¢) Proportions
(d) Correlation
Items 5 and 6 refer to the following situation: The admissions office at a small college would like to

know if scores on an entrance exam help predict a student’s performance in college (measured by their GPA
after one semester). The results for a small sample are listed in the table below.

Student | Exam Score | GPA
1 76 3.0
2 88 3.2
3 65 2.5
4 74 2.6
5 56 2.7
6 92 3.4

5. What is an appropriate summary for the data to answer the admissions office’s question?

(a) Mean and standard deviation
(b) Median and interquartile range
(¢) Proportions

(d) Correlation

6. Of the following, which is the most appropriate way to display the results?

a) Histogram

(
(b) Scatterplot
(c) Stem-and-leaf plot

)
)
)
)

(d) Side-by-side boxplots

CONTINUED
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-4 - Statistical Skills Assessment

Items 7 and 8 refer to the following situation: A state police officer records the speed of several cars
on a particular stretch of highway. The following is the dataset obtained, where Car Number indicates which
car was observed and Speed indicates the speed of the car as recorded by a radar gun.

Car Number | Speed
1 60

62
56
60
66
59
61
119

O | | Y | W DN

7. Of the following, which is the most appropriate way to display the results?

(a) Boxplot
(b) Scatterplot
(c) Pie chart

(d) Side-by-side boxplots

8. What is an appropriate summary for this dataset?

(a) Mean and standard deviation
(b) Median and interquartile range
(¢) Proportions

(d) Correlation

Items 9 through 12 refer to the following situation:

In studies of employment discrimination, several variables are often relevant: an employee’s age, sex, race,
years of experience, salary, whether promoted, and whether laid off. For each question, select the appropriate
classification of explanatory and response variables.

9. Are men paid more than women?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(c) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

CONTINUED
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-5- Statistical Skills Assessment

10. Can an employee’s age help us predict whether or not he or she will be laid off?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(¢) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

11. For every additional year of experience, about how much higher is a worker’s salary?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(¢) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

12. Are whites more likely than blacks to be promoted?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(c) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

Items 13 through 16 refer to the following situation: For each research situation, decide what sta-
tistical procedure would most likely be used to answer the research question posed. Assume all assumptions

have been met for using the procedure.

13. Do students’ IQ scores help to predict how well they will perform on a test of science achievement?

(a) Test one mean against a hypothesized constant.

(b) Test the difference between two means (independent samples).

Test the difference in means between two paired or dependent samples.
Test for a difference in more than two means (one way ANOVA).

Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.
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-6 - Statistical Skills Assessment

14. Is ethnicity related to political party affiliation (Republican, Democrat, Other)?

(a) Test one mean against a hypothesized constant.

(b) Test the difference between two means (independent samples).

(c) Test the difference in means between two paired or dependent samples.
(d) Test for a difference in more than two means (one way ANOVA).

(e) Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.

15. Are typical blood pressure readings the same for groups of patients who have been assigned to take one of
four possible medications?

(a) Test one mean against a hypothesized constant.

(b) Test the difference between two means (independent samples).

(c) Test the difference in means between two paired or dependent samples.
(d) Test for a difference in more than two means (one way ANOVA).

(e) Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.

16. In sets of boy-girl twins, do the boys differ from their sisters in reading achievement?

(a) Test one mean against a hypothesized constant.

(b) Test the difference between two means (independent samples).

(c) Test the difference in means between two paired or dependent samples.
(d) Test for a difference in more than two means (one way ANOVA).

(e) Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.
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-2- Statistical Skills Assessment

1. An instructor records the IQ scores for each of her students. Of the following graphs, which is most appro-
priate to display the instructor’s data?

(a) Pie chart
(b) Histogram
(c) Scatterplot

)

(d) None of the above

2. Researchers compared the ages of actors and actresses at the time they won Oscars. The results for recent
winners from each category are listed in the table below. We want to use the data to decide which group—

men or women—tends to have older Oscar winners. What type of graph should be used?

‘Women

21 24 26 26 26 27 28 30 30 31 31 33 33 34
34 34 34 35 35 35 37 37 38 39 41 41 41 42
44 49 50 60 61 61 74 80

Men

31 32 32 32 33 35 36 37 37 38 39 39 40 40
41 42 42 43 43 44 45 45 46 47 48 48 51 53
55 56 56 60 60 61 62 76

(a) Histogram
(b) Two pie charts
(c) Side-by-side boxplots

(d) Scatterplot

3. A particular customer service center records the length of all calls made to the center for one month. Of the
following, which is the most appropriate summary for the data?

(a) Correlation
(b) Proportions
(¢) Mode and range

(d) Mean and standard deviation
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-3 - Statistical Skills Assessment

4. A random sample of salaries at a certain company produced the following data. Given this data, what is
the most appropriate summary?

Employee 1 | 50,000
Employee 2 | 54,000
Employee 3 | 49,000
Employee 4 | 52,000
Employee 5 | 50,000
Employee 6 | 104,000

a) Mode and range

(
(b

)
) Median and interquartile range
(c) Correlation

(d) Mean and standard deviation

Items 5 and 6 refer to the following situation: Researchers would like to determine if the amount of
money spent on advertising directly affects sales. In the table below is data from 10 companies indicating
each company’s spending and revenue (both in millions).

Company Advertising Exp. | Revenue
Company 1 1.2 5.40
Company 2 1.1 5.54
Company 3 1.6 5.32
Company 4 1.5 5.49
Company 5 1.76 6.0
Company 6 1.86 5.87
Company 7 2.00 6.12
Company 8 2.03 6.08
Company 9 1.93 5.78
Company 10 1.99 5.99

5. What is an appropriate summary for the data to answer the reseachers’s question?

(a) Mean and standard deviation

)
(b) Median and interquartile range
(¢) Proportions

)

(d) Correlation

6. Of the following, which is the most appropriate way to display the results?

a) Histogram

(
(b) Scatterplot

(c) Stem-and-leaf plot

)
)
)
(d) Side-by-side boxplots

CONTINUED
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Statistical Skills Assessment

Items 7 and 8 refer to the following situation: Suppose we obtained the data set below, where Subject
indicates the subject’s ID number and Hair Color is coded as follows: 1=Blonde, 2=Brunette, 3=Red.

Subject | Hair Color
1 3
2 2
3 2
4 1
5 2
6 3
7 2
8 1

7. What is an appropriate numerical summary for this type of data?

(a) Mean and standard deviation
(b) Median and interquartile range
(¢) Proportions

(d) Correlation

8. Of the following, which is the most appropriate to display the results?

(a) Histogram
(b) Pie chart
(c) Stem-and-leaf plot

(d) Scatterplot

Items 9 through 12 refer to the following situation:

In studies of employment discrimination, several variables are often relevant: an employee’s age, sex, race,
years of experience, salary, whether promoted, and whether laid off. For each question, select the appropriate

classification of explanatory and response variables.

9. Can an employee’s age help us predict whether or not he or she will be promoted?

(a) Categorical explanatory and categorical response

(b) Categorical explanatory and quantitative response

(¢) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response
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10. Is age a predictor of salary?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(c) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

11. Are men more likely to be promoted than women?

(a) Categorical explanatory and categorical response

(b) Categorical explanatory and quantitative response

(c¢) Quantitative explanatory and categorical response
)

(d) Quantitative explanatory and quantitative response

12. Are whites paid more than blacks?

(a) Categorical explanatory and categorical response
(b) Categorical explanatory and quantitative response
(¢) Quantitative explanatory and categorical response

(d) Quantitative explanatory and quantitative response

Items 13 through 16 refer to the following situation:

Statistical Skills Assessment

For each research situation, decide what sta-

tistical procedure would most likely be used to answer the research question posed. Assume all assumptions

have been met for using the procedure.

13. Is the amount of time spent on cell phones the same for Americans, Canadians and Europeans?

(a) Test one mean against a hypothesized constant.

(b) Test the difference between two means (independent samples).

(¢) Test the difference in means between two paired or dependent samples.

(d) Test for a difference in more than two means (one way ANOVA).

e) Test if the slope in the regression equation is 0.

f) Use a chi-squared test of association.
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-6 - Statistical Skills Assessment

14. Does knowing a college student’s SAT score tell us anything about his or her first year college grade point
average?

(a) Test one mean against a hypothesized constant.
(b) Test the difference between two means (independent samples).
(c) Test the difference in means between two paired or dependent samples.

)
)
(d) Test for a difference in more than two means (one way ANOVA).
(e) Test if the slope in the regression equation is 0.

)

(f) Use a chi-squared test of association.

15. Does support for a school bond issue (For or Against) differ by neighborhood in the city?

a) Test one mean against a hypothesized constant.

(a)

(b) Test the difference between two means (independent samples).

(c) Test the difference in means between two paired or dependent samples.
(d) Test for a difference in more than two means (one way ANOVA).

(e) Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.

16. Is there a difference between city gas mileage and highway gas mileage for minicompact cars?

(a) Test one mean against a hypothesized constant

(b) Test the difference between two means (independent samples).

(¢) Test the difference in means between two paired or dependent samples.
(d) Test for a difference in more than two means (one way ANOVA).

(e) Test if the slope in the regression equation is 0.

(f) Use a chi-squared test of association.
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APPENDIX B

PROJECT ASSIGNMENTS

This appendix contains project assignments and grading rubrics.
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Assignment 1
Describing the Data

Assignment Overview: Describe the data that you've chosen using appropriate
numerical and graphical displays.

What you should include:
e A minimum of three different graphical displays of your data with interpretation

e Appropriate numerical displays of all variables included in your dataset with
interpretation

e A description of how the data was obtained by you and/or by the source where
you found the data (if data was not collected directly by your group)

Formatting: Your submission should be written with the following sections:
Introduction, Results and Discussion. Your introduction should include basic back-
ground information to familiarize the reader with your chosen topic as well as in-
formation on how you obtained the data and/or how the data was obtained by the
source that you used to acquire it (if data was not collected directly by your group).
The Results section should include your data displays, appropriately labeled. The
Discussion section should include your interpretations of the displays with clear ref-
erences to your figures from the Results section and comments on the the way the
data was obtained.
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Grade Sheet for Assignment 1

NAME:
Section Topic Points Assigned
Introduction
Provide basic background information
Indicate how data was obtained from source
Indicate how source obtained data
Results
Graph 1
Graph 2
Graph 3
Numerical Displays
Discussion

Interpretation of graph 1

Interpretation of graph 2

Interpretation of graph 3

Interpretation of numerical displays

Comments on data acquisition

TOTAL

100




Grading Rubric for Assignment 1 Total Possible Points
for Assignment 1 = 30

Introduction: Total Points Possible = 6

Provide Basic Background Information:
Score | Description

0 No background information provided
1 Limited or average background provided; key information left out
2 Good overview provided; all key information included

Indicate how data was obtained from source:
Score | Description

0 No information provided
1 Minimal information provided; source not clearly indicated
2 Specific information provided; source clearly referenced

Indicate how source obtained data:
Score | Description

0 No information provided
1 Minimal information provided
2 Specific information provided; clear references to collection method(s)

Note: If the source does not provide information on how the data was collected
or if students collected their own data, students should indicate this clearly and the
score should be 2.

Results: Total Points Possible = 10
Graphical Displays:
Score | Description
0 No graph
1 Graph submitted but inappropriate for data type
2 Appropriate graph submitted
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Numerical Displays:

Score | Description

0 No numerical displayed provided

1 Numerical displays provided but most (more than 70%) are inappro-
priate for the data type and/or many variables do not have displays
provided

2 Numerical displays provided but some (between 30% to 70%) are inap-
propriate for the data type and/or some variables do not have displays
provided

3 Numerical displays provided but few (less than 30%) are inappropriate
for the data type and/or few variables do not have displayed provided

4 All variables have appropriate displays provided

Discussion: Total Points Possible = 14
Interpretation of graphs:

Score | Discussion
0 No interpretation given
1 Completely inappropriate interpretation given
2 Some aspects of interpretation are correct but some aspects are incor-
rect or left out
3 Appropriate interpretation using correct statistical language
Interpretation of Numerical Displays:
Score | Description
0 No interpretation given
1 Completely inappropriate interpretation given
2 Some aspects of interpretation are correct but some aspects are incor-
rect or left out
3 Appropriate interpretation using correct statistical language
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Comments on data acquisition:

Score | Description
0 No comments given
1 Comments are vague and do not use appropriate statistical language
to discuss
2 Comments are insightful and include appropriate use of statistical lan-

guage
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Assignment 2
Probability and Random Events

Assignment Overview: Identify events that may occur with reference to your
topic and discuss the probabilities associated with them. Use the probabilities you as-
signed to discuss independence of these events. Discuss what probability distribution
one of your variables might follow. Using this distribution, estimate a characteristic
(e.g. estimate the expected number of HR hit by some baseball player).

What you should include:

e Identification of at least 2 single events that may occur (Note: A single event
is defined as a single outcome of a sample space.)

e Identification of at least 2 multiple events that may occur (Note: A multiple
event is defined as an event made up of more than one single event.)

e Probability assignments for all events identified (using the classical approach,
relative frequency approach or subjective approach)

e Discussion of independence (or lack of) for two of your identified events
e Discussion of probability distribution that one of your variables may follow

e Estimation of some characteristic of your topic based on the probability distri-
bution you identified.

Formatting: Your submission should be written with the following sections:
Introduction, Results and Discussion. The introduction section should provide for the
reader a brief reminder of the data involved with your topic. The results section should
include the identification of the 2 single and 2 multiple events that you have selected,
along with the probabilities you assigned to each and finally the estimated value for
the characteristic of your topic. The Discussion section should include a discussion of
what method you used to assign probabilities and a discussion on whether or not two
of your events are independent. It should also include a discussion of the probability
distribution that you chose as the distribution that your selected variable follows and
why you chose it. Finally, you should discuss relevant details of the characteristic you
chose to estimate and its estimator.
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Grade Sheet for Assignment 2

NAME:

Section Topic Points Assigned

Introduction
Overview

Results
Identification of single event
Identification of single event
Identification of multiple event
Identification of multiple event
Probability assignment - First
Probability assignment - Second
Probability assignment - Third
Probability assignment - Fourth

Discussion

Probability assignment method

Discussion of independence of events

Probability distribution discussion

Estimator

Total
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Grading Rubric for Assignment 2
Total Possible Points = 32

Introduction: Total Possible Points = 3
Brief overview provided:

Score | Description
0 No overview provided
1 Average overview provided
2 Good, concise overview provided

Results: Total Possible Points = 16
Identification of Single Event:

Score | Description

0 No single event identified

1 Event identified but not a valid, single event

2 Appropriate single event identified

Identification of Multiple Event:

Score | Description

0 No multiple event identified

1 Event identified but not a valid, multiple event

2 Appropriate multiple event identified

Probability Assignments:

Score | Description

0 No probabilities assigned

1 Invalid probabilities assigned

2 Valid probabilities assigned

Discussion: Total Possible Points = 13
Discussion of probability assignment method used:

Score | Description

0 No discussion given

1 Invalid method or inappropriate method

2 Valid and appropropriate method given

106



Discussion of Independence of Events:

Score | Description

0 No discussion given

1 Incorrect conclusion drawn

2 Correct conclusion drawn but inappropriate reasoning given

3 Correct conclusion drawn with appropriate reasoning without correct

usage of statistical language

4 Correct conclusion drawn with appropriate reasoning with correct usage
of statistical language

Discussion and Identification of probability distribution:

Score | Description

0 No probability distribution identified and no discussion

1 Inappropriate distribution given for event chosen

2 Appropriate distribution selected for event but inappropriate reasoning
given

3 Appropriate distribution selected for event and appropriate reasoning
given without correct usage of statistical language

4 Appropriate distribution selected for event and appropriate reasoning
given with correct usage of statistical language

Estimator:
Score | Description

0 No estimator and no discussion given

1 Inappropriate estimator given with or without discussion

2 Correct estimator without discussion

3 Correct estimator and discussion
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Assignment 3
Statistical Inference

Assignment Overview: Test hypotheses about your topic using appropriate
statistical methods and discuss the results.

What you should include:
e 3 different hypotheses about your topic
e Application of appropriate statistical techniques to test your hypotheses

e Discussion of results obtained from the tests

Formatting: You submission should be in written form with the following sec-
tions: Introduction, Results and Discussion. Your Introduction section should provide
a brief reminder for the reader of the data involved with your topic and the questions
(hypotheses) you will be testing, written in the context of your topic. Your Results
section should formalize these hypotheses (specifically state the null and alternative
hypotheses) and should include results from the the tests you performed. The Dis-
cussion section should include a discussion of what tests were used and why as well
as a formal discussion of the results in the context of your topic.
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Grade Sheet for Assignment 3

NAME:

Section Topic Points Assigned

Introduction

Overview

Hypothesis 1

Hypothesis 2

Hypothesis 3

Results

Formal Hypothesis 1

Formal Hypothesis 2

Formal Hypothesis 3

Test Results 1

Test Results 2

Test Results 3

Discussion

Test Discussion 1

Test Discussion 2

Test Discussion 3

Results in Context 1

Results in Context 2

Results in Context 3

| TOTAL

109



Grading Rubric for Assignment 3
Total Possible Points = 47

Introduction: Total Possible Points = 11
Brief overview provided:

Score | Description

0 No overview provided
1 Average overview provided
2 Good, concise overview provided

Hypotheses in context:

Score | Description

0 No hypothesis given

Inappropriate hypothesis given

1
2 Appropriate hypothesis, no contextual wording
3 Appropriate hypothesis given with context

Results: Total Possible Points = 18
Formal hypothesis:

Score | Description

0 No formal hypothesis provided

1 Inappropriately constructed null and alternative hypotheses

2 One hypothesis inappropriately constructed

3 Both hypotheses formed correctly

Test Results:

Score | Description

0 No results provided

Inappropriate test performed

1
2 Appropriate test performed with incorrect results
3 Appropriate test performed with correct results
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Discussion: Total Possible Points = 18
Discussion about tests:

Score | Description
0 No discussion given
1 Wrong test selected because of incorrect reasoning about the data
2 Correct test selected but incorrect reasoning about the data used to
choose it
3 Correct test selected and correct reasoning used to select it
Discussion of results in context:
Score | Description
0 No discussion of results given
1 Results stated with no conclusions drawn
2 Results stated, conclusions drawn but with no context
3 Results stated, conclusions drawn within the context of the topic
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Final Assignment

Assignment Overview: Collate information from all assignments into one co-
hesive document and provide reflections on the project.
What you should include:

e Introduction

e Results

e Discussion

e Conclusion and Reflection

Formatting: Your submission should be in written form and should include the
above sections. The Introduction section should describe your project, including a
background on your topic and reasons why you chose the topic. The Results section
should include all results from all three previous assignments.. The Discussion sec-
tion should include analysis and interpretation of any and all results included in the
previous section. The interpretations should be in the context of your topic. The
Summary section should include conclusions about your topic, suggestions for future
research and your group’s personal reflections on the projects.
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Grade Sheet for Final Assignment

NAME:
Section Topic Points Possible
Introduction
Background provided
Reason for topic choice
Results
Results provided
Discussion
Discussion provided
Summary
Conclusions drawn
Future research
Reflection
TOTAL
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Grading Rubric for Final Assignment
Total Possible Points = 16

Introduction: Total Points = 4

Background provided:

0 | No background provided
1 | Minimal background provided
2 | Good overview provided

Reasons for choosing topic:

0 || No reasons given
1 | Minimal reasons given; little discussion
2 || Good reasons given; good discussion

Results: Total Points Possible = 4
Results:

0

No results given

Few results given (less than 30% of all results)

Some results given (between 30% and 70% given)

Most results given (more than 70% of all results)

=W N =

All results given

Discussion: Total Points Possible = 3
Discussion:

0

No discussion given

1 || Poor discussion given; results not explained in context and results not
explained correctly

2 || Average discussion given; results explained correctly but not given in
context

3 || Good discussion given; results explained correctly and given in context
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Summary: Total Possible Points = 5
Conclusions

0

No conclusions given

1

Minimal conclusions given

2

Good conclusions given

Future research:

0 || No future research suggestions given
1 || Future research suggestions given but not relevant
Relevant future research suggestions given
Reflections:
No reflections given
1 || Reflections given
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Peer Evaluation Form

Name:
Assignment:

Group Member Name | % of Work | Comments Score
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How to use this sheet:

The chart given asks you to rate each group member for the amount of work they
have done. The total should add up to 100%. Give comments and examples of each
member’s achievements and then give a score based on the scale below. THIS SHEET
IS CONFIDENTIAL SO SPEAK HONESTLY!

Scoring Guidelines:

6= Student was the group leader. S/he came up with the majority of the
ideas and assigned tasks and did more than his/her share of the work

5= This student was one of the group leaders, paid attention, and did more
than his/her share of the work.

4= This person was a significant contributory to the group’s efforts and
did his/her share of the work.

3= This person did most of his/her share of the work and contributed to
the overall product

2= This person was generally unproductive and didn’t contribute their fair
share to the group’s effort but still gave some assistance to the group’s
efforts.

1= This person did not contribute at all.
0= This person did not contribute to the group and negatively affected
other people in the group with his/her behavior.

Note that if someone gets a 5 or 6, they have made up work for another group
member(s) and this(these) members should receive below a 3.
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APPENDIX C

SAMPLE PROJECTS

This appendix contains sample projects written by students involved in this study. Special
thanks goes to all of the students who provided electronic copies and permission to reprint

their work in this dissertation.
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C.1 SAMPLE ASSIGNMENTS: ASSIGNMENT 1

C.1.1 Is Talbot Worth His Salary?

Stat 1000 Project
February 3, 2010

Introduction

Max Talbot defied all expectations m his performance durmg the fmal pame of the
Stanley Cup fmals when he scored both goals to defeat the Red Wings 2-1. This type of
performance s myvaluable but was Max Talbot worth his salary based on bis performance durmg
the 2008-2009 regular season” Max Talbot was drafted 234% by the Pengums m 2002 and was
offerad 700,000 to play 23 2 center last season. Totry to evaluate his value 25 a player we
comparad his stats over 73 games with other centers that played at least half the sezson or 42
games. Stats that werz analyzed meluded total goals, total 2ssists, ice tme, and total penalty
mmutes. All the data used except for salary mformation was found on the offictal NHL webstte.
Datais recorded by NHL officials throughout the season on 2 game by game basis. The National
Hockey League employs an official scorekeeper for every game. Salary data was collected by the
National Hockey League Players” Associztion (NHLPA), which keeps track of player contracts
foruse m negetiations with the league. The salary data was found usmg three different databages:
USA Today's salaries database, 2 fan page for the Chicago Blackhawks, and the NHLPA

wabaits,
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Results

Figurel

Histogram of Salary in millions
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Figure 2

Scatterplot of Goals vs Salary in millions
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Histogram of Goals
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Boxplot of Goals
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Figure &

Scatterplot of # of Assists vs. Salary
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Figure 7

Histogramof PIM
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Figure 9

Histogramof TOI/G
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Numerical Display 1
Salary
Varizble N N* Mem StDev Mmmum Q1 Median Q3

Salarym milions 157 0 2.193 1952 0475 0770 1315 3450
Variable Maximum
Salary m millions  £.000

Numerical Display 2

Goals

Vaable N N* Mem StDev Mmmum Q1 Median Q3 Maxmum
Goals 137 0 14777 9320 1000 7000 13.000 21.000 46.000

Numerical Display 3
Aszsiats
Mean # of aszists=24  Standard Dewviztion=13 Mede=11 Mmmum=2 Maximum="8

Numerical Display 4

Penalty Mmutes

Mean: 40.91 Standard Deviztion: 26.27 Mmimum:2.00 Q1:22.00 Median: 33.00
(Q3:32.00 Maxmum: 165.00

124



Numerical Display 5

Average Time on Iee per Game

Maxmum Mmmum Mem  Meadian
2231 §:13 1564 1620

Discussion

The mformation on 23sists, goals, penalty mmutes, and 1ee tme were tzken fromnhl com.
The mformation on goals came from three sites: USA Today's salaries database, 2 fan page for
the Chicago Blackhawks, and the NHLPA website. The numerical displays were obtamed from

mmitzh.
Figures 1

Several thmgs are readily visible from the datz on salanies and on the correspondmg
graphs. Firstand foremost, thers 15 2 dramatic rightward skew to the data, 25 s2en on the
histogram of player salanies. The center ofthe graph. the median 15 1313 million dollars per
vear, which, 25 can be seen on the histogram. roughly corresponds to the mode. However, the
highestsalary is 39 million. The first half of the data only has 2 range of 3340 000(1.313
million-the mmimum, 473 million) , yet the second half has 2 ranpe of 59 million - §1.313
million =576 million. This suggests that there 13 2 large cluster of players makmg 2 small
salary, then 2 few makmg moderate ones, and 2 few makmg very large ones. These conclustons

arebome outby the histogram, showmg 2 dramatic talmg-off after about 55 million.
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Figure1-4

So, it 13 fanly clear thet some people score an exceptional number of goals, and some
peoplemzke an exceptional amount of money. But are they nacessanly the same people? And, if

30, 15 s2lary 2 good pradictor of performance on the 102?

From thelooks ofthe scattergram sortof. When salary 5 plotted agamst goals, though
there s 2 lmear upward trend, that trend 13 pretty weak. Further, zround 51 million wesee 2
strong vertical Ime of mdividuzls paid the same salary, vet scormg anythng from 2 to 33 goals.
However, overall the pattern shows a correlation of 0.508, which 15 moderately strong. The
regression equation for that scatterplot is Goals=9.45 + 2.43 Salary m milliens. For Maxime
Talbot, if we plug m hus salary as .7, we pradict that he should have scored 11.151 goals. He
actually scored 12. So, the regression analysis suggests that, so far2s can be reasonably
predicted, Talbot outperformed his salary. However, this does face the caveat that the lmear

correlztion between salary and goals scorad 15 far from perfect.

Numerical Display 1

The mter-quartile range of the salary data 15 52.63 million. meanmg suspected outliers he

above 57.47 million. By this calculation, there are 2, possibly 3 suspected outliers m salary.

Maxme Tzlbot ends up having a rather low salary based on thess figures. His cammgs of

$700,000 places lum below the 1* quartile. sohe 1z m the bottom 25% of eamers.

Numerical Display 2

What we note here 15 that there are must be 2 few suspected outliers, as the IQR1s 14,

Thersfore, anythmg zbove 33 goals might be exceptionally good performance. The histogram of
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goals suggests aslight nght skew_ agam suggestmg that 2 few people scorelots of goals, and

most people score 2 moderate number of goals.

Talbet, with 12 goals, falls between the 1 quartile and the mean, which1s 2 higher

position than he fell when his salary was considerad.
Figure 3

This scatterplot graphically shows the # of 2ssists obtamed by center hockey players m
the National Hockey league that played 42 or more games for the 2008-2000 season and the
salary for ezch player. Max Talbet, our player of mterest, 15 represented by 2 gray triangle on the
scatterplot. Based onthe scatterplot, Max Talbot makes 2 satisfactory salary m relation to other
players that made the same or smilar number of assists for the 2008-2009 season. However, the
graph leads us to believe that number of assists 13 not the best predictor for a hockey players”
salary. Although the graph dees show apositive lmear associztion between the two variables,
the relationship 13 weak accordmg to the rvalue obtzmed from the Pearson Correlztion

(=0.333).
Numerical Display 3

Numerical Display discusston: The Mean number of assists for center hockey players
that plaved a total of 42 or mor= games for the 2008-2009 season 15 24 with 2 standard deviation
of 13. The mmmum number of 25315tz was 2 and the maxmum was 78. The mede number of
asststs was 11, Max Talbot obtamed 10 assists for the 2008-2009 season which shows that s
statistic falls clese to what 2 majonity of players obtamed for the 2008-2009. Agam_ this shows
that Max Talbot deserves the salary he 13 sammg m relatonship to the other players that scored

the same or smilar number of 2ss15ts for the 2008-2009 323z0n.
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Figure §

This 13 2 scatterplot that shows the relationship between salary and number of penalty
minutes (PIM) m the 2008-200% se2zon of centers who played over half of the regular sezson
games. There 13 not much of 2 relationship between these two viable. The data 15 fauly even

actoss the plot with most of the data fallmg between 10 and 80 mmutes and 15 not mfluenced by

salary. Max Talbot falls mto this range with 63 totzl penalty mimutes.

Figure 7

This 15 2 histogram of the total penalty mmutes of centers who played over half of regular
season games i the 2008-2000 season. Unlike the previous penalty mmutes of PIM this shows 2
trend, m this case 2 night skewed trend with the majority of player’s total penalty tme within the
rangzof 10 mmutes to 60 mmutes so Max Talbot's penalty mmutes are just outside this range.
This 13 2 much smaller range than pradicted from the scatterplot showing that this 13 the praferred

graphical tool for that mformation.
Numerical Display 4

This numerical display describes the penalty mmute datz from centers that played over
half of the regular season games durmg the 2003-2009 regular season. The average number of
penalty mmutes was 40.91 minutes with 2 standard deviation of 2627, Max Talbot had 2 total of
63 penalty mmutes so he fzlls within one standard deviztion from the mean. This leaves him
somewhers m the center ofthe data smee the lowest amount of penalty mmutes was 2 mmutes

and the highest bemg 163 mmutes.
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Figure3

This graph compares the 1ce tme per game and salanes of 2l centers that played 4201
more games durmg the 2008-2000 sezsen. On this graph Max Talbot's pomt 15 (70000, 14:03).
He falls 2lmost dirsctly on the regressionlme suggestmg that, m this category, Talbot 15 right at
the expectad value forhis salary. The scatter plot of tce tme per game versus salarvhas 2
positive Imear relztionship. Unfortunately, this relationship s not very strong. The Pearson
correlation of salary m millions and TOT'G 4z 0.592. Even when we do not consider the

regression lme, Talbot's pomt f2lls m the middle of that salary lme.

Figure9

This histogram displays the tme on 1ce per game for ezch player data. The histogram 13
not dramatically skewed m etther direction and it 13 relatively symmetrical. Thers 13 2 major pezk
at 16:30 that shows the most fraquent section of the tme on 1ce data. The datz for tme on 12 per

game ranges from § mmutes to 23 mmutes. Talbot's value has 2 frequency of zbout 12,
Numerical Display 5

The average value for 1ce tme per game 15 16:04 when 133 different centers are
considered. Talbot's average jce tme per gzme i just below that at 14:08. The difference
between Talbot's value and the average 15 1.36. The lowestice time value 15 3:13. The highest
valuess 22:31. The fact that Talbot's salary falls close to the mean value flustrates the fact that
he ezmed his salary durmg the 08-09 NHL regular season.
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C.1.2 Presidential Approval Ratings

STATS 1000 Sovak
February 3, 2010

Assignment 1. The Data
Introduction

Qur group chose to analyze data concerning President Obama’s approval ratings. This data is interesting
and relevant and, importantly, readily available. We choze to focus in on four different subdivisions of
approval ratings- gender, race, age, and political party to better understand approval trends in the
American population, We got our data from Gallup.com, 3 highly regarded polling service. They survey
abowt 3400 people per week, however they do not publish their response peroentages,

Diata Table Attached
Result s/ Discussion

GEMDER
Figure 1

Approval Ratings of President Obsme by Gender Dverall
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Figure 2

Approval Ratings of Presld=nt Obama by Ge=nd=r Over First 53 Wesks
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Owerall approval ratings for President Obama have fallen owerthe past 53 weeks. He began with 3 high
rating from both men and women, but over the first year, the approval ratings dropped from both
groups [Figure 2 |. Women have 3 hizher mting overall of 0bama |Fizure 1). At present, about &% maore
waomen than men approve of Obama. Data was copied from Gallup into Excel and then into MiniTab-
graphs were created from said data to show overall approval by gender and approval by sendsr over
time.

By looking at raw numerical data, it becomes clear that women have a higher overall approval rating,
with 3 mean of 55.243%, than men, who had a mean of 53.205%. The women ako had a higher
mxainnumm {70.000%) and minimum [51.000%) approval than men {maxof £4.000%, min of 51.000%]).

RACE
ESRAPH FOR RACE- FIGURE 3 Attached

By clozehy examining the time series plot (fizure 3}, one is able to ==& that the approval ratings for most
races presented in the study have declined. This plot depicts the approwval ratings from oldest [lanuary
25, 200%) to most recent approvals (lanuary 18, 2010). The four categonies of races consist of Whits,
Mon-White, Black, and Hispanic. Among the races the sharpest decline from the beginning of the study,
January 2002, was Whits with 3 decline from 63% t0 35%. Hispanics ako experienced 3 mild dedine in
ratings but have been the maost inconsistent group surveyed in that their peroentages fluctuated
significanthy from wesk to week. The approvals ratings for Mon-White American: has 3ko declined but
their approsal ratings were 3 bit more consistent on 3 week to week basis in comparison to Hispanics.
The Black Race had the highest approval ratings from the beginning of the survey and almost identical
ratings at the end of the survey [74 % in 2002 and 71% in 2010}, There was not much fluctuation
betwesn the weeks when sxamining Black approval ratings. Overall, Black Americans had the highest
and maost consistent approval ratings. Mon-White Americans began with the second highest approval
ratings followed by Hispanic Americans. White Americans had the sharpest and maost consistent decline
in 3pproval ratings from fAanuary 2008 to January 2010

Under further valuation, the values for the median and mean were caloulated to be almost
identical when separating the different races and comparing data. This allows the reader to know that
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there is 3 symmetric distribution. The individual means are White — 48,5, Mon-White - 77.1, Black -
92,1, and Hispanic - 73. The overall mean for the different races is 74.5 approval ratings. When
gonfiguring the standard deviation of the entire time series plot, the value & 17,6, This collective data
and summary allows the reader to better understand the Race approval ratings in numerical terms.

AGE Figure 4

Obama's Approval Ratings by Age Group
&
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Approval by Peroent

The results of this graph figure 4] show that over the past year, President Barak Obama’s approval
ratings have had anoverall decreaszed. Looking at e3ch individual 3ge group, we can s=e that the
younger population has consistently given higher ratings than all other age groups. The oldest 3z=
group has, for the most part, always given the lowest ratings. There aretwo times when the second to
oldest age group 2ave weaker ratings than the oldest. The two middls 322 zroups have gone back and

forth in who gave higher or lower soores. Their lines are the closest together, therefore being the most
similar.

Yanable St0eav
18-29 5 545
20-43 5 869
h0-64 6.554
G5+6. 547
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AgeGroup | Mean a1 Median a3 M aximum IQR
1B-29 66.151 61.000 66,000 71.000 75.000 10.000
3049 57.528 52.500 56.000 £3.000 6E.0OD 10.500
S0-64 55.453 45,000 56,000 6.2.000 &5 000 13,000
&5+ 50.688 45.000 42000 57.000 62.000 12.000
Figure s
POLITICAL PARTY
Presidential Approval Ratings by Farty Affiliation 2009-2010
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The graph [fizure 5 of presidential approval by party affifiation shows a significant difference between

approvalratings. Demaocrats report 3 significantly higher approval rating percentagethan Independents,

which is significantly hizher than the approval rating of Republicans. Additionally, the Demaocrats

approval rating is a relatively consistent value, whils Independents showed 3 slowly decreasing approval

percentage, and the Republicans’ approval rapidly decreased in the first weeks, and then steadily
decreased at 3 shower rate after that, showing 3 grester decresse than the Independents.
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MWumerical analysis reveals that the approval rating for the first yearof Barack Obama's presidency vanes
widely by party. The average approval rating of Democrats is £7.5%, whils Independents’ avermge
approval rating is 53.5%, and Republicans’ average approval ating is 22.6%. This varies from current
approval ratings, which are slightly lower in all categories, with Demaocrats’ approval at 53%,
Independents’ 3t 45% and Republicans’ at 15%. The year has significant differences in minimums and
mazimums 35 well. The maximum Demaocrat maximum approval rating over the past year is 53% and
rinimun approval is E1%. The maximum Independents’ approval over the pazt year is 56% and the
minimum Independent approval is 43%. Republicans’ maximum approval over the past year is 41%, and
the minimum i 14%.

Data Relability

Gallup.com, 3 reliable source of polling information, collected our data. Their methods and response
rates are not published, but the sample size averages over 3000 people/week. Polling is done by
telephone, with Primary sampling Units selected, and then stratified by population size and geozraphy.
additionally, the strata are broken into dusters of households, which are contacted multiple times, 1f
the house refuses, a simple substitution is vsed. Questions were posed by trained interviewersinan
A&pprove, Disapprove, indifferent answer style with data on age, race, gender, political party ako
collected. We chose to analyze the data in by demographic because we feel it gives far more inzight into
trends in the American attitude towards Barack Obama than simply analyzing overall approval rating, as
there are distinct differences in approval depending onwhich categorical variable analyzed. Gallup
calculates their results to a 85% confidence rating, far higher than the confidence of any data we could
collect oursehes.

Source:

“Eallup World Poll Methodology,” from Gallup.com
hittp:fwvew. galiup. comy/consulting fworldpoll/ LOBDTS methodological-desizn. a spes2
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C.1.3 Analysis of National Gas Prices

As z group we have analyzed the average gas prices of eight regions withm the United
States over the period of one vear. Additionally wehave analyzed the average gas prices per
quatter vear ovet the span of t=n vezrs. We chose to use scatterplot graphs to represent the
majority of this data m order to show the relaiionships between gas prices and the month efthe
vear. We alse used a bar graph and 2 table that represents cur data numerically.

Weused govemment dats’ for gas prices from the 2008 vear to determine zverage prices
per month of the § United States regions. We chose to compile 8 graphs, correspondmg to each
region, to observe how prices have changed over the 2ach month i the year. We took the
average price per month from =ach repion and created a scattetplot in ordet to visually observeto
mcrease and decrease i prices over the pastyear. We expectad to see variation over the
differentregions, but nstead we found that the regions 2l followed a very smmilar trend. From
the months of January to June, the prices m each region 2ll mereased dramatically.  This is
generally to be expactad dusto higher gas prices 2t the begmnng of the summer months.
However, followmg the month of June ezch region exhibited the variation wehad origmally
predicted. Gas prices icreased in one month then decreased i the next. or vice versa. While we
can say that there was an obvious trend for the fusthalf of the vear, 2ach region’s average price
per month varied considerably for the remamder of the year.

Wealso constructed 2 bar graph which representad the overall average gas price foreach
region for the year. This graphled us to the conclusion that the Gulf Coast had the smallest
average gas prices of the § regions while the West Coast has the highest average gas prices. We

can spaculate that thiz 10% mereass 15 mostlikely attributad to distribution costs.
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O fmal twe graphs wers slso representative of the averzge gas prices i the United
States for 2 vezr. One ofthem iz only representative of the vear 2009, whils the other i3
representative of 2ll quartstly zverages from the vear 1990-2009. Az observed mthe earlier
scattetplots of the 3 regions, and based on these averages, we enpectad 2 similer trend m which
prices would rise during the first & months of the vear, znd fluctuate during the last six. Owr
expectations were correct, but wenesded to compars it to the previous vears to conclude whether
o notthis trend eccurred regulaly or if it was an anemaly. To do this, we examined the sezsonzl
cvclical trends i gas prices over the past 10 vears i the United Stztes. In orderto de this, we
splitup the twelve months mte guartetly groups of Jenuary-hMerch, April-Tuns July-September,
znd October-December. We then gatherad the data and czleulated the quarterly averages for
cach yvear. Before plotting the date. we mads predictions of whatthe finsl grzph would show us.
Wepradictad that the gas prices would sither remam relatvely similar for 2 fow wears, then
merease rapidly, followed by 2 declme. We based this mfcrmation on the strugglng sconemy
over the past couple of vezrs. After plotting the data, our graph showed that gas prices wers
relatively stable, oocasionzlly jumpmg for 2 vear followed by 2 decline, up untd 2004, After thiz
time, the sverzgs price per vear morezsed to 2 much higher number than m the earlier vears.
Orwerall, we confumed 2 general trend of merezsing gas prices throughout any given vear as
evidenced by 2ll vears, excludmg the outlier vears of 2006 and 2003, In these two vemrs, Q3-04
gxperiences 2 sharp drop likely dus to the speculative ol markst znd shiftimg demands.

O fmzl deta representation is 2 numerice] display of the datz from the 3 regions, mnd the
United State average price in 2000, This representation shows us that the zverages for each of

this 1z relatively close to 52.30, which the exception of the Focky Mountain average which is
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significantly higher (52.70). Although the mzjority of these averages are close to bemg the
same, thew medians zre 2 range of values from 2.31 to 2.74, none of which zr= 2qual to the mean.
This mformation supports our graphical evidence that no symmetry exists. Additionzlly, each of
these averages has a standard deviation of approximately .3, except for the “Averape price 20097
which has a standard deviation of (969

With the aid of graphical and numeric representations of our collected datz. wewere able
to predict and observetrends of a ten wear period of gas price chanpges, as well 25 how prices

changed within 3 United States regions over the past vear.

' Data obtained from the website:
http:/fwoens . eiz.doe sovioil sas/petroleum/dats publicetions/wrep/mogas histony. html
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Quarterly Averages from1999-2009

Price1 T 1an-Mar i Pricez Tip r-June
3004 . ] .
254 i - 2 23
2.0 - ;
15 | 5 i Z ; -
+* PO ¥
1.':'- 5 L 1- £ L
2000 2002 2004 2006 2008 2000 2002 2004 2006 2008
Prced T uhySept Prced it -Lec
. ERIE y
R
i 2.5 i
3 R * *
alled . « (20 ;
ilg- A * 1.5 - » e
- L] *
. 10 - .
2000 2002 2004 2006 2008 2000 2002 2004 2006 2002
Quarterly Averages from1999-2009
4,0 4
——
-
Tkl
-
2.0 —e
=, il
_+_
g 25 s
&
—a—
2.0 -
15 -
1.0 4

138




Avg Price i 200D

Chart of Avg. Price in 2009
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C.2 SAMPLE ASSIGNMENTS: ASSIGNMENT 2

C.2.1 Salary vs. Performance Analysis for Pittsburgh Penguins

Introduction:

Az mentioned previously, the main purpose of this sudy is to determine if there is any
correlation betwesn 2 professionzl hockey player's annud salary and their performance throughout the
hockey =ason. A specific team, The Pittsoursh Pensuins, was cho=n for three reasons: there would be
= wide range of szlaries to study; the season length for every player is roughly the same; and the locaity
of the team. The dataused for this portion is still the same as the datz used in the previous portion of
this study. As 3 eminder, players who played less than t2n games during the 2008-2009 hockey se=son
were omitted from the study as their datawould appesr 25 outliers.

Results:

Ezch player considered in the data =t played = certsin number of games. A player might play 2
low number of games, 3 medium number of games, or 2 high number of games. The events of 2 player
having less than 20 games played, having from 20 to 60 games played, or having grester than &0 games
played were used to examine the likelihood of 2 player playing many or f&w games. The probability of 2
player having either lessthan 20 games played or grester than 60 games played was 0.76.

The event of having = salary greaterthan 1 million dollars was picked 25 one to be anzly=d. &
wzs found that the probability of 2 randomly chosn player on the Pittsburgh Penguins having 2 salary
of greater than a milliondollars is 064 or 643,

Having 2 shot on goa was picked a5 an event that may occur. Howewer, to take 3 few lurking
varizbles [missed games due to injury, trades, etc ) into account, the probability of having ashot on zod
per game was used instead. This was found by dividing the number of total shots on gpal by the number
aof games played during the =ason. The probability of 2 randomby cho=n player on the Pittsbursh
Penguins had =t lezst one shot on god per game was found to be 0.80. In other words, there is 3 80%
chance that 2 randomly cho=n player on the Pittsburgh Penguins had & least one shot on goal per

E=me.

Another event that was picked was zsssts. Totake lurking varablesinto account, the event was
zgzin was converted to 2 per game event, assists per game. This was calculsted by dividing the tota
number of zssists swarded during the sezson and dividing by the tota number of games played during
the said ==zson. The probability of 2 randomly chosen player on the Pittsburgh Penguins having at least
one zssist per game was 0,64

Goals, or points ored, are perhaps the most important varizble in any sport. Once agzin to
take lurking varizbles into sccount, the event was converted to 2 per game event, soals per game. For
this project, the value of 0.25 was chos=n to be meaningful [one gozl every four games) due to the fact
that no player had 2 gods per game value of grester than 0.5. The probability of =osls per game being
greatar than one goal every four games can be written 2s such: P[Goals per Game = 0.25&0.28. This
indicatesthatthers is 2 28% chance that any given playerwill score 2502l once every four games.
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Discussion:

Cther varizbles might depend on the number of games = player played. For this reason, tha
probahilty of = player playing less than 20 or greater than 60 games was calculsted using the =lsztive
frequency approsch. 19 players had 2 number of games played that placed them in the less 20 category
or the grester than 60 catesory, lesving & players in the catezary of games played from 20 to 60, The
probability of a player having less than 20 or greater than 60 games played wasthus 19,25, or 076, 50
that P[Games Played < 20 or Games Played = 60} = 0.76. This result indicates that most players played
sither many gzmes or faw gamas.

The probsability of having 2 random player on the Pittsburgh Penguins hawe = salary of over 2
million dollars was found by usng the relaive frequency method. The number of players who had 2
szlary of over 2 million dollars were counted up (16 players) and was divided by the total number of
plavers on the team who plaved more than ten games during the 2008-2009 hockey seamn [25). The
probability was found to be 0.64. Mathematiczlly this can be expressed 2s P[5=1000000)=0.64

Salary, for the purpo=s of our project is independent of the other varables we |looked =.
Although players ==t paid based on merit and skill, their salares for the 2008 =ason were based on
performances from seasons prior. Ukimately, their sslary for the 2008 sezson we logked & has no
bearing on how they did that season. The playvers with larser salaries may be expected to contribute
mare, but thers is no way to say that they are gatisically dependent on one another in termns of their
stats for the 2008 season (but their pay inthefuture may be dependenton their performancein 2008,

The indepandence of the event of 2 player having 2 salary greater than 51,000,000 dollars and
the event of 2 player having least 10 gozls during the =azson was consdered. A sslary of ower
51,000,000 was chosn becaus 51,000,000 is generzlly recognized as a sodally dgnificant amount of
mangy. & number of gods of =t leas 10 was cho=n s an indication of 2 elaively low standard for 2
player's success. The probability of 2 player having = salary greater than 51,000,000 dollars was PlSalary
= 1,000,000} = 0.64. The probability of 2 player having at least 10 goals during the =ason was PTotd
Goals== 10) = 0.44. The two events are independent if the product of their probabilities isequal to the
probability of the two events occuming together. The probability of the events occurring tosether is
Pl5alary = 1,000,000 and Totd Goals >= 10) = 0.28. The product of the two events' probabilities is
Plsalary > 1,000000) * P(Totzl Goals >= 10) = 0.64 * 0.4 = 02816 As thes two vdues ar
spproximately equal, itis likely thet the events are independent

We can use the probability that 2 player will e2rn more that ona million dollars to etimate this
probsahility for 2l the otherteamsin the MHL. Thisis becaus the MHL has 2 salary cap, meaningthere is
2 limit to how much 2 team can spend. Unlike in Major League Basebdl, no team can afford to many
high wage players. This causes teams to have 2 similar distibution of salarzs. Some players will be on
the lower end in terms of pay [under 2 million), some will make alitte more (zround 1 to4 million), and
then mast teams have 2 few star players whomake the most mansy.

The probsbility of having = shot on gozl per game was found by using the relztive frequency
soorosch. The samole sace was defined a5 the olavers on the Pittsbureh Peneuins who olsved maore
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than 10 games during the 2008-2009 sezson. The number of players who had one or more shot on god
per game were counted up (20 playvers) and divided by the total number of playersin the sample space
[25 players). This number came out to be 0.80 and isthe probability that a randomly =lected player on
the Pittsburgh Penguins who played maore than 10 games during the 2008-2009 hockey sezson had st
|zast one shot on gozl par game. This can 2lso be expressed mathematically s P(S0G/G21)=0.580.

The count of players with 2t least ane shot on goal per same could potentizlly follow 2 binomisl
distribution. For 2 binomid distribution to be applicable, four conditions must be met. First, there must
be a fixed number of ob=rvations. For this study, the number of observationsis the number of players
being considered, whichis fized 2t 25. S2cond, each observation must be independent The ab=rvations
for this study could be dependent if there were only 2 limited number of shooting opportunities
zwailable to the team 25 2 whale. In that case, the more shots ane player took, the less shots other
players could take. However, consdaring that 2 player could make 2 shot anytime they had control of
the puck, the totd number of shots is not necessarily limited in this manner and the shots on god per
game for each player may be considered inde pendent. Third, for 2 binomizl distibution to apply, 2ach
observation must fzll into one of two categories, indicating success or failure. In this study, the
catesories were that 2 player had & lesst one shot on god per game or that 2 player did not hawe st
lezst one shot on so2l per game. A playver having =t l2ast one shot on g0zl per game indicsted success,
Fourth, the probability of success must be the same for each ob=rvation. Each player included in the
study played in 2 certan number of zames. Ineach game 2n individud player played, that player had 2n
opportunity to mak= a shot on g0zl anytime they had control of the pudk. With the way 2 hodkey puck
maoves from player to player on the ice, each player would have an equal chance of geining contral of
the puck and s0 hawe an equal chance of making 2 shot. Additionzlly, though different players played
different numbers of games, because this varizble considars the sveraze per game, plagers do not hawe
3 different chance of success due to playing fewer games Beczus thes four conditions are met, 2
binomizl distibution is likely 2 good estimate for the varzble counting the number of players with at
lzzst one shot on goslper game.

The number of abservations isthe number of playersin the sample, n= 25. The prabability, p, of
success of a sngle observation is estimated by the sample proportion £= 0.80. The digribution is then
appraximately B25, 0.8). The mean of this distibution is g = n*p= 25 * 0.8 = 20 and its gandard
deviationism=4np (1 — p)=2.

The probsability of having an zssist per game was 350 found by using the rlatie frequency
approzch, The sample space was, 25 before, defined 2s the players on the Pittsburgh Penguins who
played more than 10 games during the 2008-2008 =zson. When the assidts per game was cdoulsted, it
was found that no player had 1.0 zssigs per game or grester. Therefor, it was then specified that
having .2 assigts per game or mere would be significant and would count a5 if the player had & least
ane zssist par game. The number of players who sveraged 2 leest 0.2 2ssists per game were counted
(16 players) and divided by the tota number of players in the sample space (25 players) as was done
with the shots on goal per game. Using this information, 0.64 [64%) was found to be the probability that
= rendomly selected player on the Pittsburgh Penguins who played more than 10 games during the
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2008-2009 hockey =ason had at least 0.2 assists per game. Thiscan zlso be expressed mathematically
25 P|Assists/G2.2}=0 .64,

The variable of goals par game was a difficult varizble to assezs, mostly due toits dependance
an other varisbles. For instance, shots on gosl per game, =ssists per same, salary, and even games
played, should obviously effect the number of goals sored per game. The comelation values betwesan
varizblas like this were relatively high (gods vs. shots: 0.888, goals vs. salary: 0478, etc..). As far as
probabilities go, in order to detarmine this variable's depandence [or lack thereof], we nead to 2xamine
the other varizbles that may potentially affect the number of godls pargame. Inthese sxamples, let: 4=
gozls per game, B=shots on go8 peresame, C=3s85ts pergame, O=salzry, and E=games played. The mast
important was the probability of godls per game and szlary, P& and D), s the point of this study is to
detemine the correlation betwesn performance and pay. To do this, we find each player who had both
grazterthan .25 gods per game and 2 salary of greatarthan 51,000,000, Because 7 of 25 people meet
the criteria for A and 5 out of tho= 7 meet criteria for O, the percentage of D that mest A's criteriz [P[A
and D]} is 19.88% [or 0.1988). Now, we need to find P(D|A), which can be found by using P{D|A)= P[A
and D)/P(A} [0.1988,0.84= 0311]. A probabilityis said to be independent when P[D|Ak=P[DL We can
clearly se that 03112068, thus these two variables zre not independent (causaity cannot, of course,
be determined though). The same calculztions were made with variables B, C, and E vielding similar
results suggesting that in each case it is not independent of A [P(B|Al= 035, P{C|A)= 04375, and
PIE|Al=0.2615] Given thes calculations the varizble of goals per game can be szid to be dependent
an esch and every one of these varizbles discussed sbowe.
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C.2.2 Comparison of Goalies in the NHL

Introduction

"In hockey, goaltending is 75 percent of the game—umless it's bad goaltending.
Then it's 100 percent of the game, because you're going to lose."

-Gene Ubrniaco, Former WHL Forward

The objective of this project was to juxtapose the statiztics of NHL goalies who
played between 1988 and 2009. We selected 23 goaltes who played 2 mmmum of 530 games
during that span. In part two of our project, we analyzed some specific events, smgle and multiple,
m the careers of each goalie. In particular, welooked at which trophies they were awarded at the
end of the seazson. We utilized ESPMN.com and WHL .com to amass our data; both websites boast
countless statishictans and sports writers who meticulously gathered our statistics.

Our projecthas two mam sections. The “results”™ section wdentifies the relevant poaltender
events we selected. Also, it mcludes the probability assignments of each event and the estimated
value of a charactenstic of that event. The “discussion” sechon meludes an analyzis on how we
found our probabilities, an evaluation of event mdependence, a discussion of our selected

distribution (the Bemoulli), and an extrapolation on details of our estimated charactenstic and

chozen estmator.
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Results

An eventrefers to an outcome of setof outcomes from 2 chance phenomenon. A single
event denotes one outcome from the sample space of the phenemenon. Numerous cutcomes from 2
sample space constitute 2 multiple event. The followmg lists portray the pertment events we chose
for cur goaltenders:

Single Events:

1) Wmnmg the Stanley Cup
2) Wmnmng the Vezma Trophy
3) Winnmg the Jennmgs Trophy

Multiple Events:

1) Wmnmg the Stanley Cup and the Vezma Trophy
2) Wmning the Vezma Trophy and the Jennmgs Trophy
3) Wmnmng the Stanley Cup, Vezma Trophy, and Jennngs Trophy

Utilizmg the observed occurrences of events, wewere 2ble to assign a probability of each
event occurrmg. The probabality refers to the proportion of occasions the event transpires m an

extensive survey of repetitions. Our survey consists of 23 goalies® whose award collections are
histed below:

Single Events:

1) Wmning the Stanley Cup: (1) (2)(4) (3)(8) (8)(10) (12} (24) (23)
2) Wmning the V JmaTmphv (DA ADED24)

3) Wanning the Jeunings Trophy: (1) (2) (4) (39 (6) @4)(25)

Multiple Events:

1) Wmnmg the Stanley Cup and the Vezma Trophy: (1) (2)(3) (24)
2) Winnmg the Vezma Trophy and the Jennmgs Trophy: (1) (2)(3) (24)
3) Winnmg the Stanley Cup, Verma Trophy, and Jennmgs Trophy: (1) (2) (3) (24)

*Wenumbered each goaliz to ameliorate our analysis. The numbered list, meludng each goalie’s
name, can be found m Appendix A.
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Results (cont’d)

From the previous event occurrences, we were 2ble to 2ssign the followmg probabilities:

Single Events:
1) Winning the Stanley Cup: 1025 =040

2) Wmnmng the Vezma Trophy: 623 =024
3) Wmnmg the Jennings Trophy: 725 =028

Multiple Events:

1) Wmnng the Stanley Cup and the Vezma Trophy: 423 =016
2)Wmnmg the Vezma Trophy and the Jennmgs Trophy: 423 =0.16
3) Wmnmng the Stanley Cup, Vezma Trophy, and Jennings Trophy: 423 =0.16

Simce the whole of our events followed a specific disfribution (Bemoulli), we were able
to estimate a characteriztic of thewr distributions; 1.2. we determined the mean and standard
deviation. For our example, our event of mterest is multiple event =2:

Mean (p): 425 =16

Standard Deviation (p(1-p)) : .16%(1-.16)=_16%84= 1344
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Discussion

I. Probsbility Assienmsnts

For all of our avents (1-6), the ralative fraquancy approach wasusadto find thaprobabilitias.
Onr probabilitiss were based on obsarvad data ratherthan on priorknovdedes ora parson’s
opinion ofthe likelihood ofan avant. Thatotal mumberof poaliss is 23, Tharafore tha
probabilitizz wers found by dividing the number of soalizs that satisfiad a cartain event and
dividad that mumber bv2 3. Forexarple, 7 goaliesin our dataset have won the Jennings Trophy.
Theraforz, thaprobability for the Jennings eventis 7/23 =0 28

II. Indspendence

Two events A and B are indepandent if kn owins that one occurs does not change the probability
that the other occurs. Fromthis definition nons of owr events are indspandant. Essantially, the
morz skillada goaliz is, thebetterchancathat soalis has at winmine trophiss. Tharsfors, batter

eoalizs would tend to not onlywin mors trophiss but win tham moe oftan.

Looking at tha aquation P{AB)=P{E]. wa szathat thisis not truafor any ofoursavents. Ifwe
know whather a poalia is skillad enough to win onstrophy, it sivesus soms indicationas to their
chancas of winning another trophv, whichviclatas the definition of indzpendanca listad abowve.

Another proof that nons of ourevents are indspendant ars by looking at the mathamatical
equation for indspendant variablas; P{A andB)=F{A) * F(B). Asanexampla, lat’s lockat
singlasvents 2 and3: P(2)=0.24andP(3)=0.28. SoP{l and) should ba{0 24%*( 18) =
0.0672, However, multipleavent 2 is the occurmnes of single events 2 and 3 happenine
together, and theprobabilite is 016, not 0.0672. This also shows that ther aranot indspendant.

II1. Probability DHs tribution

A random variahls, thavarishlas ourevents includz, is a variabls whoss value is a pumerical
outcome ofa random phenomenon. Thaprobability distibution deseribas the ranes of possible
values that a random variable can have and the probabilitvthat the value of thevarisblais within
any division of that ranga.

The avent wa will look at is multiple event #2: goalizs whohave wonthe Vazina Trophy and the
Jennings Trophy, As was discussedin the probabilite as siszment section above, we can seathat

this and all of vurvariables follow a Bernoulli distribvtion. Thisis true becansetharaars oxly
two possible owteomss (Yas or Mo), and the sampls propostion raprasents theprobability of
suceess{ Les).

IV, Estimsator

Sinca our events followad 2 Bernoulli distribution, we utilized specificformmlas to estimate their
maan and standard daviation. In selecting the mean wa used tha probability (p) of successas
derived from our obsarvations. To find the standsrd deviation, we appliad the fommula p¥ 1),

151



C.2.3 Pittsburgh Panther Win Record at The Pete

Project Assiznment 2: Probabilty and Random Events

Introduction:

Az mantionad praviously, the Pittsburgh Panthers hava an outstanding af homea rsoodd with only tam loszas
at tha Paterssn Events Canter at the closaof the 2008-20070 zazzon . The purposs of thiz projact iz to
investigats which factors contribute inte a Panther's victory af home swch s offensive and dafensive

statistics, Additionslly, the offect of lurking varisblas will be aszassad for sach factor.

Eenln:

Singla Evant =1: Oz {W
Probability of aPitt Win
BWrElll121= 217

MultiplsEvent=1:  Quy: {W & Bitt Points >65 }
Probability of aPitt Win and Points S corsd Greater than §5
P{W and Pitt Pts > 657=97/121 =801

Indepandanca Tast: PRIt P> 85 | WP Pitt Ptz > 83 7
27111 £ 101121
274 = B
Evants ar= not ind=pendant

Total Probabiity
Pt Posmts
B = 65 Poi 201
817 WiL /
L Wm 126
R
Games Plaved 083
T 1] ) 033
HR . _,.f"”"r = 6% Podts
B 600
<65 Poits Y
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fingla Event 51; Qg {DR>20)
Probabilty of Dafanisve Febounds Gragter than 20
BDR=2=87121=71%

MultiplaEvants2:  (Qhp: {DR>20 & Opp Points »65}
Probabilty of Dafamsive Rebounds Grestar than 20
and Opponants Points Graster than 65
D(DE. > 20 nd Opp Ptz > 8%)=27/121= 212

Indepsmdemce Test. B(OppPte> &5 DR.>20)=P(Opp Pt > 65)7

IT8T £ 450141
Al £ 372
Evants ar= not ind=pamdamt
Tuotal Probabiity
sl JwRe o

F.tbmndsf/:"ﬁpm
o,

497
““‘“‘x < 65 Points —————

Games Plaved

281 9

> 65 Points —1&
<0

R )|

ol ) 132
<65 Poinls —————
Probability Dstribution of aPitt Win;

Binomid: B{121, .017)
Me=1p=121{.017)=111
S tamdand Deviation= sqrtin*p*{1-pisqmm(121* 01 74(1- 217)) = 3.03

Discussion:

Tha firzt zinzlaaveant was the probability of 2 Pittzbursh win and the multipls svent was the probability
Pittzburzh win and Pittsbureh sooring moge than &5 points. The 22cond singls avant was the probability of
moe than 20 dafaneive mhound: par gama and the multipls svent was the probability of mor= than 20
dafenzive r=bounds and the opponants scofing mos2 than §5 points., Probabilitiss were aszimnad theough
the elative fraquency appoach with the recordad data of the Pittsburgh Danthers fom 2001-2002 to
2008-2000.

In both casas, avents wote not indspandant, Thiz iz logical baganss in the cass of our first multipls avent,
it iz eopactad that if the Panthors soosa moge than 65 points, they are mods likaly to win. Inthe sacond
avant, if tha Panthers obtain over 20 dafaneive mhound:, the opponant tasm iz 1azs liksly to soom2 over 85
points.

The probability diztribution that fits the Panthets win-loes results tha bast iz a binemial diztribution,
which modals 2 count distribution of Pitt victogiz:. Inogdar for a probabdlity diztribution to be Wnomial,
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aach of the pbaarvations has to 511 into one of two catagosiss. In thedata the two catazogias &9 sithera
Pittzburzh win or loes, which iz why wa chosa a binomial distribution. Additionally, thers a2 fixad
number of obeapvations, », in tha 2001-2002 to 2008-2000 s2320nz of 111 zames. Each obearcstion iz
aszumad to ba indspendant, a0 the outcome of o2 game should kave no affact on the outcomea of another,
Tha probability of sach swocass i3 also aszumead to be the same.

Az ztatad shova, onaof the charactoriztics that was astimatad i2 the probahility of aPittsgh win, Ina
binomial diztribution, the maam iz np and the standard dovistion iz the sgi{np(1-pl). Themeanwa:
caloulated b multiplving {121%.91T), which sgualad 111, or the numbsr of games Pit kas won, The
standarnd davistion was solvad through caloulating the 2gm(121% 217%(1-. 91 7)). Thiz agualad a standard
deviation of 3.03. In thesa calculations, the probability of sucosss p was assumad to ba aqual to p, which
iz the zample probability. Thiz iz bacauss the tree value of p was not known. In this cas= though, p
farvas af 3 great estimated fof p.
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C.3 SAMPLE ASSIGNMENTS: ASSIGNMENT 3

C.3.1 Presidential Approval Ratings

STAT 1000 Sovak
Presidential Approval Ratings Part Il

Qur project consists of analyzing the approval ratings of President Barak Obama. In previous
sections of our project we have noted the significant changes these approvals have taken over
the past 53 weeks of Obama's term in office. Inthis part {Il1) of the project, we have made three
separate hypotheses about our topic. We have analyzed approval rating onthe basis of
Political Party, Age, and Gender. Our Null Hypotheses (Hg) is that there is no relationship
between political party and age group with approval ratings and that men and women approval
equally. Ouralternate hypotheses (Hq) state the opposite, that there is a relationship between
political party and age group with approval ratings and that men and women approve
unequally. Todetermine the probabilities we are using 1 specific week- Jan 18-24, 2000, This
was a sample of 3,638 individuals. Again our three categories of statistical study ar, political
party, age, and gender.

Test I: Political Party & Approval Ratings

Hq: There is no relationship between political party and approval of the president
Ha: Thereis a relationship between political party and approval of the president

TwoWayTable:

X2 Test:

Expected count = [row total x columntotal)/n

Expected (Sample) = ({1317 x 1779)/3638 =644.02, (1317 x 1859)/3638 =672.58
¥i=F [observed—expected):/expected

Sample: (1093—644.02)2/644.02 #(224—672.98)3/672.98+ .

¥2=1168.632 (from software)

Degrees of Freedom =(c-1){r-1) =2

Pvalue <0.000001
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Testll: Age & Approval Ratings

Hypotheses

Ha: Thereis no association between age group and approval
Ha.: Thereis anassociation betweenage group and approval

Table of Observed Counts
Age Group
18-29 30-45 50-64 65+ Total
Approval 420 668 403 291 1782
Disapproval /Mo Opinion 330 616 482 418 1856
Total 750 1284 895 709 3,638
Table of Expected Counts
Age Group
18-29 30-45 50-64 65+ Total
Approval 367.37 621.26 433.04 343.05 1782
Disapproval /Mo Opinion  377.95 E47 06 45102 35729 1856
Total 750 1284 895 709 3683
Calculating X2
(420-367.37)* + {668-621 2612 + [403-433.04) + [291-343.05F + (330-377.95) +
367.67 621.26 433.04 343.05 377.95

[B16-647 .06} + [492-45102)° + [418-357.29) =
647.06 451.02 357.29

=7.531+3516+ 2084+ 7 897 +6.083+ 1491+3.723+10316=42 641
Degrees of Freedom

Df=(2-1){4-1)=1*3=3

P-Value (From Minitab) Pvalue < 0.000001

Testlll: Gender & Approval Ratings

Hypotheses

He=pl=p2 [Males and Femalesapprove of Obama equally/no difference)
H.=pl=p2 (Malesand Femalesdo not approve egually of Obamal

pl represents females approval of Obama
p2 represents males’ approval of Obama
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Comparing 2 Proportions

1) Female 1783 928
2) Male 1855 B55 855/1855=0.46

Z=p-hatl — p-hat2
Vp-hat (1- p-hat) {1/nl+ 1/n2)

P-hat=xl+x2
nl+ n2

P-hat=0.49
Z=3.53
P-Value=0.0004
Conclusion

Owverall, our calculations showed if there were correlations between approval ratingsand
political party, age groups, and gender. When considering political party, we utilized a two-way
table todisplay the information gathered from our data. We then performed a chi-squared test
and calculated the p-value. The p-value for this category calculated to <0.000001. This
extremelysmall Pvalue indicates that the survey is statistically significant at the 0.01 level.
Therefore, we Can reject the null hypothesis, and conclude that there is some relationship
between political party and approval of the president. This is reasonable, because approval of
the president is not a random event, but the result of an individual's political beliefs, among
othervariables. As forour Testll, we again utilized a chi-sguaredtest. This wasuseful because
of the number of age groups represented inour data. Calculating the p-value (< 0.000001) we
were able to reject the null hypotheses at the 0.01 significance level and conclude that thereis
an association between the age group of an individual and their approval ratings. The results
from Test |l are reasconable because certain groups are more politically involved than others.
The Age Group 30-25 had significantly higher numbers than that of 65+, ForTestlllwe
examined gender differences. Because this category had two divisions (male and female) we
decided to utilize the proportions test. After calculating the Z statistic {3.53) wethen found the
p-value (0.0004). Althoughthe p-value was extremely small, itwas very significant at the .05
level. Itshowed that menand women do differ intheir approval of Obama. This conclusionis
glso reasonable because men and women play different social roles insociety and therefore
would have different approvals and disapprovals on a number of issues.
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C.3.2 Pittsburgh Panther Win Record at The Pete

Project Assignment 3: Statistical Inference

Introduction:

Civer the past seven seasons, the University of Pitsburgh™s Men’s Basketball team has
had 2 very mmpressive home record. Throughoutthe project, many different factors that may
havehelped the Panther’s secure a victory have been mvestigated. Three hypotheses regarding
these factors will be exammed:

1. Mean pomts scored per season 15 constant.
2. Mean pomts scored with 2 win equals mezn pomts scored with a loss.
3. Mezn free throw percentage with 2 win equals mean free throw percentage with a loss.

All ofthe data that has been gathered m previous sections of this project will either supportor

reject these hypotheses.

Besults:

1. Mean pomts zcored per seasons 15 constant

Hytllper o0z = Meespz-03 = Meergz-pe = Mpesgs-0s= Heergsops = Meesge-oo
— -"-‘!P::u:_—naz Mpecgz-ga .
H_: The mezn pomts scored per game does m fact vary between sezsons.

Une-way ANOVA: Pitt Pomts Scored Versus Season

SOuros DE b M3 B |4

T ear b 2834 472 457 0.000
Error 114 11794 103 e —
Total 120 14623 — —

The probability level 15 less than =01 or .03, s0 one can reject the null. The mean number of
pomts scored per sezson s NOT constant.




2. Mean pomts scored with 2 wm= Mean pomts scored with a loss

H:]: Eerewin = Hpre1oos

H:I.: -HF::'A':'H = -HF':r loss

Two-5ample T-Test
Pitt Pomts Scored
Group N i 3
Wi 111 £131 10.48
Lpss 10 63.1 840
o (X, -%)—(n,—p) " (77.51-631)-0 -
fiz o3 110,457 " B.40°
i Y 111 T 710
ﬂ‘ﬂi ﬂ'E

P(T = 5.08) = 0.000

The probability level 15 less than o=01 or .03, s0 one can reject the null. The mean pomts score
forawinis GREATER than the mean pomts scored fora loss.

3. Mean fres throw % with 2 win = mean free throw % with 2 loss

Hu’ Herewin = Mrrioss

H'.'I.: ﬁl-‘."‘:':w:'n = ﬁmtlﬂss

Two-Sample T-Test
Pitt Free Throw Percentage
Group N F: 3
W 111 0613 1096
Loss 10 J8] 1026
i -%)—(u,—u,) (6623-.5827)-0
t:l::i 2) 'Hzf:i:l z - 222.34

el g2 1096 1026

. N W T

-1 "2

P(T > 2.34) = 0.042
The probability level 5 less than o=03, 50 one can reject the null at a 93% confidence level. The

mezn free throw percentage for 2 win 15 GREATER than the mean free throw percentape for 2
loss.
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Discussion

In generatmg hypotheses for differsnt variables, one erther had to compare the mezn
values of 2 wm and 2 loss, or compare mean values for every season. The fusthypothesis that
was formulated was that the average number of pomts scored m 2 season was significantly
differenteach year. Because this was testmg severzl mean varizbles, 2 one-way ANOVA test
was used. Tofmd the probability level, a table was used where the factor was the seasons for
which our datz was measured. The sum of squares and the mean squarswas found m ordet to
calculate the F-statistie, 4.73. Onee this was found, the probability level could be found usmg 2
table of F distribution critical values, and the number obtzmed was 0.0000. This makes the p-
value significant on any mterval, thus mzkmg 1t possible to rejpect the null hypothesis that each
season had the same average number of pomts scored per game. Therefore. it could be
concluded that the mean number of pomts scored per season was not constant.

The second and third hypotheses under mvestigation regardmg the mean pomts scored
with 2 win equals the mean pomts scored with 2 loss and mean free throw percentage witha win
equals mean free throw percentage with 2 loss are perfect examples forutlizmg 2 two-szmple t
statistic. In these situations the means of the populztion are unkmown and are compared usmg
the t statistic distribution. The purpose of this test 15 to examme the null hypothess H: i, =
i, where,,%,.57,57,n,,nare all known,

In both sttuations the t values 5.08 and 2.34 yielded probability level less than o=03
allowing the null hypothesis to be rejected 2t the 93% confidence level. Forthe second
hypothesis this means that the mean pomts scorad with 2 wim was greater than mezn pomts
scored with 2 loss, and for the third hypothesis the mean free throw percentage with a win was

greater than the mean free throw percentage with a loss.
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C.3.3 Comparison of Goalies in the NHL

Introduction

"Because the demands on a goalie are mostly mental,
it means that for a goalie, the biggest enemy iz himself,
Not a puck, not an opponent, not a quirk of size or style...
The snecessful goalie understands these neuroses, aceepts them, and puts them under control.

-Ean Drvden, Former NHL Goaltendar

(Char project involved juxtaposing data of WHL goalizs who plaved 500 games betvean 1988 and
2009, Wa selactad 25 goaliss from this time pariod. The third part of ourproject required creating and analveing
hvpotheses, ortestabls steternents, associated with ourdats. The ultimats goal antailad proving that goaltendars
who plaved over 300 gamas (G300 ware statistically supsriorhodosyr plarers than the averape goaltandar,

Tha basic as sumption states that if a goaltandar remains in the MHL for 500 games, hamust possass
greater than averase skillto do so. Furtthermors, we as sumed thres pisces of information regarding avemes or
lackluster poaltandars: 1) they win one inevery two games; 2) their goals against avemes (GAA) i5 2.75; 3)
their save percantage (SV5%0)is .8 3. Accordinsly, ourhypothesas examinad sach ofthess assumptions.

Chur first hvpothasis tastad the clair that the mesan carser win count forG3 00 exceadad 250 pames,
Secondly, we examinad the claim that the mean camer GAA for G300 f2ll baow2.75. Finallr, we analvzedthe
claim that the mean $V% for G300 sumpassad .850. Chr predatermined conclusion: the G300 should meat thase

criteria.
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Results

Hvpothasas arz statamants avaluatad to datermine somea conclusion about information. Tyvpicaly, we uss
two hyvpotheses, 2 nwll (Ho) andan altsmarive (Ha), when analvzine ourdata. The null rafars to the statzment
wa dasire to disprove, and thaalternative is tha statement wa want to buttress. In this cass, curnull raflacts the
tvpical goaltandar whils the altemativerspmsents the 300,

Hypotheses1: The mean carssrwin count for goalies who play over 300 games is greater than 250 games

Ho: A=250
Ha: A=230

Hypothesis 2: The meancares GAA for poaliss who play over $00 games iz less than 1,75

Hypothesis 3: The mean 31 afor poalicswho playover 300 games i greater than &30

Ho:A=850
Ha: A> 830

Choozine an Appropriate Statistical Technigoe:

A signjficance testrafers to a proceduss which halps us ascertsin thavalidity of our hvpothasas, Wause
differant sienificancs tasts depandine on the data we possessabout ourtopic. Since we are nsing a sampls of the
population and lackinformationlike tha population mesn and standard deviation, we must use a -disoibution
In this particular sisnificanca tast, wa know sampla statistics such asthe maan and stndard devistion That-
distributionutilizes the fommula

xbar=p
t= 5

vin)

whara “xhar” is the mean of the SBS, and ji {5 the mzanvalue vouars testing, § raprasants tha standard
daviation oftha SE3. andn is the sampla siza ofthe 3R3. For the purposas of this projact, we assumea the
population to badistrituted nomally.
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Resulis (cont’d)

Testing QDur Hypotheses:

In order to make & conclusion froma significance test we must darive 8 p-valus. Essentially, a p-valus
is a probabilite that halps us detarmine information about our hvpothases, Wa tast a p-valus againsta
signjficance levd in ordarto make a condusionabout our hypothesas; our significance laval will baa=103. If
our p-valua from the sienificanes tast axcaads (3, we do nat have emough evidence to reject the null hypothesk
In other words, we cammot prove our altemative hvpothasis,

In tha following tasts, wa utilizad MINITAE softwarsto detamins the samplemean. standard daviation,
and p-valus,

Test 1:
xhar=303.64; 5=10573

N xbhar—p _ 30364 - 1250

= = 7
3 105.73 =
vin) V(25)

Ha:p= 2530 3 F(T=2.54)=.009

F<a 2 Wahava enough avidsnes to reject the null and claim that G300 will win mors 250 games,

'_]
&
i

xhar=27512 5= 303

B xhar—p _ 27512-175

= = 7
: e 019
v(n) V(25)

Ha:u<2.75 3B(=.0197)=.508

F=g 2 Wadonothave enouch evidence to tharsject thenull and claim that G300 will have 2 GAA graater
than 2.75.
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Results (cont’d)

Test 3:

xhar= 905 and 5= 0089

ol xhar—p _ .905-.850

t= = —gggg = 089
v(n) V(25)

Ha:p> 850 3P(T> 30.89)=.000

P<a < Wahave enough svidence to reject the null and claim that G300 will gat a §V% ereater than 83{.

Discussion
I, Test Used:

Since we had an SR8, we couldnot datermine a population standard devistion. However, we could
detarmine a sample mean and standard devistion. Thus, it was appropriatato use the t-distribution tast.
IL. Results in Context:

Our hvpothesss providadus with manvnovel findines about the dynamics of goaltanding in the MHL.
Our first hypothasis helpad us venfythat soaltandars who play mors than 300 gamas (about § seasons) win
morz oftenthan the “avarage" goaltandar. Tharafors we can concluda that lonsevity inthe NHL corralates with
winning. Sacondly, thalast two hvpotheses umveiled uniqus information abowt goaltenders puck-stopping
abilitias. Since GAA didnot decrzase baow2. 73, but 5V supassad . 830, wa established that goaliss must be
facing numerous shots; i.2. they maintsinad anabove averass 5V whils still allowing in over ] goalsper

Eama,
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