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The lack of sufficient evaluation criteria for motion systems has contributed to perceivable differences in motion cues among similar airplane simulators. To resolve this issue, criteria for simulator motion cueing and evaluation must be developed to insure uniform and optimum cues within a motion system's workspace. Therefore, an improved evaluation method is proposed to enable a better assessment of motion cueing within the workspace.

To demonstrate the effectiveness of the improvement, an off-line simulation of a motion system is developed and used for the evaluation. A common motion cueing algorithm is incorporated in the simulation to control a motion platform model. Test signals that approximate typical airplane specific forces, for selected maneuvers, are used to drive the simulation. During each simulation test run, a platform trajectory is recorded for the maneuver. The trajectory data are then processed by an optimization routine that determines the dynamic workspace limits as a function of the trajectory. The time histories of the trajectory and the workspace limits are then plotted for evaluation.

Presenting the platform trajectory along with the dynamic workspace limits provides another way of evaluating the quality of motion cues within the workspace.

Augmenting the existing motion criteria that are used in current evaluation methods with criteria based on the dynamic workspace limits yields an improved evaluation method. This improved evaluation method contributes to the development of criteria for motion evaluation.
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### 1.0 INTRODUCTION

### 1.1 Motivation

Airplane simulator qualification criteria are used to determine if a simulator complies with federal regulations. ${ }^{(1)^{*}}$ Federal regulations require motion systems on all airplane simulators that are qualified for use in approved pilot training programs. Thus, motion criteria are a part of the simulator qualification criteria.

The current motion evaluation criteria, which are over twenty years old, do not validate the integration of the motion system with the flight dynamics. The criteria are primarily used to validate stand-alone hardware characteristics, like frequency response and smoothness of movement. Apparently, due to the lenient criteria, motion systems that provided questionable simulated motion cues ${ }^{1}$ have been qualified. For this reason, it is contended that the current criteria are insufficient for evaluating motion performance and must be developed. ${ }^{(2-5)}$

Since the late 1980s, several attempts have been made by the aviation industry to develop the motion criteria. ${ }^{(2,3)}$ Industry working groups composed of representatives of the airlines, authorities, and simulator manufacturers have convened to review all of

[^0]the systems covered by the airplane simulator qualification criteria, including motion. Generally, most modification proposals have been incorporated, but motion proposals have been tabled due to opposition by a significant segment of the industry. The reasons for this are not clear, but could be attributed to several things. For instance, motion cueing is probably one of the least understood branches of simulation, and objective criteria are not readily apparent. Also, the effects of motion cues on pilot performance are not fully understood. In addition, a segment of the industry feels that motion is not needed on simulators with improved visual display systems. So, the evaluation of motion cueing remains largely a subjective assessment.

In the latest attempt by industry to develop the criteria, the motion proposals ${ }^{(48)}$ still do not address some evaluation issues. ${ }^{(5,47)}$ Criteria are proposed to insure that the motion system performs as originally qualified. But, criteria that insure uniform and optimum cues within a motion system's workspace* are not addressed in detail.

So, although there is consensus that the current criteria are inadequate, consensus on what constitutes sufficient criteria has not been reached. The development of methods for motion evaluation, however, should not be impeded until appropriate criteria can be fully determined. It has been said that, "Any method of attaching degrees of objectivity to the quality of the motion system should therefore be a better assessment than just checking [hardware] performance in isolation...."(4)

[^1]
### 1.2 Research Objective

Motion cueing contributes to perceptual fidelity by attempting to provide the flight crew with optimum motion (force) cues within the workspace of the motion system that are representative of the airplane cues. One area ${ }^{(26)}$ of active research is human centered motion cueing which incorporates models of the human vestibular sensation system within the cueing algorithm in an attempt to achieve the best perceptual fidelity. But, as important as motion cueing is to perceptual fidelity, it is still only evaluated subjectively. As a result, there are concerns that motion systems are not being driven to induce the best perceptual, and therefore behavioral, fidelity. On-going research ${ }^{(40-43)}$ is being conducted to formulate appropriate motion fidelity criteria to more objectively evaluate motion cueing. Because of the complexities of human factors, proper criteria have been difficult to define. Other criteria ${ }^{(48)}$ that have been recently proposed by industry focus primarily on cue repeatability. Validating that cues are repeatable, however, does not mean the cues are appropriate.

A couple of outstanding cueing issues that apparently have not received a lot of discussion involve the operating envelope, or workspace, of the motion system. The workspace determines the cueing ability of the motion system. The workspace is therefore an important factor in motion fidelity. Most airplane simulators utilize multiple-degrees-of-freedom motion systems (e.g., surge, pitch, roll, and heave motion) whose identical actuators are constrained by their minimum and maximum lengths and thus impose a workspace that the moving platform can achieve with respect to its inertial frame. This means that the motion system excursions in certain degrees-of-freedom restrict excursions in the others. Consequently, motion cues are limited in the restricted
degrees of freedom. The outstanding issues then are how much of the workspace is being used during normal operation and what amount of workspace is required to provide effective motion cues. The latter concern involves human factors and is difficult to define. So, the aim of this thesis addresses how much of, and how well, the workspace is being used. Of course, a motion workspace cannot be readily described because of the infinite number of possible combinations of excursions. In this case, a means of qualitatively judging how the workspace is being used, or the amount it is being restricted, by the motion cueing system would be a useful improvement.

Firstly, to gain a better understanding of the problem and potential criteria, several disciplines involved in the development of motion systems were first investigated. Literature on both the background and techniques of motion cueing were examined. ${ }^{(6-27)}$ As it turned out, an adaptive cueing technique is the most commonly used in industry, so it is used for this research. The proper transformations of the simulated airplane's inertial signals, that are processed by the cueing algorithm, were reviewed in the flight dynamics literature. ${ }^{(28-30)}$ Since human factors is an integral part of motion cueing design, both the design of experiments for pilot evaluations of simulator motion ${ }^{(31-35)}$ and the physiological and psychophysical aspects of motion perception ${ }^{(37-43)}$ were studied. Also, the mechanical design and performance of typical motion systems were reviewed. ${ }^{(44-46)}$ After investigating each discipline, optimization techniques ${ }^{(49-50)}$ were examined with the intent of using them to develop a better method of evaluating motion cueing within the workspace limits.

Secondly, since it was decided that it is desirable to observe and analyze the changing workspace limits temporally for a recorded actual platform trajectory, this
motivates the development of an optimization method that determines the dynamic workspace limits as a function of the actual platform trajectory. The optimization technique employed here to solve the workspace limits is of the type used to solve unconstrained optimization problems. The technique is based on a steepest descent method using a constant step size. To determine the dynamic workspace limits for a given platform trajectory, the steepest descent method is used in a stepwise manner to search for the limits in each degree of freedom (surge, sway, heave, pitch, roll, and yaw), throughout the trajectory. The algorithm steps through each platform position sample in the trajectory data. At each sample, the algorithm sequences through each of the six degrees-of-freedom position points within the sample, starting with surge, while fixing the other five degrees-of-freedom points to their values at that time. The specified maximum workspace limits for the current degree-of-freedom being searched are selected for use in the steepest descent's quadratic objective function. The objective function is simply the squared difference of the value of the current degree-of-freedom position point and the value of the current degree-of-freedom's excursion limit. The gradient of the objective function and the constant step size are used to iterate the steepest descent algorithm towards the actual upper and lower workspace limits in each degree-of freedom by updating the current degree-of-freedom position point until the stopping criterion is met in both directions. This is done for every platform position sample in the trajectory.

Thirdly, in order to use this new workspace limits routine, an actual platform trajectory must be recorded on the simulator. A device that is used to do this is the motion actuator inverse transformation that was contributed in a previous study. ${ }^{(9)}$ It
enables the computation of the actual platform position based on the magnitude of the actuator extensions. The actuator inverse transformation is combined with the dynamic workspace limits routine to compute the workspace limits from the platform trajectory.

Finally, the effectiveness of this improvement is demonstrated using an off-line simulation of a motion system that is developed for the evaluation. An adaptive motion cueing algorithm is incorporated in the simulation to control a model of a motion platform. Test signals that approximate typical airplane specific forces are used to drive the simulation. During each simulation test run, a platform trajectory is recorded for the maneuver. The trajectory data are then processed by the optimization routine that determines the dynamic workspace limits as a function of the trajectory. The time histories of the trajectory and the workspace limits are then plotted for evaluation.

Thus, this thesis presents a viable approach to evaluating the use of the motion workspace. This improvement gives the evaluator another means of assessing if the workspace is being used optimally. Presenting the platform trajectory along with the dynamic workspace limits provides an effective way of evaluating the quality of motion cues within the workspace. And, the method can be used to detect possible real-time hardware or software anomalies. Augmenting the existing motion criteria that are used in current evaluation methods with criteria based on the dynamic workspace limits yields an improved evaluation method.

### 1.3 Outline

This thesis comprises 4 chapters. The first chapter introduces the motivation and research objective for the development of an improved evaluation method for motion
cueing. Chapter 2 describes a typical motion system and a motion system model that is used for this research. The improved evaluation method is presented and demonstrated in Chapter 3. Chapter 4 discusses the results and recommends further work on the evaluation of motion cueing performance.

A few comments must be made on the background material provided in Chapters 2 and 3. The intent of the background material on an airplane simulator's motion system and motion math model is to provide insight into the nature of motion cueing and to enable a better understanding of motion cueing evaluation issues. Described in the background material are certain devices, like the motion cueing algorithms and actuator transformations, that were contributed by past studies and are used to develop the workspace limits routine in this study. The author claims no credit for the development of this background material and is presenting it, along with the pertinent references, to establish the framework within which the author's contribution is developed and demonstrated.

Although this extensive preparatory material could be considered excessive for this study, the author feels that it is useful to include this material so that the study is cohesive and self-contained. That is, the goal is to provide a sufficient amount of background information so that the reader does not have to acquire the referenced studies in order to understand the contribution of this study. Hopefully, the reader who is unfamiliar with motion systems and the evaluation issues will appreciate this format. On the other hand, readers who are familiar with the subject matter can cursorily review Chapter 2 and the beginning of Chapter 3.

### 2.0 DESCRIPTION AND MATH MODEL OF A MOTION SYSTEM

### 2.1 Introduction

This chapter introduces the basic principles of an airplane simulator's motion system and presents a mathematical model of a typical system. The intent is to enable a better understanding of motion cueing evaluation.

The description of the motion system includes the motion system configuration, the basis for the regulatory requirements, the psychophysical perception of motion, and the concept of motion cueing. This review provides insight into the nature of motion cueing.

The math model that is presented is the basis of the off-line simulation that is used, in the next chapter, to develop an improved evaluation method for motion cueing. It is composed of motion input, adaptive cueing, actuator model and actuator transformation components.

### 2.1.1 Airplane Simulator Motion System

An airplane simulator is a full size replica of a specific airplane cockpit, and it is capable of representing the airplane in ground and flight operations. It is equipped with visual, sound, flight control, and motion sub-systems. All required cockpit components and sub-systems are interfaced to high-speed digital computers. These computers host real-time simulation software that simulates the airplane and its environment.

Of all the sub-systems, the conventional motion system is perhaps the least capable of fulfilling its purpose. That is, it cannot simulate sustained accelerations because its workspace is physically limited. This limitation is obvious in Figure 2.1 that depicts an airplane simulator equipped with a six degrees-of-freedom (DOF) motion system, in a neutral position and pitched up. Although commercial three and four DOF systems exist, only a six DOF configuration is considered in this research since it is the most common and complex. Six DOF systems are required on FAA Level $C$ and $D$ simulators. ${ }^{(1)}$

a) neutral position
b) pitched up

Figure 2.1 Airplane Simulator with a Six Degrees-Of-Freedom Motion System

The design of a conventional six DOF motion system is based on the Stewart platform. ${ }^{(44)}$ The hardware consists of a motion platform, capable of limited rotational (pitch, roll, and yaw) and translational (surge, sway, and heave) movement, a motiondrive electronics interface cabinet, and a hydraulic power unit. ${ }^{(6)}$ The platform, upon
which the cockpit is mounted, is supported by six identical linear hydraulic actuators which are attached to the base frame. The ends of the actuators are gimbaled at three points on both the platform and base frame. The three points, on either the platform or base frame, are 120 degrees apart when mapped onto an imaginary circle circumscribed in the plane of the structure. The platform points are offset by 60 degrees relative to the base frame points.

The performance of a motion system depends on the motion cueing software that drives it and the system's hardware capabilities. Motion platform movement is designed to be around a neutral position. A typical neutral position is when all actuators are half extended. The response rate and position of the platform are controlled by the motion cueing software, and are a function of the state of the simulated airplane and its operational environment. That is, the 6-DOF, flight-dynamics software simulates the airplane's response, and the motion cueing software filters and transforms this response into platform commands. These commands are then transformed into actuator extension commands. Each actuator command must be uniquely defined since all actuators must act in concert to attain a desired platform response rate and position. The actuator commands are converted to electrical signals and sent to the actuators' servo valves via servo valve control cards to drive the motion platform, at the required rate, to the desired position. Transducers on the actuators provide position feedback.

Generally, excursion, velocity, acceleration, and bandwidth in each DOF characterize the hardware capabilities of motion systems. Normally, these capabilities are sufficiently specified to insure that the system can represent the response of the airplane. For example, the bandwidth of both the rigid body dynamics of a commercial
airplane and pilot control is typically limited to 2.0 Hz , or less. ${ }^{(6)}$ So, the magnitude of the motion system's frequency response is usually near unity up to this frequency with minimal phase lag so that flying qualities are adequately reproduced. ${ }^{(1,45)}$

### 2.1.2 Basis for the Motion System Regulatory Requirement

Currently, a motion system is required on an airplane simulator to comply with the regulatory requirement for a system that provides motion (force) cues that are perceived by the pilot to be representative of the airplane motions. ${ }^{(1)}$ The general requirement for motion was first added to the FAR in the 1960s based on the perceptual theory that critical sensory elements must be included to achieve sufficient perceptual and behavioral fidelity. ${ }^{(2,38,39)}$

Figure 2.2 illustrates the factors that are believed to influence pilot-airplane performance. ${ }^{(31)}$ The sensory elements are arranged as a feedback control loop representing the pilot-airplane combination. For an airplane simulator, most of the elements are simulated, and therefore, the impact of the fidelity of each element on the overall perceptual fidelity must be carefully considered. As shown, the motion system induces motion sensations via the pilot's vestibular, proprioceptive, and tactile sensors. This ultimately elicits a certain behavioral response that affects the closed loop performance. So, as one can see, the effect of workspace limitations on the motion systems ability to generate appropriate cues is an important consideration when assessing the impact of limited motion fidelity on perceptual fidelity. And, a clear means of evaluating the effect of the limitations on the motion cues is desirable.


Figure 2.2 Factors that Influence Pilot-Airplane Performance (Adapted from Reference 31)

In the 1960s, preliminary studies showed that pilot performance improved when certain maneuvers were accompanied by appropriate motion cues. As a result, the FAA adopted the conservative position that motion is critical, even though, to this point, there is no conclusive evidence that transfer of behavior, from simulator to airplane, is affected. ${ }^{(6,35)}$ The requirement is also backed by pilots' feelings that motion improves realism and is helpful for maneuvering. ${ }^{(32,33)}$

### 2.1.3 Psychophysical Perception of Motion

The mere provision of motion does not guarantee perceptual fidelity or that the simulator will be more effective. The motion cues must be properly integrated and synchronized with the other critical sensory elements shown in Figure 2.2, like the visual element. ${ }^{(37-43)}$ Otherwise, perceptual conflicts can occur and result in a deleterious
behavioral response. Due to the motion workspace limitations, the nature of motion perception must be understood to effectively integrate and synchronize the motion cues. Figure 2.3 depicts one model of human motion perception that can be used for discussion. ${ }^{(6)}$


Figure 2.3 Basic Structure of Motion and Orientation Perception Model (Adapted from Reference 6)

The model consists of a physiological stage containing the sensors that convert physical energy into afferent neural impulses, and a psychophysical stage that organizes the stimuli into meaningful patterns. The vestibular system, the non-auditory portion of the inner ear, is primarily a sensitive sensor of linear and rotational accelerations. Static body tilt is sensed by the proprioceptors as a change in the direction of the specific force vector (acceleration less gravity), which is virtually indistinguishable from a change caused by linear acceleration. Note then, that a sensation of sustained acceleration can be induced to some extent if the motion platform is properly tilted. The tactile sensors detect force applied to the external surface
of the body. The psychophysical estimation forms a perception of motion as a function of the neural impulses, state of mind, the environment, and experience.

The frequency responses and thresholds of the sensors affect motion perception and also must be considered. The vestibular and other proprioceptive sensors are most sensitive in the mid-range of the applicable frequency spectrum. The visual sensors are most sensitive at the lower frequencies, while the tactile sensors are most sensitive at the higher frequencies. Research ${ }^{(38-42)}$ has shown that lengthy, detrimental time delays in motion perception can occur when relying only on visual sensors during sudden accelerations of a visual scene. The delays were alleviated, however, when the visual cue was coordinated with a force cue induced by a slight motion platform displacement. Studies ${ }^{(39)}$ have also shown that force cues elicit lead compensation from the pilot to stabilize the airplane during high-gain pilot-in-the-loop maneuvers, like tracking maneuvers. Figure 2.4 illustrates the model's response to an angular rate stimulus. Note that the perception of motion is much improved when the visual and force cues are properly integrated and synchronized.

The stimulation of the non-visual sensors will result in the earliest recognition of motion and proper behavioral response, provided that the stimulus exceeds the sensors' sensitivity thresholds. This is the importance of properly stimulating these sensors in airplane simulators.


Figure 2.4 Perception Model Response to Visual and Inertial Motion Cues (Adapted from Reference 6)

### 2.1.4 Concept of Motion Cueing

The concept of motion cueing is to track, in real time, the specific forces and angular accelerations of the simulated airplane while limiting the simulator's motion platform within its workspace. ${ }^{(7,12,22,39)}$ To meet these conflicting objectives, the inertial signals must be modified to drive the motion platform in a manner to reproduce at least a portion of the motion cues that the pilot would perceive in the airplane. At best, the motion system can provide the pilot with a satisfactory perception of these cues. Motion cues are coordinated with visual display and instrument cues to induce a proper perception of motion. Cues that are uncharacteristic of the airplane must not be generated.

Motion cueing is accomplished by a motion cueing algorithm. The algorithm attempts to yield optimum and realistic motion cues in the process of modifying the
inertial signals. The modifications include various transformations and filtering of the signals. Transformations are required to transform the signals from airplane to simulator reference frames, and to convert platform commands to unique actuator commands. High- and low-pass filters are used, along with attenuation and limiting, to keep the platform within the workspace while generating appropriate cues.

A motion cue is basically composed of an onset cue and, if applicable, a sustained cue. An onset cue simulates the initial acceleration of the airplane. This cue is produced by passing the airplane acceleration through high-pass, or washout, filters to remove the low-frequency component that would drive the platform to its limits. Thus, this cue is maintained for only a short duration. For a linear surge or sway airplane acceleration, if the low-frequency component persists as the onset cue subsides, a sustained cue is blended with the onset cue to produce a sense of continuous acceleration.

Cross-feeding the linear surge or sway acceleration through low-pass filters to the corresponding rotational channel produces the sustained cue (a.k.a., tilt coordination). The rotational channel tilts the platform to simulate sustained linear acceleration via static body tilt (a.k.a., gravity vector alignment). ${ }^{(17,18)}$ For example, during forward (surge) acceleration, the onset surge cue is blended with a sustained cue that is produced by pitching the platform. The platform is pitched up at a rate equal to the washout rate of the onset cue. The pitch attitude is proportional to the sustained linear acceleration of the airplane. The coordination between the onset and sustained cues is such that effective motion cue perceived by the flight crew remains constant.

Incidentally, tilting the platform during the sustained cue does not affect any other simulator cueing system, i.e., visual or instruments.

Attempts to provide cues beyond the capabilities of the platform are often more confusing and adverse to the pilot than the complete absence of these cues. To ensure that the motion system is capable of continuous movement, and ready to provide subsequent cues, onset and sustained cues are "washed-out" at a rate below the flight crew's threshold of conscious perception. So, the platform imperceptibly returns to the neutral or near-neutral position. The washout rates must be below the perceptual thresholds; otherwise a washout cue could adversely affect pilot behavior.

### 2.2 Math Model of a Motion System

Figure 2.5 is a block diagram of a typical motion system. This diagram represents the main components of the off-line simulation of the motion system that is developed and used for the evaluation of motion cueing within the workspace.

The simulation is composed of input, motion cueing, actuator transformation, and motion platform components. The input signals used to drive the off-line simulation approximate typical airplane specific forces. The input component transforms the input signals to the motion centroid, a reference point within the workspace. The motion cueing component then filters the signals to provide both translational and rotational motion platform position commands. Next, the position commands are converted into actuator extension commands via the actuator transformation, and, finally, the extension commands drive the six degrees-of-freedom motion platform component.

An adaptive cueing algorithm, a predominant motion cueing technique, is used for the cueing component. As explained before, the motion system cannot provide sustained cues because its workspace is physically limited. So, this algorithm attempts to provide the best cues possible within the confines of the workspace by adjusting filter parameters to minimize cost functions.

The math models of the components are given in the following sections. The input component is covered first, followed by the motion cueing, actuator transformation, and actuator model components.


Figure 2.5 Block Diagram of Typical Motion System

### 2.2.1 Motion System Input Component

Previous motion cueing studies ${ }^{(7,17,18,20,37)}$ affirm that a pilot senses the same airplane translational accelerations and rotational rates that can be sensed by three linear accelerometers and three rotational rate gyros installed at the pilot's location. Accelerometers sense linear motions along an axis while rate gyros sense angular motion about an axis. Each set of devices is presumed to be orthogonally configured and aligned with the airplane's body-fixed XYZ coordinate system. The XYZ coordinate system, or XYZ frame, is defined as a conventional right-handed coordinate system with its origin at the airplane's center of gravity (cg) as shown in Figure 2.6. It is designated as $F_{b}$.

The idea then is that, if the simulator's motion system is driven by, and responds appropriately to, simulated accelerometer and rate gyro command signals, the pilot will sense onset accelerations and rotational rates that are similar to the airplane's. Therefore, equations for accelerometers and rotational rate gyros are now developed using inertial quantities from the airplane's equations of motion. Since the inertial quantities are computed at the cg , they must be transformed to the appropriate coordinates to drive the motion system.

During translational motion, three accelerometers ${ }^{(28,29)}$ sense inertial accelerations and resolve them into the $\mathrm{X}, \mathrm{Y}$, and Z axes of the airplane, which is assumed to be a rigid body. Each sensor provides an output signal proportional to the difference between the acceleration of its case and gravitational acceleration. In the literature, this difference is called the specific force. Expressing these three signals in vector form, the specific force vector $\mathbf{f}_{\mathrm{cg}}$ is then given by

$$
\begin{equation*}
\mathbf{f}_{\mathrm{cg}}=\mathbf{a}-\mathbf{g} \tag{2-1}
\end{equation*}
$$

where $\mathbf{a}$ is the airplane's inertial acceleration vector and $\mathbf{g}$ is the gravitational acceleration vector. Rewriting this equation by expressing a in terms of the body and gravitational forces defined in Figure 2.6, and resolving all quantities into the body axes, yields

$$
\begin{equation*}
\mathbf{f}_{\mathrm{cg}}=\frac{\mathbf{F}_{B}+B^{t} m \mathbf{g}}{m}-B^{t} \mathbf{g}=\frac{\mathbf{F}_{B}}{m} \tag{2-2}
\end{equation*}
$$

where $\mathbf{F}_{B}$ is the vector sum of the body-axis aerodynamic, $\mathbf{F}_{A}$, and thrust, $\mathbf{F}_{T}$, forces acting at the $\mathrm{cg} . B^{t}$ is the transformation matrix that rotates g into the body axes at the cg , and $m$ is the mass of the airplane. $B^{t}$ will be discussed later.


Figure 2.6 Definition of Vector Components in the Airplane Equations of Motion (Adapted from Reference 29.)

Next, equation (2-2) must be modified so that the specific force can be computed at coordinates other than the cg of the airplane. This is required because a typical motion system is usually driven about a reference point that does not coincide with the airplane's cg. Generally, if the accelerometers are located at a point other than the cg, rotational motion of the airplane affects these sensors in addition to the linear motion. From classical mechanics ${ }^{(29,30)}$, the inertial velocity of an alternate location $c$ within the airplane is given by

$$
\begin{equation*}
\mathbf{v}_{c}=\mathbf{v}+(\omega \times \mathbf{R}) \tag{2-3}
\end{equation*}
$$

where $\mathbf{v}$ is the airplane's inertial velocity vector at the $\mathrm{cg}, \omega$ is the inertial rotational velocity vector of the airplane, and $\mathbf{R}$ is the radius vector from the cg to the alternate location c. Differentiating equation (2-3) with respect to the inertial reference frame (earth-fixed and indicated by subscript $I$ ) yields the inertial acceleration

$$
\begin{equation*}
\mathbf{a}_{c}=\frac{d(\mathbf{v})}{d t_{I}}+\frac{d(\boldsymbol{\omega} \times \mathbf{R})}{d t_{I}}=\mathbf{a}+\frac{d(\omega \times \mathbf{R})}{d t_{I}} \tag{2-4}
\end{equation*}
$$

For the accelerometer outputs, the terms must be expressed in the body frame. From equation (2-2), notice that the first term, $\mathbf{a}$, is equal to

$$
\begin{equation*}
\mathbf{a}=\frac{\mathbf{F}_{B}+B^{t} m \mathbf{g}}{m} \tag{2-5}
\end{equation*}
$$

The theorem of Coriolis ${ }^{(49)}$, which defines the transformation of the time derivative between two coordinate systems, is used to obtain the derivative of the second term. Applying this theorem, the derivative of this cross product is

$$
\begin{equation*}
\frac{d(\omega \times \mathbf{R})}{d t_{I}}=\frac{d(\omega \times \mathbf{R})}{d t_{b}}+\omega \times(\omega \times \mathbf{R}) \tag{2-6}
\end{equation*}
$$

In the airplane XYZ frame (indicated by subscript $b$ ), the derivative of the cross product in the first term of equation (2-6) follows the product rule for differentiation:

$$
\frac{d(\omega \times \mathbf{R})}{d t_{b}}=(\dot{\omega} \times \mathbf{R})+(\omega \times \dot{\mathbf{R}})
$$

The dot indicates a quantity's time derivative. Since $\mathbf{R}$ is constant in the $X Y Z$ frame, the second term is zero, and equation (2-6) is rewritten as

$$
\begin{equation*}
\frac{d(\omega \times \mathbf{R})}{d t_{I}}=(\dot{\omega} \times \mathbf{R})+\omega \times(\omega \times \mathbf{R}) \tag{2-7}
\end{equation*}
$$

Substituting the expressions developed in equations (2-5) and (2-7) for the terms in equation (2-4) yields

$$
\begin{equation*}
\mathbf{a}_{c}=\frac{\mathbf{F}_{B}+B^{t} m \mathbf{g}}{m}+(\dot{\omega} \times \mathbf{R})+\omega \times(\omega \times \mathbf{R}) \tag{2-8}
\end{equation*}
$$

Finally, by replacing a in equation (2-1) with $\mathbf{a}_{c}$ in equation (2-8), the specific force vector $\mathbf{f}_{c}$ in the $X Y Z$ frame at location $c$ is

$$
\mathbf{f}_{c}=\left[\frac{\mathbf{F}_{B}+B^{t} m \mathbf{g}}{m}+(\dot{\omega} \times \mathbf{R})+\omega \times(\omega \times \mathbf{R})\right]-B^{t} \mathbf{g}
$$

Combining terms and using equation (2-2), the final form of $\mathbf{f}_{c}$ is

$$
\begin{equation*}
\mathbf{f}_{c}=\mathbf{f}_{\mathbf{c g}}+(\dot{\omega} \times \mathbf{R})+\omega \times(\omega \times \mathbf{R}) \tag{2-9}
\end{equation*}
$$

Note that the second term in equation (2-9) is the tangential acceleration part of $\mathbf{f}_{c}$, and the third term is the centripetal acceleration. The three components of $\mathbf{f}_{c}$ along the $\mathrm{X}, \mathrm{Y}$, and Z axes are used as the translational inputs to the motion cueing algorithms. Written in component form, equation (2-9) becomes

$$
\begin{align*}
& f_{x, c, o}=f_{x}-R_{x}\left(Q^{2}+R^{2}\right)+R_{y}(P Q-\dot{R})+R_{z}(R P+\dot{Q}) \\
& f_{y, c, o}=f_{y}+R_{x}(P Q+\dot{R})-R_{y}\left(P^{2}+R^{2}\right)+R_{z}(R Q-\dot{P})  \tag{2-10}\\
& f_{z, c, o}=f_{z}+R_{x}(R P-\dot{Q})+R_{y}(Q R+\dot{P})-R_{z}\left(P^{2}+Q^{2}\right)
\end{align*}
$$

The rotational quantities $P, Q, R$, and their time derivatives that are used in equation (2-10) are explained next.

During rotational motion, three rate gyros ${ }^{(29)}$ sense the rotational velocities of the airplane in the $X Y Z$ frame. Each sensor provides an output signal proportional to rotational velocity. The rotational velocity vector $\omega$ about the cg is given by

$$
\begin{equation*}
\omega=P \mathbf{i}+Q \mathbf{j}+R \mathbf{k} \tag{2-11}
\end{equation*}
$$

As shown in Figure 2.6, $P, Q$, and $R$ are the velocity components about the $\mathrm{X}, \mathrm{Y}$, and $Z$ axes, respectively ( $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are unit vectors). The time derivative of equation (2-11) is simply

$$
\begin{equation*}
\dot{\omega}=\dot{P} \mathbf{i}+\dot{Q} \mathbf{j}+\dot{R} \mathbf{k} \tag{2-12}
\end{equation*}
$$

Thus, equations (2-9), (2-11), and (2-12) compose the input component of the motion system math model. All of the quantities in these equations, except the radius vector $\mathbf{R}$, are normally computed in real time in the simulator's equations of motion. However, for this research, the kinematic quantities, specifically the specific forces, are artificially generated in pseudo real time, and used as input signals to drive the input component of the off-line motion-system simulation. With $\mathbf{R}$ defined, the input component transforms the input signals to the motion system reference point. The transformed signals are the primary inputs to the next component: the motion cueing component. Before describing the model for the motion cueing component, the determination of the radius vector $\mathbf{R}$ and motion system reference point is discussed.

### 2.2.1.1 Radius Vector $R$ and the Motion System Reference Point

The radius vector $\mathbf{R}$ in equation (2-9) must be defined for each type of airplane simulator. Also, recall that a typical motion system is usually driven about a reference point that does not coincide with the airplane's cg .

The objective is to drive a reference point within the simulator's motion workspace, defined by $\mathbf{R}$, with the specific forces and rotational velocities that can be sensed at a selected point within the body of the airplane. For the pilot to sense the onset of specific forces and rotational rates that are similar to those that would be sensed in the airplane, it follows that reference and selected points should coincide. Since the reference point is constrained to lie within the motion workspace, whereas the selected point (i.e., the alternate location c) can be relatively arbitrary, the reference point must be defined first.

For a conventional six DOF motion system, a typical system is designed to be driven about the motion platform centroid. ${ }^{(11,15,20)}$ Therefore, the reference point is the centroid. The centroid lies in the plane containing the coordinates of the upper attachment points of the six actuators as shown in Figure 2.7.

Now, the selected point within the body of the airplane that coincides with the centroid must be located. Since $\mathbf{R}$ depends on the type of airplane being simulated, a B737 airplane configuration is used.


Figure 2.7 Centroid of the Motion System Platform

First, the coordinates of a point within an airplane are typically based on a threedimensional Cartesian coordinate system used in airplane design that is composed of a station-line (SL) axis, buttock-line (BL) axis, and a waterline (WL) axis, respectively. This coordinate system is designated $F_{d}$. The coordinates of the airplane point that coincide with the platform centroid can usually be found in the simulator's design drawings. The
airplane coordinates of this selected point are then in the form $C_{F d}\left(c_{S L}, C_{B L}, c_{W L}\right)$. Comparing $\mathrm{F}_{\mathrm{d}}$ to the XYZ frame, $\mathrm{F}_{\mathrm{b}}$, the station axis is parallel to the X axis, the buttockline axis is parallel to the Y axis, and the waterline axis is parallel to Z axis. But, the origin of $\mathrm{F}_{\mathrm{d}}$ is typically located a specified distance forward of the airplane's nose along the station axis, and a specified distance below the airplane body along the waterline axis, whereas the origin of $F_{b}$ is at the airplane's cg .

Next, Figure 2.8 illustrates one set of reference frames that can be used in motion cueing, and depicts the radius vector $\mathbf{R}$. Again, $O_{F b}$, the origin of $F_{b}$, is at the airplane's cg . The selected point $C_{F d}$ coincides with the origins of both the $F_{a}$ and $F_{c}$ reference frames (i.e., $O_{F a}$ and $O_{F c}$ ). In other words, $O_{F c}, O_{F a}$, and $C_{F d}$ are mapped to the same point in the motion workspace.


Figure 2.8 Illustration of Airplane, Simulator, and Inertial Reference Frames

The Y axes of all frames in Figure 2.8 are out of the page. Also, the relevance of the inertial reference frame $F_{i}$ will be explained later in conjunction with the motion cueing component.

Finally, knowing the coordinates of $C_{F d}$, the radius vector $\mathbf{R}$ can be defined by locating the other endpoint, which is the location of the cg . The cg varies depending on the operational configuration of the airplane. So, a nominal operating cg must be used. Given the airplane's wing mean aerodynamic chord (MAC), a nominal operating cg in units of \% MAC, and the airplane coordinates of the 0\% MAC point, the coordinates of the $c g, C G_{F d}\left(c g_{S L}, c g_{B L}, c g_{w L}\right)$, can be found in the $F_{d}$ frame. Then, $\mathbf{R}$ is represented by the directed line segment $C G_{F d} C_{F d}$ :

$$
\begin{align*}
& \mathbf{R}=C G_{F d} C_{F d}=\left(c g_{S L}-c_{S L}\right) \mathbf{i}+\left(c g_{B L}-c_{B L}\right) \mathbf{j}+\left(c g_{W L}-c_{W L}\right) \mathbf{k}  \tag{2-12}\\
& \mathbf{R}=R_{X} \mathbf{i}+R_{Y} \mathbf{j}+R_{Z} \mathbf{k}
\end{align*}
$$

where, for a B737-100 Airplane, ${ }^{(15)} R_{X}$ is $12.192 \mathrm{~m}, R_{Y}$ is 0.2286 m , and $R_{Z}$ is 1.74 m . Therefore, these components of $\mathbf{R}$ are the required parameters in equation (2-10).

The definition of the transformation of the specific force vector $\mathbf{f}_{\mathrm{cg}}$ from the cg to the centroid of the motion platform is complete. Whereas, in equation (2-9), the subscript $c$ meant an alternate location within the airplane, it is now synonymous with the motion centroid using the components of $\mathbf{R}$.

### 2.2.2 Motion Cueing Component

The motion cueing component computes the translational and rotational platform position commands by scaling, transforming, and filtering the primary input signals from
the input component. It incorporates a common adaptive motion cueing algorithm, which is based on the original method introduced by Parrish et al. ${ }^{(12)}$ along with subsequent developments. ${ }^{(14,15,20,27)}$ Adaptive filters are used instead of linear ones in an effort to optimize the cues. Filter parameters are continuously adjusted to minimize objective functions through steepest descent methods in an attempt to provide the best possible cues within the motion workspace. Figure 2.9 is an expanded block diagram representing the motion cueing component in Figure 2.5.


Figure 2.9 Block Diagram of the Motion Cueing Component (Adapted from Reference 15)

The algorithm also coordinates the rotational and translational motions of the platform in four DOF by combining parts of the translational and rotational channels to achieve accurate longitudinal and lateral motion cues. Although the original method
used adaptive filters for four of the six DOF, the method was extended to all six DOF in the subsequent developments.

The primary inputs to the motion cueing component, $\mathbf{f}_{\mathrm{cg}}$ and $\omega$, were explained in the previous section. So, the description starts with the scaling and limiting blocks.

### 2.2.2.1 Scaling and Limiting

The components of the specific force vector $\mathbf{f}_{c}\left(f_{x, c, o}, f_{y, c, o}, f_{z, c, o}\right)$ and the rotational velocity vector $\omega(P, Q, R)$ are first scaled and limited to account for the performance limitations of the motion system. The scaled vectors are the $\mathbf{f}_{c}{ }^{\prime}$ and $\omega^{\prime}$. For example, the scaling and limiting function for the X -axis specific force $f_{x, c, o}$ is illustrated in Figure 2.10 and described by

$$
f_{x, c}=\left\{\begin{array}{cl}
S_{x, o} f_{x, c, o} & ,\left|f_{x, c, o}\right| \leq X_{1}  \tag{2-13}\\
S_{x, o} f_{x, c, o}-0.7 S_{x, o}\left(f_{x, c, o}-X_{1}\right) & , f_{x, c, o}>X_{1} \\
S_{x, o} f_{x, c, o}-0.7 S_{x, o}\left(f_{x, c, o}+X_{1}\right) & , f_{x, c, o}<X_{1}
\end{array}\right.
$$

where $S_{x, o}$ is the scale factor, $X_{1}$ is the function breakpoint, and $f_{x, c}$ is the function output. As noted in the Figure 2.10, the scale factor is 0.5 , and the breakpoint is $3.66 \mathrm{~m} / \mathrm{s}^{2}$, or 0.37 g . All components are fed through this type of function, but the values of the scale factor and breakpoint are unique for each component and depend on the limitations of the corresponding degree of freedom. The specific force $\mathbf{f}_{c}$ is limited to $\pm 10 \mathrm{~m} / \mathrm{s}^{2}$ and the rotational velocity $\omega$ is limited to $\pm 57.3$ deg/s.


Figure 2.10 Scaling and Limiting Function for $f_{x, c, o}$

An additional modification is made to the Z-axis specific force component before it is fed through the scaling and limiting function. During steady-state level flight, the Zaxis specific force is approximately $-1 \mathrm{~g}\left(-9.81 \mathrm{~m} / \mathrm{s}^{2}\right)$. That is, the lift force equals the airplane weight, and so the specific force measured by the Z-axis accelerometer is approximately -1 g . The adaptive high pass filters ultimately filter out this low frequency component of the Z-axis specific force. But, at this point, it must be removed in order to properly scale and limit the pertinent high frequency components about 0 g . This is done by adding 1 g to $f_{z, c, o}$, scaling and limiting this quantity, then removing 1 g as follows:

$$
\begin{equation*}
f_{z, c}=K\left(f_{z, c, o}+1\right)-1 \tag{2-14}
\end{equation*}
$$

where $K(\cdot)$ is the scaling and limiting function described by equation (2-13).

### 2.2.2.2 Frame Transformations

After scaling and limiting the components of $\mathbf{f}_{c}$ and $\omega, \mathbf{f}_{c}{ }^{\prime}$ and $\omega^{\prime}$ are transformed from the airplane reference frame to an inertial reference frame. The coordinate system that coincides with an inertial frame is depicted in Figure 2.8 as $F_{i} . F_{i}$ is Earth-fixed and righthanded with its Z-axis aligned with $\mathbf{g}$. It is parallel to $F_{c}$ with a collinear Z-axis when the motion platform is at its neutral point and level. This frame is more convenient for driving a motion platform, and as a result, it is the frame normally used in practice for this purpose. There are a number of ways to perform this frame transformation, but the most common ${ }^{(30)}$ uses Euler angles. The Euler angles form the elements of the transformation matrices that transform the specific force and rotational velocity vectors between the simulator and inertial frames.

The transformation from one frame to another can be accomplished by three successive rotations in a specific sequence. Using the $F_{c}$ and $F_{i}$ frames already defined, the specific sequence of rotations, starting from $F_{c}$, follows the convention ${ }^{(28)}$ used in the airplane industry:

1. Rotate about the X -axis; right wing down yields a positive roll angle, $\phi$.
2. Rotate about the new Y-axis; nose up yields a positive pitch angle, $\theta$.
3. Rotate about the new Z-axis; nose right yields a positive yaw angle, $\psi$.

These rotations define the angles $\phi, \theta$, and $\psi$, known as the Euler angles. The elements of the transformation matrices can now be expressed in terms of them. The
transformation matrix for the specific force will be covered first, followed by the one for the rotational velocity.

The complete transformation of the specific force can be written as a product of the individual rotation matrices, in the same sequence just described, as

$$
\begin{equation*}
\mathbf{f}_{i}=B_{\psi} B_{\theta} B_{\phi} \mathbf{f}_{c}{ }^{\prime} \tag{2-15}
\end{equation*}
$$

where
$\mathbf{f}_{c}{ }^{\prime}=\left[f_{x, c} f_{y, c} f_{z, c}\right]^{t}-$ the body frame specific force vector ( $t$ - transpose $)$,
$\mathbf{f}_{i}=\left[f_{x, i} f_{y, i} f_{z, i}\right]^{t}$ - the inertial frame specific force vector $(t$ - transpose $)$,
$B_{\phi}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & \cos \phi & \sin \phi \\ 0 & -\sin \phi & \cos \phi\end{array}\right]$ - the rotation matrix about the X-axis, through angle $\phi$,
$B_{\theta}=\left[\begin{array}{ccc}\cos \theta & 0 & -\sin \theta \\ 0 & 1 & 0 \\ \sin \theta & 0 & \cos \theta\end{array}\right]$ - the rotation matrix about the Y -axis, through angle $\theta$,
$B_{\psi}=\left[\begin{array}{ccc}\cos \psi & \sin \psi & 0 \\ -\sin \psi & \cos \psi & 0 \\ 0 & 0 & 1\end{array}\right]$ - the rotation matrix about the Z-axis, through angle $\psi$.

Writing equation (2-15) with these rotation matrices gives

$$
\mathbf{f}_{i}=\left[\begin{array}{ccc}
\cos \psi & \sin \psi & 0  \tag{2-16}\\
-\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\cos \theta & 0 & -\sin \theta \\
0 & 1 & 0 \\
\sin \theta & 0 & \cos \theta
\end{array}\right]\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \phi & \sin \phi \\
0 & -\sin \phi & \cos \phi
\end{array}\right] \mathbf{f}_{c}{ }^{\prime}
$$

Multiplying the matrices in equation (2-16) yields the complete $3 \times 3$ transformation matrix

$$
\mathbf{f}_{i}=\left[\begin{array}{ccc}
\cos \theta \cos \psi & {\left[\begin{array}{l}
\sin \phi \sin \theta \cos \psi \\
-\cos \phi \sin \psi
\end{array}\right]} & {\left[\begin{array}{l}
\cos \phi \sin \theta \cos \psi \\
+\sin \phi \sin \psi
\end{array}\right]}  \tag{2-17}\\
\cos \theta \sin \psi & {\left[\begin{array}{c}
\sin \phi \sin \theta \sin \psi \\
+\cos \phi \cos \psi
\end{array}\right]} & {\left[\begin{array}{c}
\cos \phi \sin \theta \sin \psi \\
-\sin \phi \cos \psi
\end{array}\right]} \\
-\sin \theta & \sin \phi \cos \theta & \cos \phi \cos \theta
\end{array}\right] \mathbf{f}_{c}{ }^{\prime}
$$

which is written in compact form as

$$
\begin{equation*}
\mathbf{f}_{i}=B \mathbf{f}_{c}^{\prime} \tag{2-18}
\end{equation*}
$$

 orthogonal and therefore

$$
\begin{equation*}
B^{-I}=B^{t} \tag{2-19}
\end{equation*}
$$

The specific force $\mathbf{f}_{i}$ is finally converted to acceleration, before filtering, by adding the gravitational force in the inertial frame

$$
\begin{equation*}
\mathbf{a}_{i}=\mathbf{f}_{i}+\mathbf{g}_{i} \tag{2-20}
\end{equation*}
$$

where $\mathbf{g}_{i}=\left[\begin{array}{lll}0 & 0 & 1 .\end{array}\right]^{t}$ in units of $g$. Converting the specific force to acceleration in the inertial frame in this manner has some advantages. ${ }^{(7)}$ Note that substituting equations (2-14) and (2-18) into (2-20) yields

$$
\begin{equation*}
\mathbf{a}_{i}=B \mathbf{f}_{c}{ }^{\prime}+\mathbf{g}_{i}=B\left\{\mathbf{K} \mathbf{f}_{c}+(\mathbf{K}-1) \mathbf{g}_{i}\right\}+\mathbf{g}_{i} \tag{2-21}
\end{equation*}
$$

Regarding the first term $B\left\{\mathbf{K f}_{c}+(\mathbf{K}-1) \mathbf{g}_{i}\right\}$, recall that in order to properly scale and limit the pertinent high frequency components about $0 \mathrm{~g}, \mathbf{g}_{i}$ was added to offset the Z -axis
specific force of approximately -1 g , and then removed after scaling. The acceleration is then computed in the inertial frame by adding $\mathbf{g}_{i}$ to the transformed specific forces. Alternatively, the acceleration could have been computed by adding gravity to the specific force in the body frame as follows

$$
\begin{equation*}
\mathbf{a}_{i}=B\left\{\mathbf{K}\left(\mathbf{f}_{c}+B^{-1} \mathbf{g}_{i}\right)\right\} \tag{2-22}
\end{equation*}
$$

But note that anomalous attitude-dependent forces will be introduced in the inertial frame. This completes the transformation matrix for the specific force.

The rotational velocity vector is transformed to the inertial frame using the Euler angles and their time derivatives. First, to establish the relationship between the Euler angle rates and the components of the body rotational velocity, recognize that the following equality ${ }^{(30)}$ must hold:

$$
\begin{equation*}
\omega=P \mathbf{i}+Q \mathbf{j}+R \mathbf{k}=\dot{\psi}+\dot{\theta}+\dot{\phi} \tag{2-23}
\end{equation*}
$$

Next, using the rotation matrices in equation (2-15) and following the reverse sequence of successive rotations (i.e., from inertial to body frame, the sequence is yaw, pitch, and roll), the components ${ }^{(28)}$ of $\omega$ with respect to the body frame are

$$
\left[\begin{array}{l}
P  \tag{2-24}\\
Q \\
R
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & -\sin \theta \\
0 & \cos \phi & \sin \phi \cos \theta \\
0 & -\sin \phi & \cos \phi \cos \theta
\end{array}\right] \cdot\left[\begin{array}{c}
\dot{\phi} \\
\dot{\theta} \\
\dot{\psi}
\end{array}\right]
$$

or

$$
\begin{equation*}
\omega=T_{E} \dot{\Phi} \tag{2-25}
\end{equation*}
$$

where $T_{E}$ is the inertial-to-body frame transformation matrix, and $\Phi=\left[\begin{array}{lll}\phi & \theta & \psi\end{array}\right]^{t}$. Then, to transform $\omega^{\prime}$ to the inertial frame, equation (2-25) is inverted to express the inertial Euler angle rates in terms of the body rotational velocities through the Euler angles of the platform as

$$
\begin{equation*}
\dot{\Phi}=T_{E}{ }^{-1} \boldsymbol{\omega}^{\prime} \tag{2-26}
\end{equation*}
$$

where

$$
T_{E}^{-1}=\left[\begin{array}{ccc}
1 & \sin \phi \tan \theta & \cos \phi \tan \theta  \tag{2-27}\\
0 & \cos \phi & -\sin \phi \\
0 & \sin \phi \sec \theta & \cos \phi \sec \theta
\end{array}\right]
$$

The transformation matrix for the rotational velocity vector is complete.

### 2.2.2.3 Adaptive Filtering

After $\mathbf{a}_{i}$ and $\dot{\Phi}$ are transformed from $\mathbf{f}_{c}{ }^{\prime}$ and $\omega^{\prime}$, the next step is to pass them through adaptive filters. First, note that Figure 2.9 can be viewed as three distinct block diagrams of the adaptive cueing algorithm since the inputs are 3-D vectors: 1) the longitudinal coordinated algorithm, 2) the lateral coordinated algorithm, and 3) the directional/vertical algorithm. Of the six DOF, four are coordinated. The longitudinal algorithm coordinates surge and pitch commands ( $X$ and $\theta$ ), and the lateral algorithm coordinates sway and roll commands ( $Y$ and $\phi$ ). The directional, or yaw $(\psi)$, commands
and the vertical, or heave $(Z)$, commands are independent. All commands are adaptively filtered.

The design of the adaptive filters is based on optimization methods. ${ }^{(50)}$ In particular, a parameter optimization method for dynamic systems is used. ${ }^{(49)}$ The dynamic systems in this case are the adaptive filters. Coordination is accomplished by properly combining the translational acceleration with the rotational velocity in the rotational channel. The concept of coordination is examined further while discussing the structure of the adaptive filters. The structure of the longitudinal coordinated adaptive filter is discussed first. Before going on though, a couple of points must be made here about the adaptive filters to avoid confusion. First, the author claims no credit for the design of these filters. The authors of a previous study ${ }^{(12)}$ applied optimization methods to design these adaptive filters, which are explained here for the reader's understanding since they are incorporated in the off-line motion simulation. Second, the minimization of the adaptive filter objective functions via steepest descent techniques has no relation to the objective function and steepest descent technique used to determine the dynamic workspace limits in this research.

The form of the longitudinal coordinated filter is based on the notion of cue coordination, which was introduced in a previous study ${ }^{(7)}$ as a way to provide more accurate longitudinal and lateral motion cues. In that study, linear, not adaptive, washout filters were used, but false cues were a problem with this type of filter. ${ }^{(14,39)}$ Subsequently, adaptive washout filters ${ }^{(12)}$ were introduced to further improve the motion cues. In this approach, filter parameters are adjusted in real time using gradient algorithms to present as much of a cue as possible within the workspace of the motion
system, while minimizing false cues. The co-filtering of the surge acceleration and pitch velocity is coordinated so that initial surge of the platform is washed out after the pitch channel sufficiently tilts the platform. This coordinated tilt aligns the gravity vector to simulate a sustained longitudinal acceleration cue. Likewise, surge motion can be used to counteract the false cues caused by the brief misalignment of the gravity vector during pitch motion.

The longitudinal filter is primarily composed of the filter dynamics, the objective function, and the steepest descent and sensitivity equations. The filter dynamics are

$$
\begin{align*}
& \ddot{X}=\lambda_{x} a_{i, x}-d_{x} \dot{X}-e_{x} X \\
& \dot{\theta}=\gamma_{x} a_{i, x}+\delta_{x} \dot{\theta}_{a} \tag{2-28}
\end{align*}
$$

and the associated objective function $J_{x}$,

$$
\begin{equation*}
J_{x}=\frac{1}{2}\left(a_{i, x}-\ddot{X}\right)^{2}+\frac{W_{x}}{2}\left(\dot{\theta}_{a}-\dot{\theta}\right)^{2}+\frac{b_{x}}{2} X^{2}+\frac{c_{x}}{2} \dot{X}^{2} \tag{2-29}
\end{equation*}
$$

is minimized by defining the steepest descent for the adaptive parameters $\lambda_{x}$ and $\delta_{x}$ as

$$
\begin{align*}
& \dot{\lambda}_{x}=-K_{\lambda, x} \frac{\partial J_{x}}{\partial \lambda_{x}}+K_{i, \lambda, x}\left(\lambda_{x}(0)-\lambda_{x}\right)  \tag{2-30}\\
& \dot{\delta}_{x}=-K_{\delta, x} \frac{\partial J_{x}}{\partial \delta_{x}}+K_{i, \delta, x}\left(\delta_{x}(0)-\delta_{x}\right)
\end{align*}
$$

where
$a_{i, x}$ - adaptive filter input: inertial X-axis acceleration command,
$\dot{X}, \ddot{X}$ - adaptive filter state variables: inertial surge rate and acceleration,
$X$ - adaptive filter output: uncompensated inertial platform surge position command,
$\dot{\theta}_{a}$ - adaptive filter input: inertial pitch rate command,
$\dot{\theta}$ - adaptive filter state variable: inertial pitch rate,
$\theta$ - adaptive filter output: uncompensated inertial platform pitch command, $d_{x}$ - adaptive filter: damping parameter for second order longitudinal washout, $e_{x}$ - adaptive filter: frequency parameter for second order longitudinal washout, $\lambda_{x}$ - adaptive filter: surge adaptive gain $\left(\lambda_{x}(0)\right.$ - initial value at time, $\left.t=0\right)$, $\delta_{x}$ - adaptive filter: pitch rate adaptive gain ( $\delta_{x}(0)$ - initial value at time, $\left.t=0\right)$, $\gamma_{x}$ - adaptive filter: tilt coordination gains for sustained X -axis acceleration, $b_{x}$ - objective function: weighted coefficient of the surge position penalty term, $c_{x}$ - objective function: weighted coefficient of the surge rate penalty term, $W_{x}$ - objective function: weighted coefficient of the pitch rate error term, $K_{\lambda, x}, K_{\delta, x}, K_{i, \lambda, x}, K_{i, \delta, x}-$ steepest descent step sizes.

The gradients of the objective function for the steepest descent are expressed as

$$
\begin{gather*}
\frac{\partial J_{x}}{\partial \lambda_{x}}=\left(\ddot{X}-a_{i, x}\right) \frac{\partial \ddot{X}}{\partial \lambda_{x}}+b_{x} X \frac{\partial X}{\partial \lambda_{x}}+c_{x} \dot{X} \frac{\partial \dot{X}}{\partial \lambda_{x}}  \tag{2-31}\\
\frac{\partial J_{x}}{\partial \delta_{x}}=\left(a_{i, x}-\ddot{X}\right)\left(\frac{\partial a_{i, x}}{\partial \delta_{x}}-\frac{\partial \ddot{X}}{\partial \delta_{x}}\right)-W_{x}\left(\dot{\theta}_{a}-\dot{\theta}\right) \frac{\partial \dot{\theta}}{\partial \delta_{x}}+b_{x} X \frac{\partial X}{\partial \delta_{x}}+c_{x} \dot{X} \frac{\partial \dot{X}}{\partial \delta_{x}} \tag{2-32}
\end{gather*}
$$

and the corresponding equations for the sensitivity coefficients are

$$
\begin{equation*}
\frac{\partial \ddot{X}}{\partial \lambda_{x}}=a_{i, x}-d_{x} \cdot \frac{\partial \dot{X}}{\partial \lambda_{x}}-e_{x} \frac{\partial X}{\partial \lambda_{x}} \tag{2-33}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial \ddot{X}}{\partial \delta_{x}}=\lambda_{x} \cdot \frac{\partial a_{i, x}}{\partial \delta_{x}}-d_{x} \frac{\partial \dot{X}}{\partial \delta_{x}}-e_{x} \frac{\partial X}{\partial \delta_{x}}  \tag{2-34}\\
\frac{\partial \dot{\theta}}{\partial \delta_{x}}=\gamma_{x} \frac{\partial a_{i, x}}{\partial \delta_{x}}+\dot{\theta}_{a}  \tag{2-35}\\
\frac{\partial a_{i, x}}{\partial \delta_{x}}=\frac{\partial a_{i, x}}{\partial \theta} \frac{\partial \theta}{\partial \delta_{x}}  \tag{2-36}\\
\frac{\partial a_{i, x}}{\partial \theta}=-(\sin \theta \cos \psi) f_{x, c}+(\cos \theta \cos \psi \sin \phi) f_{y, c}  \tag{2-37}\\
+(\cos \theta \cos \psi \cos \phi) f_{z, c}
\end{gather*}
$$

And lastly for the longitudinal filter, the adaptive parameters are limited.

$$
\begin{align*}
& \lambda_{x, \min } \leq \lambda_{x} \leq \lambda_{x, \max } \\
& \delta_{x, \min } \leq \delta_{x} \leq \delta_{x, \max } \\
& \dot{\lambda}_{x} \geq \dot{\lambda}_{x, \min }  \tag{2-38}\\
& \dot{\delta}_{x} \geq \dot{\delta}_{x, \min }
\end{align*}
$$

All parameters of the filter in equation (2-28) are constants except for the adaptive gains $\lambda_{x}$, acceleration gain, and $\delta_{x}$, pitch rate gain. These gains are adjusted in real time in an attempt to minimize the objective function given in equation (2-29). The objective function is composed of two tracking terms and two penalty terms. The gains are adjusted in an effort to make the platform acceleration and pitch rate track the acceleration and pitch rate commands, respectively, while constraining the platform motion within the workspace with the platform position and rate penalty terms. Also, note in equation (2-28) that the acceleration command is cross fed into the pitch channel filter for tilt coordination. Tilt coordination will be explained and illustrated further
in the simulation examples of section 3.4.2. But, suffice it to say at this point, that tilt coordination occurs because of the dependence of the acceleration command on the platform pitch attitude in the pitch channel. During the onset of the surge acceleration cue, the low frequency portion of the acceleration drives platform pitch rate until the pitch channel aligns the gravity vector, providing the sustained acceleration effect, and nulling the $\gamma_{x} a_{i, x}$ term. Additional penalty terms are used in the steepest descent equations, like $K_{i, \lambda_{, x}}\left(\lambda_{x}(0)-\lambda_{x}\right)$ in equation (2-30), to return the adaptive gains to their original values after cues subside. The other filters perform in a similar manner and will not be discussed.

The adaptive parameters in the sensitivity equations are assumed to be independent. And, it is assumed that the derivatives exist and are continuous. ${ }^{(49)}$ As such,

$$
\begin{equation*}
\frac{\partial}{\partial \lambda_{x}}\left(\frac{d^{2} X}{d t^{2}}\right)=\frac{d^{2}}{d t^{2}}\left(\frac{\partial X}{\partial \lambda_{x}}\right)=\frac{\partial \ddot{X}}{\partial \lambda_{x}} \tag{2-39}
\end{equation*}
$$

Some assumptions are also made about the derivatives involving platform Euler angles that arise when obtaining the longitudinal sensitivity equations. First, derivatives containing roll $\phi$ and yaw $\psi$ Euler angles (lateral and directional quantities) are equal to zero in the longitudinal channel,

$$
\begin{equation*}
\frac{\partial \phi}{\partial \delta_{x}}=\frac{\partial \psi}{\partial \delta_{x}}=\frac{\partial \phi}{\partial \lambda_{x}}=\frac{\partial \psi}{\partial \lambda_{x}}=0 \tag{2-40}
\end{equation*}
$$

Second, the derivative of Euler pitch angle with respect to $\lambda_{x}$ is zero in the longitudinal channel,

$$
\begin{equation*}
\frac{\partial \theta}{\partial \lambda_{x}}=0 \tag{2-41}
\end{equation*}
$$

Note that similar assumptions also apply to the coordinated lateral, directional, and vertical adaptive filters that will be described.

The form of the lateral coordinated adaptive filter is the same as the longitudinal one. The filter dynamics are

$$
\begin{align*}
& \ddot{Y}=\lambda_{y} a_{i, y}-d_{y} \dot{Y}-e_{y} Y  \tag{2-42}\\
& \dot{\phi}=-\gamma_{y} a_{i, y}+\delta_{y} \dot{\phi}_{a}
\end{align*}
$$

and the associated objective function $J_{y}$,

$$
\begin{equation*}
J_{y}=\frac{1}{2}\left(a_{i, y}-\ddot{Y}\right)^{2}+\frac{W_{y}}{2}\left(\dot{\phi}_{a}-\dot{\phi}\right)^{2}+\frac{b_{y}}{2} Y^{2}+\frac{c_{y}}{2} \dot{Y}^{2} \tag{2-43}
\end{equation*}
$$

is minimized by defining the steepest descent for the adaptive parameters $\lambda_{y}$ and $\delta_{y}$ as

$$
\begin{align*}
& \dot{\lambda}_{y}=-K_{\lambda, y} \frac{\partial J_{y}}{\partial \lambda_{y}}+K_{i, \lambda, y}\left(\lambda_{y}(0)-\lambda_{y}\right)  \tag{2-44}\\
& \dot{\delta}_{y}=-K_{\delta, y} \frac{\partial J_{y}}{\partial \delta_{y}}+K_{i, \delta, y}\left(\delta_{y}(0)-\delta_{y}\right)
\end{align*}
$$

where
$a_{i, y}$ - adaptive filter input: inertial Y-axis acceleration command,
$\dot{Y}, \ddot{Y}$ - adaptive filter state variables: inertial sway rate and acceleration,
$Y$ - adaptive filter output: uncompensated inertial platform sway position command, $\dot{\phi}_{a}$ - adaptive filter input: inertial roll rate command,
$\dot{\phi}$ - adaptive filter state variable: inertial roll rate,
$\phi$ - adaptive filter output: uncompensated inertial platform roll command, $d_{y}$ - adaptive filter: damping parameter for second order lateral washout, $e_{y}$ - adaptive filter: frequency parameter for second order lateral washout, $\lambda_{y}$ - adaptive filter: sway adaptive gain $\left(\lambda_{y}(0)\right.$ - initial value at time, $\left.t=0\right)$, $\delta_{y}$ - adaptive filter: roll rate adaptive gain ( $\delta_{y}(0)$ - initial value at time, $\left.t=0\right)$, $\gamma_{y}$ - adaptive filter: tilt coordination gains for sustained Y-axis acceleration, $b_{y}$ - objective function: weighted coefficient of the sway position penalty term, $c_{y}$ - objective function: weighted coefficient of the sway rate penalty term, $W_{y}$ - objective function: weighted coefficient of the roll rate error term, $K_{\lambda, y}, K_{\delta, y}, K_{i, \lambda, y}, K_{i, \delta, y}-$ steepest descent step sizes.

The gradients of the objective function for the steepest descent are expressed as

$$
\begin{gather*}
\frac{\partial J_{y}}{\partial \lambda_{y}}=\left(\ddot{Y}-a_{i, y}\right) \frac{\partial \ddot{Y}}{\partial \lambda_{y}}+b_{y} Y \frac{\partial Y}{\partial \lambda_{y}}+c_{y} \dot{Y} \frac{\partial \dot{Y}}{\partial \lambda_{y}}  \tag{2-45}\\
\frac{\partial J_{y}}{\partial \delta_{y}}=\left(a_{i, y}-\ddot{Y}\right)\left(\frac{\partial a_{i, y}}{\partial \delta_{y}}-\frac{\partial \ddot{Y}}{\partial \delta_{y}}\right)-W_{y}\left(\dot{\phi}_{a}-\dot{\phi}\right) \frac{\partial \dot{\phi}}{\partial \delta_{y}}+b_{y} Y \frac{\partial Y}{\partial \delta_{y}}+c_{y} \dot{Y} \frac{\partial \dot{Y}}{\partial \delta_{y}} \tag{2-46}
\end{gather*}
$$

and the corresponding equations for the sensitivity coefficients are

$$
\begin{equation*}
\frac{\partial \ddot{Y}}{\partial \lambda_{y}}=a_{i, y}-d_{y} \frac{\partial \dot{Y}}{\partial \lambda_{y}}-e_{y} \frac{\partial Y}{\partial \lambda_{y}} \tag{2-47}
\end{equation*}
$$

$$
\begin{gather*}
\frac{\partial \ddot{Y}}{\partial \delta_{y}}=\lambda_{y} \frac{\partial a_{i, y}}{\partial \delta_{y}}-d_{y} \frac{\partial \dot{Y}}{\partial \delta_{y}}-e_{y} \frac{\partial Y}{\partial \delta_{y}}  \tag{2-48}\\
\frac{\partial \dot{\phi}}{\partial \delta_{y}}=-\gamma_{y} \frac{\partial a_{i, y}}{\partial \delta_{y}}+\dot{\phi}_{a}  \tag{2-49}\\
\frac{\partial a_{i, y}}{\partial \delta_{y}}=\frac{\partial a_{i, y}}{\partial \phi} \frac{\partial \phi}{\partial \delta_{y}}  \tag{2-50}\\
\frac{\partial a_{i, y}}{\partial \phi}=-(\sin \theta \sin \psi \cos \phi-\sin \phi \cos \psi) f_{y, c}  \tag{2-51}\\
-(\cos \psi+\sin \theta \sin \psi \sin \phi) f_{z, c}
\end{gather*}
$$

Like the longitudinal filter, the lateral adaptive parameters are limited.

$$
\begin{align*}
& \lambda_{y, \text { min }} \leq \lambda_{y} \leq \lambda_{y, \max } \\
& \delta_{y, \min } \leq \delta_{y} \leq \delta_{y, \max } \\
& \dot{\lambda}_{y} \geq \dot{\lambda}_{y, \text { min }}  \tag{2-52}\\
& \dot{\delta}_{y} \geq \dot{\delta}_{y, \text { min }}
\end{align*}
$$

The following assumptions, which are similar to those made for the longitudinal filter, apply to the lateral filter:

- the adaptive parameters in the sensitivity equations are independent.
- the derivatives exist and are continuous.
- derivatives containing pitch $\theta$ and yaw $\psi$ Euler angles (longitudinal and directional quantities) are equal to zero in the lateral channel:

$$
\begin{equation*}
\frac{\partial \theta}{\partial \delta_{y}}=\frac{\partial \psi}{\partial \delta_{y}}=\frac{\partial \theta}{\partial \lambda_{y}}=\frac{\partial \psi}{\partial \lambda_{y}}=0 \tag{2-53}
\end{equation*}
$$

- the derivative of $\phi$ with respect to $\lambda_{y}$ is zero in the lateral channel:

$$
\begin{equation*}
\frac{\partial \phi}{\partial \lambda_{y}}=0 \tag{2-54}
\end{equation*}
$$

The vertical and directional filters (heave and yaw) are not coordinated. They are handled independently since the simulation of sustained acceleration via the alignment of the gravity vector does not apply for these two DOF. Like the coordinated filters though, they are composed of filter dynamics, an objective function, and steepest descent and sensitivity equations.

The vertical adaptive filter is

$$
\begin{equation*}
\ddot{Z}=\eta_{z} a_{i, z}-d_{z} \dot{Z}-e_{z} Z \tag{2-55}
\end{equation*}
$$

and the associated objective function $J_{z}$,

$$
\begin{equation*}
J_{z}=\frac{1}{2}\left(a_{i, z}-\ddot{z}\right)^{2}+\frac{b_{z}}{2} Z^{2}+\frac{c_{z}}{2} \dot{Z}^{2} \tag{2-56}
\end{equation*}
$$

is minimized by defining the steepest descent for the adaptive parameter $\eta_{z}$ as

$$
\begin{equation*}
\dot{\eta}_{z}=-K_{\eta, z} \frac{\partial J_{z}}{\partial \eta_{z}}+K_{i, \eta, z}\left(\eta_{z}(0)-\eta_{z}\right) \tag{2-57}
\end{equation*}
$$

where
$a_{i, z}$ - adaptive filter input: inertial Z-axis acceleration command,
$\dot{Z}, \ddot{Z}$ - adaptive filter state variables: inertial heave rate and acceleration,
$Z$ - adaptive filter output: uncompensated inertial platform heave position command, $d_{z}$ - adaptive filter: damping parameter for second order vertical washout, $e_{z}$ - adaptive filter: frequency parameter for second order vertical washout, $\eta_{z}$ - adaptive filter: heave adaptive gain ( $\eta_{z}(0)$ - initial value at time, $\left.t=0\right)$, $b_{z}$ - objective function: weighted coefficient of the heave position penalty term, $c_{z}$ - objective function: weighted coefficient of the heave rate penalty term, $K_{\eta, z}, K_{i, \eta, z}$ - steepest descent step size.

The gradient of the objective function for the steepest descent is expressed as

$$
\begin{equation*}
\frac{\partial J_{z}}{\partial \eta_{z}}=\left(\ddot{Z}-a_{i, z}\right) \frac{\partial \ddot{Z}}{\partial \eta_{z}}+b_{z} Z \frac{\partial Z}{\partial \eta_{z}}+c_{z} \dot{Z} \frac{\partial \dot{Z}}{\partial \eta_{z}} \tag{2-58}
\end{equation*}
$$

and the corresponding equation for the sensitivity coefficient is

$$
\begin{equation*}
\frac{\partial \ddot{Z}}{\partial \eta_{z}}=a_{i, z}-d_{z} \frac{\partial \dot{Z}}{\partial \eta_{z}}-e_{z} \frac{\partial Z}{\partial \eta_{z}} \tag{2-59}
\end{equation*}
$$

The limits on the vertical adaptive filter are

$$
\begin{align*}
& \eta_{z, \min } \leq \eta_{z} \leq \eta_{z, \max }  \tag{2-60}\\
& \dot{\eta}_{z} \geq \dot{\eta}_{z, \text { min }}
\end{align*}
$$

The directional adaptive filter is

$$
\begin{equation*}
\dot{\psi}=\eta_{\psi} \dot{\psi}_{a}-e_{\psi} \psi \tag{2-61}
\end{equation*}
$$

and the associated objective function $J \psi$,

$$
\begin{equation*}
J_{\psi}=\frac{1}{2}\left(\dot{\psi}_{a}-\dot{\psi}\right)^{2}+\frac{b_{\psi}}{2} \psi^{2} \tag{2-62}
\end{equation*}
$$

is minimized by defining the steepest descent for the adaptive parameter $\eta_{\psi}$ as

$$
\begin{equation*}
\dot{\eta}_{\psi}=-K_{\eta, \psi} \frac{\partial J_{\psi}}{\partial \eta_{\psi}}+K_{i, \eta, \psi}\left(\eta_{\psi}(0)-\eta_{\psi}\right) \tag{2-63}
\end{equation*}
$$

where
$\dot{\psi}_{a}$ - adaptive filter input: inertial yaw rate command,
$\dot{\psi}$ - adaptive filter state variable: inertial yaw rate,
$\psi$ - adaptive filter output: uncompensated inertial platform yaw command,
$\eta_{\psi}$ - adaptive filter: yaw rate adaptive gain ( $\eta_{\psi}(0)$ - initial value at time, $t=0$ ),
$b_{\psi}$ - objective function: weighted coefficient of the yaw position penalty term,
$e_{\psi}$ - adaptive filter: frequency parameter for first order yaw washout,
$K_{\eta, \psi}, K_{i, \eta, \psi}$ - steepest descent step sizes.

The gradient of the objective function for the steepest descent is expressed as

$$
\begin{equation*}
\frac{\partial J_{\psi}}{\partial \eta_{\psi}}=\left(\dot{\psi}-\dot{\psi}_{a}\right) \frac{\partial \dot{\psi}}{\partial \eta_{\psi}}+b_{\psi} \psi \frac{\partial \psi}{\partial \eta_{\psi}} \tag{2-64}
\end{equation*}
$$

and the corresponding equation for the sensitivity coefficient is

$$
\begin{equation*}
\frac{\partial \dot{\psi}}{\partial \eta_{\psi}}=\dot{\psi}_{a}-e_{\psi} \cdot \frac{\partial \psi}{\partial \eta_{\psi}} \tag{2-65}
\end{equation*}
$$

The limits on the directional adaptive parameter are

$$
\begin{align*}
& \eta_{\psi, \min } \leq \eta_{\psi} \leq \eta_{\psi, \max } \\
& \dot{\eta}_{\psi} \geq \dot{\eta}_{\psi, \min } \tag{2-66}
\end{align*}
$$

It is assumed that the derivatives exist and are continuous for both the vertical and the directional filter.

This concludes the description of the adaptive filtering. The integration of the filters' differential equations is now discussed.

### 2.2.2.4 Integration

Integration is the final step in the motion cueing component. Once the differential equations for all of the filters are computed in the proper order, all derivatives are integrated. The numerical computations of the longitudinal filter equations are used to explain the process.

The pertinent longitudinal filter equations are (2-28) through (2-38). The adaptive filter equation $(2-28)$ is computed first followed by the state sensitivity equations (2-37), (2-36), and (2-33) through (2-35). Next, equations (2-31) and (2-32), the gradients of the objective function, are computed. And finally, the steepest descent parameters in equation (2-30) are computed and limited. The equations for the other adaptive filters are processed in a similar manner.

Note that the values of all filter parameters, like $K_{\lambda, j}, K_{\delta, j}, K_{i, \lambda_{j},}, K_{i, \delta_{j},}, d_{j}, e_{j}, \gamma_{j}, b_{j}, c_{j}$, and $W_{j}$, where $j$ is $x, y, z$, or $\psi$, must be selected. The values are based on both the desired platform response and the workspace constraints. No attempt will be made to
discuss how the values are selected since it is fairly involved. ${ }^{(14,20,21,24)}$ The parameter values used are in Table 2.1. ${ }^{(15,27)}$

All derivatives must then be integrated. A second-order Adams-BashforthMoulton (ABM) integration algorithm is used for the numerical integration. The ABM method belongs to the class of linear multi-step methods (LMM) and is known to be stable and accurate. ${ }^{(28)}$ The integration uses a fixed time step equal to the reciprocal of the iteration rate of the simulation. The iteration rate of the simulation is 30 Hz , which is a common maximum rate in flight simulation.

Integration yields, among other parameters, the adaptive filter gains $\lambda_{j}, \delta_{j}$, and $\eta_{j}$, and the adaptive filter outputs, which are the platform position commands $X, Y, Z, \theta, \phi$, and $\psi$. All platform position commands are sent to the motion actuator transformation component.

Table 2.1 Values for the Adaptive Filter Parameters

| Parameter $j=x, y, z$, or $\psi$ | Adaptive Filter, $j$ |  |  | (revised units)* |
| :---: | :---: | :---: | :---: | :---: |
|  | Longitudinal, $x$ | Lateral, $y$ | Vertical, $z$ | Directional, $\psi$ |
| $K_{\lambda, j} \quad\left(\mathrm{~s}^{3} \cdot \mathrm{~m}^{-2}\right)$ | 0.3229173125 | 0.516668 | -- | -- |
| $K_{\delta, j}\left(\mathrm{~s}^{3} \cdot \mathrm{~m}^{-2}\right)$ | 0.0107639104 | 0.269098 | -- | -- |
| $K_{i, \lambda, j} \quad\left(\mathrm{~s}^{-1}\right)$ | 0.02 | 0.05 | -- | -- |
| $K_{i, \delta, j}\left(\mathrm{~s}^{-1}\right)$ | 0.5 | 1.5 | -- | -- |
| $d_{j} \quad\left(\mathrm{~s}^{-1}\right)$ | 0.707 | 1.2727 | 1.2727 | -- |
| $e_{j} \quad\left(\mathrm{~s}^{-2}\right)$ | 0.25 | 0.81 | 0.81 | $0.3\left(\mathrm{~s}^{-1}\right)^{*}$ |
| $\gamma_{j} \quad\left(\mathrm{~s} \cdot \mathrm{~m}^{-1}\right)$ | 0.1640419948 | 0.1640419948 | - | -- |
| $b_{j} \quad\left(\mathrm{~s}^{-4}\right)$ | 0.01 | 0.1 | 0.1 | $1.0\left(\mathrm{~s}^{-2}\right)^{*}$ |
| $c_{j} \quad\left(\mathrm{~s}^{-2}\right)$ | 0.2 | 2.0 | 0.1 | -- |
| $W_{j} \quad\left(\mathrm{~m}^{2} \cdot \mathrm{~s}^{-2}\right)$ | 0.00929 | 0.00929 | -- | -- |
| $\lambda_{j \text {, min }}(-)$ | -0.1 | -0.1 | -- | -- |
| $\lambda_{\text {, max }}(-)$ | 1.0 | 0.8 | -- | -- |
| $d\left(\lambda_{j, \text { min }}\right) / d t\left(\mathrm{~s}^{-1}\right)$ | -0.06 | -0.06 | -- | -- |
| $\lambda_{j}(0) \quad(-)$ | 1.0 | 0.8 | -- | -- |
| $\delta_{j, \text { min }}(-)$ | 0.0 | 0.0 | -- | -- |
| $\delta_{j, \text { max }}(-)$ | 1.0 | 0.3 | -- | -- |
| $d\left(\delta_{j, \text { min }} / / d t\left(\mathrm{~s}^{-1}\right)\right.$ | -1000.0 | -0.2 | -- | -- |
| $\delta_{j}(0) \quad(-)$ | 0.5 | 0.3 | -- | -- |
| $K_{\eta, j} \quad\left(\mathrm{~s}^{3} \cdot \mathrm{~m}^{-2}\right)$ | -- | -- | 0.516669 | 100.0 (s)* |
| $K_{i, \eta, j} \quad\left(\mathrm{~s}^{-1}\right)$ | -- | -- | 0.05 | 0.1 |
| $\eta_{j, \text { min }}(-)$ | -- | -- | 0.0 | 0.0 |
| $\eta_{i, \max }(-)$ | -- | -- | 0.25 | 1.0 |
| $d\left(\eta_{j, \text { min }}\right) / d t\left(\mathrm{~s}^{-1}\right)$ | -- | -- | -0.06 | -0.4 |
| $\eta_{j}(0) \quad(-)$ | -- | -- | 0.25 | 1.0 |

### 2.2.3 Motion Actuator Transformation Component

The three translational and three rotational platform position commands are transformed into extension commands for the six motion actuators by the actuator transformation component. The transformation is required because a conventional 6DOF motion system is not directly driven by position commands. The system moves in each DOF by the combination of actuator extensions. So, the position commands must
be transformed into the actuator extensions before the signals are sent to the motion hardware. This transformation is based on a geometrical representation of the motion system. ${ }^{(9)}$

Figure 2.11 shows the geometry of the 6-DOF synergistic motion system. Recall that inertial frame $F_{i}$ is parallel to simulator frame $F_{c}$ with a collinear Z-axis when the platform is at its neutral position. And the motion centroid is the origin of $F_{c}$. A vector diagram of a single motion actuator $\ell_{i}$ from this figure is depicted in Figure 2.12.


Figure 2.11 Motion System Geometry (Adapted from Reference 20)

Using this diagram, a vector equation ${ }^{(9)}$ can be written for $\ell_{i}$ using the vector relationships between origins of the reference frames. The equation must be written in
the inertial reference frame since the centroid is driven with respect to this frame. First, $\mathbf{S}$ is given by

$$
\begin{equation*}
\mathbf{S}=\mathbf{B}_{i}+\ell_{i}-\mathbf{A}_{i, c} \tag{2-67}
\end{equation*}
$$

where $\mathbf{A}_{i, c}$ is defined in the simulator frame. Then, $\ell_{i}$ is

$$
\begin{equation*}
\ell_{i}=\mathbf{A}_{i, c}+\mathbf{S}-\mathbf{B}_{i} \tag{2-68}
\end{equation*}
$$



Figure 2.12 Vector Diagram for Actuator $i$
(Adapted from Reference 20)

A simulator-to-inertial frame transformation must be applied to $\mathbf{A}_{i, c}$ in equation (268) so that all terms are in the inertial frame. Applying $T^{t}$, which is equal to $B$ in equation (2-18), the actuator length vector $\ell_{i}$ in the inertial frame is

$$
\begin{equation*}
\ell_{i}=T^{t} \mathbf{A}_{i, c}+\mathbf{S}-\mathbf{B}_{\mathrm{i}}=\mathbf{A}_{i}+\mathbf{S}-\mathbf{B}_{\mathrm{i}} \tag{2-69}
\end{equation*}
$$

where $\mathbf{A}_{i, c}$ and $\mathbf{B}_{i}$ are constants, and $\mathbf{S}$ is the vector representation of the translational position commands $X, Y$, and $Z$ that come from the motion cueing component. The rotational commands enter the equation through $T^{t} . \mathbf{A}_{i, c}$ and $\mathbf{B}_{i}$ are based on the geometry of the motion system. In this study and demonstration, the values assigned to $\mathbf{A}_{i, c}$ and $\mathbf{B}_{i}$, which are listed in Table 2.1, were used in previous research. ${ }^{\text {(15) }}$

Table 2.2 Coordinates for the Actuator Attachment Points ( $A_{i, z}=0.0$; Select $B_{i, z}$ for desired actuator quiescent point.)

| Actuator | Platform Attachment Points <br> Coordinates of $\mathbf{A}_{i, c}$ in $\mathrm{F}_{\mathrm{c}}$ |  | Base Attachment Points <br> Coordinates of $\mathbf{B}_{i}$ in $\mathrm{F}_{\mathrm{i}}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | X coordinate <br> (meters) | y coordinate <br> (meters) | x coordinate <br> (meters) | y coordinate <br> (meters) |
|  | 2.1117 | 0.0762 | 1.5021 | 1.9812 |
| $\ell_{2}$ | 2.1117 | -0.0762 | 1.5021 | -1.9812 |
| $\ell_{3}$ | -0.98986 | -1.8669 | 0.96471 | -2.29147 |
| $\ell_{4}$ | -1.12185 | -1.7907 | -2.46683 | -0.31027 |
| $\ell_{5}$ | -1.12185 | 1.7907 | -2.46683 | 0.31027 |
| $\ell_{6}$ | -0.98986 | 1.8669 | 0.96471 | 2.29147 |

As noted in Table 2.1, the actuators $\ell_{i}$ can be driven about selected operating, or quiescent, points (normally the same point for airplane simulators) depending on the performance requirements. All position commands are null when the platform actuators are in this quiescent state. When the actuators' quiescent points are one half of the their total stroke, the actuators are at their neutral points. Thus, the platform is said to be in
the neutral position. Frequently, a constant offset from the platform neutral position is used to achieve better pitch-up and heave performance. In this case, the actuators' quiescent points are less than one half of the their total stroke. And the platform is said to be in a depressed neutral position. A depressed neutral position is used in this study, as was used in previous research. ${ }^{(15)}$ So, $B_{i, z}$ is selected to be 2.58064 m , where $i=1-6$, for a desired actuator quiescent point of -0.145 m from the actuator's neutral point. Dynamic offsets can also be applied to achieve the desired performance depending on the simulator's mode of operation. Since extension, or length, commands for the actuators are needed, the magnitude of $\ell_{i}$ in equation (2-69) is required. The extension command for actuator $i$ is

$$
\begin{equation*}
\ell_{i}=\left(\ell^{t}{ }_{i} \cdot \ell_{i}\right)^{\frac{1}{2}}-\mathrm{L} \tag{2-70}
\end{equation*}
$$

where $L$ is a constant and is equal to the actuator neutral point when the platform is in the neutral position. $L$ is 3.38 m in this case given an actuator minimum length of 2.6162 m and a maximum length of $4.14 \mathrm{~m} .{ }^{(9,15)}$ Although the usable stroke for the actuators, about the neutral point, is usually a little less than the maximum stroke due to hardware protections (e.g., $\pm 0.6858 \mathrm{~m}$ ), the total range of extension is

$$
\begin{equation*}
-0.762 \cdot \mathrm{~m} \leq \ell_{i} \leq+0.762 \cdot \mathrm{~m}, \text { for } i=1 \text { to } 6 \tag{2-71}
\end{equation*}
$$

Finally, the extension commands are normalized to drive the analog hardware

$$
\begin{equation*}
\ell_{i, n}=\frac{\ell_{i}}{0.762 \cdot \mathrm{~m}} \times(D / A \cdot \text { Scale } \cdot \text { Factor }), \text { for } i=1 \text { to } 6 \tag{2-72}
\end{equation*}
$$

### 2.2.4 Motion Actuator Model Component

For the purpose of the demonstration, a simple actuator model is used to simulate each of the six hydraulic actuators that are driven by the extension position commands. The closed-loop frequency response of an actuator is derived using frequency response analysis. A first-order low-pass model is identified based on minimum motion performance requirements. ${ }^{(45)}$ A 2.5 Hz break frequency is used to sufficiently meet the system's magnitude and phase requirements of greater than or equal to -8 dB and -90 degrees, respectively, at 1.7 Hz . The actuator model is

$$
\begin{equation*}
\mathrm{G}_{\ell_{\mathrm{i}}}(\mathrm{~s})=\frac{15.71}{\mathrm{~s}+15.71} \tag{2-73}
\end{equation*}
$$

In practice, lead compensation may be incorporated to meet tighter performance requirements which specify an increased bandwidth. ${ }^{(10)}$ This is not required for this simulation demonstration.

### 2.3 Summary

This chapter provides sufficient background material on motion systems and motion cueing to enable a better understanding of the issues that persist in the evaluation of motion performance. Although much is known about motion cueing, the motion system's inherent inability to track inertial signals due to workspace constraints, and its impact on perceptual fidelity, compound the difficulties in formulating objective evaluation methods. In order to facilitate the development of evaluation methods, an off-
line motion system simulation is convenient. Thus, a math model that is the basis for a simulation is furnished.

### 3.0 EVALUATION OF MOTION CUEING

### 3.1 Introduction

Now that the preparatory information on airplane simulator motion systems has been presented, this chapter discusses the evaluation of the motion workspace and motion cueing. It begins with a review of the current motion qualification criteria and the related evaluation issues. Then, various techniques and concepts from previous motion studies are presented as devices that can be used to make motion workspace and cueing evaluation more effective. These devices are developed as needed for this study, and incorporated into an improved evaluation method. The improvement is demonstrated using the off-line motion system simulation that is based on the model described in section 2.2.

### 3.2 Current Motion Qualification Criteria and Evaluation Issues

The current criteria for motion system validation are first reviewed. Then, the issues concerning the criteria and evaluation are presented. These issues established the basis for this research.

### 3.2.1 Current Motion Qualification Criteria

As previously mentioned, the current motion qualification criteria ${ }^{(1)}$ are over twenty years old. The criteria are based on a past standard ${ }^{(45)}$ that focused more on the
specifications of motion hardware performance than on cueing performance and evaluation. With the exception of validating the simulation of characteristic airframe buffets, the current criteria, as applied by the industry, do not validate the integration of the motion system with the flight dynamics simulation. The evaluation of the system is done by testing it in a stand-alone mode to validate that it meets objective criteria for hardware performance.

The stand-alone validation is composed of frequency response, actuator balance, turn around, and transport delay tests. The frequency response characteristics, magnitude and phase, are measured by driving all the motion actuators simultaneously with a sinusoidal command signal that is generated by a sweep-frequency device over a specified bandwidth. In most cases, this is only done for the vertical, or heave, axis. The actuator balance characteristics are measured by driving the system in the heave mode again with a sinusoidal command signal of a specified magnitude and frequency. The actuators' responses versus time are recorded. The maximum phase shift between any two actuators must be within a specified percentage of the period of the command signal. Next, the turn around characteristic is evaluated. The turn around bump of the system is measured by driving it in the heave mode once more with a sinusoidal command signal of a specified magnitude and frequency. The measured platform acceleration versus time is evaluated by checking that the discontinuity in acceleration, when the platform changes direction, is within the specified limits. These tests insure that spurious motion due to deficient hardware is not perceivable.

Among the stand-alone tests, the transport delay test is closest to an integrated test. It measures the system delays, apart from the simulated system dynamics, by
passing a flag, using a handshaking protocol, through all of the applicable system interfaces and pertinent simulation modules from the control input to the system output interfaces. The introduced transport delay through the simulator system must not exceed a specified time delay. It also checks that the relative responses of the motion system, visual system, and flight instrumentation to the step control input are closely coupled to ensure, to some extent, the proper synchronization and integration of sensory cues. The motion cue must occur before the visual cue for example. Recall the psychophysical perception of motion discussed in section 2.1.3.

These stand-alone tests are essential as they provide a means of determining the quality of the hardware, and to some degree, and indication that the hardware and software are sufficiently integrated. They can expose the presence of hardware anomalies that could adversely affect the pilot's motion perception. But, obviously, the motion workspace and cueing performance is not objectively checked. The tendency has been to keep criteria simple and easy to apply. At the very least, the step response of the cueing system could be checked during the transport delay test, but in most cases either the motion dynamics are inhibited or the motion system is turned off altogether.

### 3.2.2 Motion Evaluation Issues

Considering the importance of the motion system, it is not surprising that issues arise when limited criteria are applied to such a complex system. More extensive and appropriate integrated testing methods have been presented in past motion studies ${ }^{(11-14,}$ 20-21, 40-43) that could be used to better assess cueing, but they have not been adopted in
general. There are several complicated problems ${ }^{(5,35,40-43)}$ that persist mainly because appropriate criteria are difficult to define.

A couple of outstanding issues that have not received a lot of attention involve the workspace of the motion system. The workspace determines the cueing ability of the motion system, and is therefore an important factor in motion fidelity. The outstanding issues are how much of the workspace is being used during normal operation and what amount of workspace is required to provide effective motion cues. The latter concern involves complex human factors and will not be addressed here. The concern regarding how much of, and how well, the workspace is being used is the focus of this study. For example, it has been reported ${ }^{(2)}$ that some motion systems appear to be attenuated to the point of being ineffective. Another study ${ }^{(35)}$ empirically examined the effect of simulator motion on pilot training to determine if there is a sound basis for the motion requirement to justify its cost. In this study, it was noted that the motion system did not respond much to commanded vertical accelerations, especially during $\mathrm{V}_{1}$-cut ${ }^{(35)}$ maneuvers. Furthermore, lateral accelerations during rejected takeoffs and $\mathrm{V}_{1}$-cuts ${ }^{(35)}$ were not adequate.

There are a number of things that could cause the apparent deficiencies that were observed in these studies. Factors like poor or improperly tuned cueing algorithms, stricter performance and safety limits, improper cue integration and synchronization, and workspace limitations are a few. In some cases, attenuation is improperly used to mask false or negative cues due to a poorly designed motion cueing system. Also, excursions in certain DOF restrict excursions in the others. Cues are then limited in the restricted DOF. This might explain the inadequate lateral cues on $\mathrm{V}_{1}$ cuts
during which the simulator is in a pitch up attitude. In this case, a means of qualitatively judging how well the workspace is being used, or the amount it is being restricted, would be useful. A viable approach to evaluating the use of the workspace is presented in the next section.

### 3.3 Motion Workspace Evaluation

Although the design of the motion system is intended to provide realistic motion cues in six DOF, it is subject to performance limits. Of course, these limitations must be considered when developing motion cueing algorithms. The motion platform cannot exceed the position, velocity, and/or acceleration physical limits that are specified for each degree of freedom.

The performance characteristics of a typical motion system are given in Table 3.1. ${ }^{(9,15)}$ All of the limits are measured with respect to the platform quiescent position. Recall from equation (2-70) that the actuator neutral point is 3.38 m . But, the platform quiescent state is at a depressed neutral position as explained in section 2.2.3. All position commands are null in the quiescent state. The motion system will provide single degree of freedom excursions equal to the limits listed in the first row (See Note 1). Since the maximum extension of an actuator is 4.14 m , an excursion in one DOF reduces the maximum excursions that can be individually attained in each of the other five DOF.

## Table 3.1 Typical Motion Performance Limits

 (Adapted from Reference 9,15.)|  | Vertical | Lateral | LongItudinal | Pitch | Roll | Yaw |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Maximum Excursion | Up: 0.991 m Dn : $0.762 \mathrm{~m}$ | Left: <br> 1.22 m <br> Right : <br> 1.22 m | Fwd: 1.24 m Aft: 1.22 m | $\begin{array}{\|l\|} \hline \text { Up: }+30^{\circ} \\ (0.524 \mathrm{rad}) \\ \text { Dn: }-20^{\circ} \\ (-0.349 \mathrm{rad}) \\ \hline \end{array}$ | $\begin{aligned} & \hline \pm 22^{\circ} \\ & ( \pm 0.384 \\ & \text { rad }) \end{aligned}$ | $\begin{aligned} & \pm 32^{\circ} \\ & ( \pm 0.559 \\ & \text { rad }) \end{aligned}$ |
| Maximum Velocity | $\begin{aligned} & \pm 0.61 \\ & \mathrm{~m} / \mathrm{s} \end{aligned}$ | $\begin{aligned} & \pm 0.61 \\ & \mathrm{~m} / \mathrm{s} \end{aligned}$ | $\begin{aligned} & \pm 0.61 \\ & \mathrm{~m} / \mathrm{s} \end{aligned}$ | $\pm 15 \%$ | $\pm 15 \%$ | $\pm 15 \%$ s |
| Maximum Acceleration | $\pm 0.8 \mathrm{~g}$ | $\pm 0.6 \mathrm{~g}$ | $\pm 0.6 \mathrm{~g}$ | $\pm 50 \%{ }^{2}$ | $\pm 50 \%{ }^{2}$ | $\pm 50{ }^{\circ} \mathrm{s}^{2}$ |

Notes:

1. The motion system will achieve the performance limits in a single-degree-offreedom operation with an actuator quiescent point of -0.1459 m .

A previous study ${ }^{(11)}$ empirically determined these excursion reductions for a selected number of points on a particular system. It was explained that a motion workspace for the system could not be readily described because of the infinite number of possible combinations of excursions. Moreover, each DOF will allow a maximum symmetric excursion in that DOF about its neutral point. The alternate neutral point also affects the excursion limits.

Only excursion limit data for the interaction of two degrees of freedom were collected and presented in tabular format. Effective motion cueing depends on sufficient available excursion in all DOF. So, it would be useful when both tuning and evaluating motion to record the actual platform trajectory in real-time so that the changing excursion limits can be observed and analyzed temporally in all DOF. This then motivates the development of a method that determines the dynamic excursion limits as a function of the platform trajectory. This method is the focus of this study.

### 3.3.1 Motion Actuator Inverse Transformation

An important device that is used to develop a method to determine the dynamic workspace limits is the motion actuator inverse transformation. This transformation was presented in a previous study ${ }^{(9)}$ to assist in the validation of hardware performance (e.g., frequency response) by enabling the computation of the actual platform position, in 6 DOF, based on the actuator extensions. The study also anticipated its use in the feedback loop for optimal washout algorithms. Incidentally, the actuator extension transformation that is presented in the section 2.2.3 also was presented in this study.

However, the transformation has been employed only on a limited basis. The transformation incorporates the iterative Newton-Raphson Method ${ }^{(50)}$ which requires a variable amount of computational time based on the number of iterations needed to reach a stopping criterion. Although fast converging, this somewhat indeterminate method can cause problems in a real-time synchronous computing environment. When used, it typically follows the actuator extension transformation to override and decelerate the actuators as they approach the workspace limits. In some applications, ${ }^{(11,13,14)}$ the algorithm provides platform positions in all 6 DOF to a limit prediction routine. The limit prediction routine then determines the nearest excursion limits by solving for the pertinent roots of the quadratic expressions that are formed from the actuator extension transformations. However, the limit prediction is only done for the three translational DOF. Furthermore, in some configurations real roots might not exist. In these cases, the solution is discarded. In another application, ${ }^{(27)}$ the algorithm again provides platform positions in all 6 DOF to an actuator braking routine. But, in this
instance, the braking routine uses the actual platform positions for comparison to the commanded ones to determine how well the platform is tracking, in part, to control the actuator deceleration. Limit prediction is done by other means.

So, before presenting the technique to determine the dynamic workspace limits, this actuator inverse transformation is reviewed since it is a component of the new technique. Actual platform position is typically difficult to determine unless the platform is equipped with, say, a six-axis inertial measurement unit. The units are usually expensive and still require some custom software to numerically compute the platform position from the kinematical output signals.

An economical approach ${ }^{(9)}$ is to compute the translational and rotational position of the centroid of the platform from the magnitude of the actual actuator extensions, i.e. the actuator inverse transformation. Each actuator's extension is normally fed back to the simulation host computer from its position transducer via the A/D interface. The inverse transformation could be readily obtained if the actuator vectors $\ell_{i}$ were available,
but the transducers only provide the magnitude of the actuator $\left|\ell_{i}\right|$. Therefore, the problem is to solve six simultaneous nonlinear equations for the six unknown positions: $X, Y, Z, \theta, \phi$, and $\psi$. The approach ${ }^{(9)}$ is to apply an iterative numerical Newton-Raphson method. ${ }^{(50)}$ This method is a general method of computing the vector root $\alpha=[X, Y, Z, \theta$, $\phi, \psi]^{t}$ for the vector-matrix equation,

$$
\begin{equation*}
\mathbf{f}(\alpha)=\mathbf{0} \tag{3-1}
\end{equation*}
$$

Then, according to Newton's method, for a six-dimensional vector and six nonlinear functions, the iteration formula has the form

$$
\begin{equation*}
\boldsymbol{\alpha}_{n+1}=\boldsymbol{\alpha}_{n}-\left[\frac{\partial \mathbf{f}\left(\boldsymbol{\alpha}_{n}\right)}{\partial \boldsymbol{\alpha}_{n}}\right]^{-1} \cdot \mathbf{f}\left(\boldsymbol{\alpha}_{n}\right) \tag{3-2}
\end{equation*}
$$

where $\left[\partial \mathbf{f}\left(\alpha_{n}\right) / \partial \alpha_{n}\right]$ is the Jacobian. A function satisfying the zeros vector in equation (3-1) must now be defined to apply this method. Since the measured actuator extensions are known, the function is defined as

$$
\begin{equation*}
f_{i}(\alpha)=\ell_{i}^{t} \ell_{i}-\left|\ell_{i}\right|_{a}^{2} \tag{3-3}
\end{equation*}
$$

where

$$
\begin{gather*}
\alpha=\left[\begin{array}{l}
X \\
Y \\
Z \\
\psi \\
\theta \\
\phi
\end{array}\right]  \tag{3-4}\\
\mathbf{f}(\alpha)=\left[\begin{array}{l}
f_{1}(\alpha) \\
f_{2}(\alpha) \\
f_{3}(\alpha) \\
f_{4}(\alpha) \\
f_{5}(\alpha) \\
f_{6}(\alpha)
\end{array}\right] \tag{3-5}
\end{gather*}
$$

and $\left|\ell_{i}\right|_{a}$ is the measured extension of actuator $i$ which is obtained from the transducer.

Substituting equation (2-69) into equation (3-3), and multiplying the vectors yields a scalar result. This enables the terms to be arranged as in equation (3-6). Recall that transformation $T^{t}$ is equal to $B$.

$$
\begin{align*}
f_{i}(\alpha)= & \left(T^{t} \mathbf{A}_{i, c}+\mathbf{S}-\mathbf{B}_{i}\right)^{t}\left(T^{t} \mathbf{A}_{i, c}+\mathbf{S}-\mathbf{B}_{i}\right)-\left|\ell_{i}\right|_{a}^{2} \\
& =\mathbf{A}_{i, c}^{t} T T^{t} \mathbf{A}_{i, c}+\mathbf{A}_{i, c}^{t} T \mathbf{S}-\mathbf{A}_{i, c}^{t} T \mathbf{B}_{i}+\mathbf{S}^{t} T^{t} \mathbf{A}_{i, c} \\
& +\mathbf{S}^{t} \mathbf{S}-\mathbf{S}^{t} \mathbf{B}_{i}-\mathbf{B}_{i}^{t} T^{t} \mathbf{A}_{i, c}+\mathbf{B}_{i}^{t} \mathbf{B}_{i}-\mathbf{B}_{i}^{t} \mathbf{S}-\left|\ell_{i}\right|_{a}^{2}  \tag{3-6}\\
& =\mathbf{A}_{i, c}^{t} \mathbf{A}_{i, c}+2 \mathbf{S}^{t} T^{t} \mathbf{A}_{i, c}-2 \mathbf{B}_{i}^{t} T^{t} \mathbf{A}_{i, c}-2 \mathbf{S}^{t} \mathbf{B}_{i} \\
& +\mathbf{S}^{t} \mathbf{S}+\mathbf{B}_{i}^{t} \mathbf{B}_{i}-\left|\ell_{i}\right|_{a}^{2}
\end{align*}
$$

Equation (3-7) is written by expanding equation (3-6) in terms of the elements

$$
\begin{align*}
f_{i}(\alpha) & =A_{i, c, x}^{2}+A_{i, c, y}^{2}+A_{i, c, z}^{2}+B_{i, x}^{2}+B_{i, y}^{2}+B_{i, z}^{2}+X^{2}+Y^{2}+Z^{2}-\left|\ell_{i}\right|_{a}^{2} \\
& +2\left(X-B_{i, x}\right)\left(A_{i, c, x} T_{I I}+A_{i, c, y} T_{2 l}+A_{i, c, z} T_{3 l}\right) \\
& +2\left(Y-B_{i, y}\right)\left(A_{i, c, x} T_{l 2}+A_{i, c, y} T_{22}+A_{i, c, z} T_{32}\right)  \tag{3-7}\\
& +2\left(Z-B_{i, z}\right)\left(A_{i, c, x} T_{l 3}+A_{i,, y} T_{23}+A_{i, c, z} T_{33}\right) \\
& -2\left(X B_{i, x}+Y B_{i, y}+Z B_{i, z}\right)
\end{align*}
$$

Writing the partial derivatives of $f_{i}(\alpha)$ in equation (3-7) with respect to the elements of vector $\alpha$ yields

$$
\begin{align*}
& \frac{\partial f_{i}(\alpha)}{\partial X}=2\left(X+A_{i, c, x} T_{11}+A_{i, c, y} T_{2 l}+A_{i, c, z} T_{31}-B_{i, x}\right)  \tag{3-8}\\
& \frac{\partial f_{i}(\alpha)}{\partial Y}=2\left(Y+A_{i, c, x} T_{12}+A_{i, c, y} T_{22}+A_{i, c, z} T_{32}-B_{i, y}\right)  \tag{3-9}\\
& \frac{\partial f_{i}(\alpha)}{\partial Z}=2\left(Z+A_{i, c, x} T_{l 3}+A_{i, c, y} T_{23}+A_{i, c, z} T_{33}-B_{i, z}\right)  \tag{3-10}\\
& \begin{aligned}
\frac{\partial f_{i}(\alpha)}{\partial \psi} & =-2\left(X-B_{i, x}\right)\left(A_{i, c, x} T_{12}+A_{i, c, y} T_{22}+A_{i, c, z} T_{32}\right) \\
& +2\left(Y-B_{i, y}\right)\left(A_{i, c, x} T_{11}+A_{i, c, y} T_{21}+A_{i, c, z} T_{31}\right)
\end{aligned} \tag{3-11}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial f_{i}(\alpha)}{\partial \theta}=-2\left(X-B_{i, x}\right)\left(-A_{i, c, x} \sin \theta \cos \psi+A_{i, c, y} \sin \varphi \cos \theta \cos \psi+A_{i, c, z} \cos \varphi \cos \theta \cos \psi\right) \\
& +2\left(Y-B_{i, y}\right)\left(-A_{i, c, x} \sin \theta \sin \psi+A_{i, c, y} \sin \varphi \cos \theta \sin \psi+A_{i, c, z} \cos \varphi \cos \theta \sin \psi\right)  \tag{3-12}\\
& -2\left(Z-B_{i, z}\right)\left(A_{i, c, x} \cos \theta+A_{i, c, y} \sin \varphi \sin \theta+A_{i, c, z} \cos \varphi \sin \theta\right) \\
& \frac{\partial f_{i}(\alpha)}{\partial \varphi}= \\
& +2\left(X-B_{i, x}\right)\left(A_{i, c, y} T_{3 l}-A_{i, c, z} T_{21}\right)  \tag{3-13}\\
& \\
& +2\left(Y-B_{i, y}\right)\left(A_{i, c, y} T_{32}-A_{i, c, z} T_{22}\right) \\
& \\
& +2\left(Y-B_{i, z}\right)\left(A_{i, c, y} T_{33}-A_{i, c, z} T_{23}\right)
\end{align*}
$$

The formulation of the solution to the problem is complete. Equation (3-2) can be solved now for a given set of initial conditions of $\alpha$ and the corresponding solutions to equations (3-7) through (3-13). Expanding equation (3-2) gives the final form of the solution as

$$
\left[\begin{array}{l}
X  \tag{3-14}\\
Y \\
\psi \\
\varphi
\end{array}\right]_{n+1}=\left[\begin{array}{l}
X \\
Y \\
Z \\
\varphi \\
\varphi
\end{array}\right]_{n}\left[\begin{array}{llllll}
\frac{\partial f_{1}}{\partial X} & \frac{\partial f_{1}}{\partial Y} & \frac{\partial f_{1}}{\partial Z} & \frac{\partial f_{1}}{\partial \psi} & \frac{\partial f_{1}}{\partial \theta} & \frac{\partial f_{1}}{\partial \varphi} \\
\frac{\partial f_{2}}{\partial X} & \frac{\partial f_{2}}{\partial Y} & \frac{\partial f_{2}}{\partial Z} & \frac{\partial f_{2}}{\partial \psi} & \frac{\partial f_{2}}{\partial \theta} & \frac{\partial f_{2}}{\partial \varphi} \\
\frac{\partial f_{3}}{\partial X} & \frac{\partial f_{3}}{\partial Y} & \frac{\partial f_{3}}{\partial Z} & \frac{\partial f_{3}}{\partial \psi} & \frac{\partial f_{3}}{\partial \theta} & \frac{\partial f_{3}}{\partial \varphi} \\
\frac{\partial f_{4}}{\partial X} & \frac{\partial f_{4}}{\partial Y} & \frac{\partial f_{4}}{\partial Z} & \frac{\partial f_{4}}{\partial \psi} & \frac{\partial f_{4}}{\partial \theta} & \frac{\partial f_{4}}{\partial \varphi} \\
\frac{\partial f_{5}}{\partial X} & \frac{\partial f_{5}}{\partial Y} & \frac{\partial f_{5}}{\partial Z} & \frac{\partial f_{5}}{\partial \psi} & \frac{\partial f_{5}}{\partial \theta} & \frac{\partial f_{5}}{\partial \varphi} \\
\frac{\partial f_{6}}{\partial Y} & \frac{\partial f_{6}}{\partial Z} & \frac{\partial f_{6}}{\partial \psi} & \frac{\partial f_{6}}{\partial \theta} & \frac{\partial f_{6}}{\partial \varphi}
\end{array}\right]_{n}^{-1}\left[\begin{array}{l}
f_{1} \\
f_{2} \\
f_{3} \\
f_{4} \\
f_{5}
\end{array}\right]_{n}
$$

where $f_{i}$ is short for $f_{i}(\alpha)$, subscript $n$ is used for functions of the past value of $\alpha$, i.e. $\alpha_{n}$, whereas subscript $n+1$ is used to indicate the current value of $\alpha$. Beginning with the set of initial conditions, equation (3-14) is iterated until the pre-determinate stopping criterion is met. This inverse transformation will be combined later with the optimization routine that is used to solve the workspace limits for a given platform trajectory.

### 3.3.2 Optimization Routine to Solve the Dynamic Workspace Limits

Like the Newton-Raphson method, the optimization routine employed to solve the dynamic workspace limits for a given platform trajectory is of the type used to solve unconstrained optimization problems. These problems involve finding the best vector, or
minimizer, $\mathbf{x} \in \mathfrak{R}^{\mathrm{n}}$ that minimizes the real-valued function, $f(\mathbf{x})$, the objective function. It is possible that other minimizers exist in these cases, but finding one minimizer suffices. The optimization method is based on a steepest descent method using a constant step size. The development, proof, and derivation of this algorithm are not presented in this work. These particulars can be found in most texts on optimization methods. ${ }^{(50)}$ Of course, the specific implementation of the algorithm is described.

To determine the dynamic workspace limits for a given platform trajectory, the steepest descent method is used in a stepwise manner to predict the workspace limits for each degree of freedom, $X, Y, Z, \theta, \phi$, and $\psi$, throughout the trajectory. The algorithm steps through each platform centroid position sample, $\alpha_{n}=\left[X_{n}, Y_{n}, Z_{n}, \theta_{n}, \phi_{n}, \psi_{n}\right]^{t}$, in the trajectory data. At each sample, the algorithm sequences through each of the six DOF points within the sample, starting with $X_{n}$, while fixing the other five degrees of freedom points to their values at that time. The specified maximum workspace limits, as in Table 3.1, for the current DOF being searched are selected for use in the steepest descent's quadratic objective function. The objective function is simply the squared difference of the value of the current DOF point and the value of the current DOF excursion limit,

$$
\begin{equation*}
f_{n, i}\left(\alpha_{n, i}, \alpha_{n, i, L I M}\right)=\left(\alpha_{n, i}-\alpha_{n, i, L I M}\right)^{2}, \quad \text { for } i=1,2, \ldots, 6 \tag{3-15}
\end{equation*}
$$

where $i$ is the index for each DOF. The gradient of the objective function is then

$$
\begin{equation*}
\nabla f_{n, i}\left(\alpha_{n, i}, \alpha_{n, i, L I M}\right)=2\left(\alpha_{n, i}-\alpha_{n, i, L I M}\right), \quad \text { for } i=1,2, \ldots, 6 \tag{3-16}
\end{equation*}
$$

The algorithm then starts a steepest descent search, first for the upper excursion limit in the selected DOF, followed by a reversal in descent in order to seek the lower
excursion limit in the selected DOF. The descent is complete in either direction when the stopping criteria is met. The stopping criteria are composed of normalized actuator lengths, which were given in equation (2-72), an iteration limit in case the steepest descent routine malfunctions, and the minimum acceptable limit on the gradient. Once the upper and lower limits are determined for a selected DOF point within a sample, the limits are stored, and the descent routine moves on to the next selected DOF point within the sample. Thus, over all samples in the trajectory data, new limits are found and stored for each DOF position point within a sample. The trajectory for each DOF is then plotted along with its associated dynamic workspace limits for evaluation. Incidentally, the upper and lower limit signals are filtered, without affecting their accuracy, to smooth steps in the signals caused by the constant step size.

A little more must be said about the steepest descent routine regarding the stopping criteria involving the actuator lengths. In order to check that a dynamic excursion limit is not exceeded when descending in either direction, the normalized actuator lengths are computed and used in the stopping criteria. The actuator lengths are computed every iteration of the steepest descent search using the actual platform trajectory. To do this, the actual actuator extension transformation component that is described in section 2.2.3 is incorporated within the steepest descent routine. This includes equations (2-69) through (2-70) and the coordinates that describe the platform geometry. Recall that this component is used to drive the actuators in the normal realtime motion simulation. An excursion limit is reached when the commanded position $\alpha_{n, i}$, augmented by the iterative descent in the selected DOF, produces an actuator length $\left|\ell_{i}\right|\left(X_{n}=\alpha_{n, i}, Y_{n}, Z_{n}, \theta_{n}, \phi_{n}, \psi_{n}\right)$ that exceeds the usable actuator normalized length limits
specified in equations (2-71) and (2-72) . Unlike the previous study ${ }^{(11)}$ in which limit prediction is only done for the three translational DOF, this method does upper and lower limit prediction in all six DOF. And, the issue of potential imaginary roots in the limit prediction is not a factor. The flow chart of the steepest descent algorithm utilizing a constant step size is listed in Figure 3.1.

Step 1. Display algorithm title.
Step 2. Clear workspace and initialize data (motion geometry, limits).
Step 3. Input the desired (constant) step size, $\alpha_{\text {constant }}$.
Step 4. Select the desired trajectory: (0) for actual platform trajectory, or (1) for a constant attitude position trajectory.

Step 5. Load the trajectory data for the selection in Step 4.
Step 6. Start trajectory sample outer loop: sample $\mathrm{n}=1$ : trajectory length
Step 7. Load trajectory sample $\alpha_{n}=\left[X_{n}, Y_{n}, Z_{n}, \theta_{n}, \phi_{n}, \psi_{n}\right]^{t}$.
Step 8. Start intermediate loop for checking each DOF: axis = 1:6
Step 9. Load current axis limit $\alpha_{n, i, L I M}$ into gradient term.
Step 10. Store trajectory sample $\alpha_{n}$ into search limit buffer for refreshes.
Step 11. Start inner loop for each $\alpha_{n, i}$ upper/lower limit: ullimit = 1:2
Step 12: Initialize search iteration index.
Step 13. Load current DOF sample $\alpha_{n, i}$ into the gradient term.
Step 14. Compute the initial gradient, $\nabla f_{n, i}\left(\alpha_{n, i}, \alpha_{n, i, L I M}\right)=2\left(\alpha_{n, i}-\alpha_{n, i, L I M}\right)$.
Step 15. Reset actuator extensions before each upper/lower limit search.
Step 16. Initialize the stopping criteria: usable normalized actuator limits, and maximum iteration count, and minimum gradient limit.

Step 17. While the stopping criteria is false, continue, else stop with limit and go to Step 24.

Step 18. Compute $\alpha_{n, i}{ }^{(k+1)}=\alpha_{n, i}{ }^{(k)}-\alpha_{\text {constant }} \nabla f_{n, i}\left(\alpha_{n, i}, \alpha_{n, i, L I M}\right)^{(k)}$.

Figure 3.1 Steepest Descent Flow Chart for Dynamic Workspace Limits

Step 19. Increment the search iteration index.
Step 20. Update the gradient, $\nabla f_{n, i}\left(\alpha_{n, i}, \alpha_{n, i, L I M}\right)$, using $\alpha_{n, i}{ }^{(k+1)}$
Step 21. Store the current commanded descent position $\alpha_{n, i}{ }^{(k+1)}$ into the current DOF search limit buffer.

Step 22. Compute the normalized actuator extensions using the platform position, $\alpha_{n}{ }^{(k+1)}$, with the current commanded descent position $\alpha_{n, i}{ }^{(k+1)}$. The actuator extensions are computed using equations (2-69), (2-70), and (2-72).

Step 23. Go to Step 17 while any stopping criterion is false.
Step 24. Store the limit in the search limit buffer for the current DOF with the commanded descent position of $\alpha_{n, i}^{(k+1)}$. Index=1, upper limit; index=2, lower limit.

Step 25. Reverse sign on the current axis limit $\alpha_{n, i, L I M}$ in the gradient to search in opposite direction for the lower limit.

Step 26. Go to Step 11 until the limits for the current $\alpha_{n, i}$ of trajectory sample $\alpha_{n}$ are found.

Step 27. Go to Step 8 until the limits for the six current $\alpha_{n, i}$ positions of trajectory sample $\alpha_{n}$ are found.

Step 28. Go to Step 6 until the limits for all of the trajectory samples $\alpha_{n}$ are found.
Step 29. Plot the trajectories for each DOF along with the its dynamic workspace limits for evaluation. Filter the limits to smooth steps in the signals caused by the steepest descent step size.

Figure 3.1 (concluded)

This completes the design of the optimization routine for the dynamic workspace limits. The performance of the algorithm is now checked.

### 3.3.3 Simulation Results and Discussion

The performance of the optimization routine for the dynamic workspace limits is now checked before combining it with the actuator inverse transformation to evaluate test trajectories. First, the performance of the steepest descent algorithm for one DOF is demonstrated and evaluated to determine a good constant step size, in terms of accuracy and speed. The upper and lower limits of the $Z$ axis are plotted to observe the effects of the step size. Figure 3.2 illustrates the search trajectory for the $Z$ axis upper limit. Figure 3.3 is the trajectory for the Z axis lower limit.


Figure 3.2 Z Axis Upper Limit Search Trajectory


Figure 3.3 Z Axis Lower Limit Search Trajectory

The step size for this set of limits is chosen arbitrarily so that a comparison can made to other step sizes. Figures 3.2 and 3.3 are just a sample of a large number of trajectories that can be generated by adjusting the step size to achieve the various degrees of accuracy in reaching the limits.

The constant step size used in Figures 3.2 and 3.3 is 0.1 . The starting platform position point is $\alpha_{n}=\left[X_{n}, Y_{n}, Z_{n}, \theta_{n}, \phi_{n}, \psi_{n}\right]^{t}=[0,0,0,0,0,0]$. The upper limit for the $Z$ axis is located at about 0.75 m and the lower limit at approximately -0.7 m . Note that the convergence is quick and the limits are reached within 9 iterations. The step size is now decreased to determine if a higher accuracy can be obtained.

A new step size of 0.01 yields the results in Figures 3.4 and 3.5 . For the same starting point $\alpha_{n}=[0,0,0,0,0,0]$, the new $Z$ axis limits are located at about 0.725 m for the
upper limit, and -0.65 m for the lower one. As expected, although the convergence is still quick, the number of iterations required to reach the limits has increased tenfold.


Figure 3.4 Z Axis Upper Limit Search Trajectory


Figure 3.5 Z Axis Lower Limit Search Trajectory

After several more test runs, it is fairly evident that the error is sufficiently reduced at the limits using the step size of 0.01 . Changes in the limits are not that noticeable when decreasing the step size to 0.001 , although the number of search iterations increases significantly. For the purpose of demonstrating the improved evaluation method, eyeballing the results in these figures to assess accuracy is sufficient. When implementing this method, in part, to validate motion performance, a higher degree of accuracy would be required. So, for the starting point $\alpha_{n}=[0,0,0,0,0,0]$, the $Z$ axis limits are located at about 0.725 m for the upper limit, and -0.65 m for the lower one.

After checking the limits in each DOF, the routine is used to evaluate the limits in all DOF. Figure 3.6 presents the limits for all DOF in time history format. Translational
limits ( $\mathrm{X}, \mathrm{Y}, \mathrm{Z}$ ) are in meters, and rotational limits (Pitch, Roll, Yaw) are in radians. Results in tabular format can also be produced if more accuracy is required.


Figure 3.6 Motion Workspace Limits for $\alpha_{n}=[0,0,0,0,0,0]$

The platform is held in a steady state position of $\alpha_{n}=[0,0,0,0,0,0]$ while the limits are found using a step size of 0.01 . Observe that all platform position traces are at zero, i.e., $\alpha_{n}=[0,0,0,0,0,0]$, along with their corresponding upper and lower limit traces. These results can be used to verify specific excursion limits of the motion system like those listed in Table 3.1. This leads to an interesting issue regarding Table 3.1. The
geometrical data ${ }^{(15)}$ that is used in the workspace routine is supposedly related to the excursion limits in Table 3.1, but this is not conclusive. Therefore, the actual Z axis limits should be approximately +0.99 m and -0.762 m at $\alpha_{n}=[0,0,0,0,0,0]$. Yet the algorithm computed the limits to be about +0.725 m and -0.65 m . There are a lot of factors that could cause these discrepancies, like the stopping criteria which incorporates the actuator usable stroke in lieu of the maximum stroke, and a minimum gradient. Both the data and the algorithm will need to be checked more thoroughly to resolve this issue. Better yet, the algorithm should be calibrated, adjusted and checked on an actual airplane simulator. However, this case suffices to show the potential of the routine.

Two more cases illustrating workspace limits in the steady state are examined, but obviously, an infinite number of combinations exist. Figure 3.7 depicts the workspace limits for a 1-meter excursion in just the $X$ axis, $\alpha_{n}=[1,0,0,0,0,0]$. Figure 3.8 shows the limits for an $X$ excursion of 0.5 m , and a pitch excursion of 0.2 rads, $\alpha_{n}=[0.5,0,0,0,0.2,0]$. Both figures illustrate the considerable reductions that occur in the other DOF when a displacement occurs in one or two others. Compare these results to Figure 3.6. The results help one to better understand and appreciate how a significant excursion in one or two axes can significantly decrease the motions ability to provide effective cues in the others.


Figure 3.7 Motion Workspace Limits for $\alpha_{n}=[1,0,0,0,0,0]$


Figure 3.8 Motion Workspace Limits for $\alpha_{n}=[0.5,0,0,0,0.2,0]$

In summary, a new technique for computing the limits of the motion workspace is presented. It is based on steepest descent methods, and uses a constant step size. Although using a constant step size is not as effective as using other techniques, it is straightforward and easy to implement. And, since this study will propose that the method be used to post process the motion trajectory data, in lieu of attempting to integrate it into the real-time simulator environment, speed is not as important as accuracy.

The Newton-Raphson method works well in the actuator inverse transformation since the commanded platform position is usually very close to its current solution. Newton-Raphson is known to have superior convergence when used in this manner. But, when the starting points are far away from the solution, its convergence properties can be poor.

The new routine will now be combined with the actuator inverse transformation to provide a way to better judge the quality of motion cues within the workspace. The improved method is demonstrated using the off-line motion system simulation.

### 3.4 Improved Method for Evaluating Motion Cueing

The off-line simulation of the motion system is now used to demonstrate how the optimization routine for the workspace limits could be employed in a practical application. Test signals that approximate typical airplane specific forces, for selected maneuvers, are used to drive the simulation for each test run. A test run generates a simulated actual platform trajectory that is recorded. The recorded data are processed by the optimization routine to determine the dynamic workspace limits as a result of the trajectory. The time history of the trajectory, including the limits, is plotted for evaluation. It is shown that the inclusion of the limits is an improvement to the method used to evaluate the quality of the motion cues within the motion workspace.

For reference, the flowchart for the off-line simulation is shown below.


Optimization Routine to Find Dynamic Workspace Limits

- Find and plot Platform (optionally, Actuator) Trajectory \& Limits

Figure 3.9 Flowchart for the Off-line Motion Simulation

Note that all of the simulations and results in this work are done with MATLAB®, Version 5.1, a PC-based high-performance language for technical computing by The MathWorks, Inc.. MATLAB® is used to program, interactively execute, and evaluate the performance of all algorithms. In all flowcharts, each key step is given, but without a lot of MATLAB®-code detail. For example, algorithms may specify the output of certain plots, but the details of the code involved with a plot, like plot spacing and range, axis and plot labels, etc., are not given for the sake of clarity.

### 3.4.1 Combining Inverse Transformation and the Workspace Limits Routine

Before presenting the simulation results, the combination of the inverse transformation and the workspace limits routine, in this study, are discussed briefly. As shown in Figure 3.9, the actuator inverse transformation is combined with the pseudo real-time simulation to record the platform trajectory after transforming the actuator extensions into platform position. The flowchart box for the actuator inverse transformation notes that the actuator extension trajectory can be recorded in lieu of the platform trajectory. The reason for this is that the configuration of airplane simulator motion simulations, old and new, may differ. So this method can be adapted to a specific simulator implementation.

For example, recall the block diagram of the typical motion system that is shown in Figure 2.5. Below are similar, but simplified, block diagrams that are used to explain the implementation of the routines. In a lot of older simulators, the inverse actuator extension component is not utilized. But, the capabilities exist to record the actuator extensions in the real-time environment as shown in Figure 3.10. So in this case, it is
proposed that the inverse transformation and workspace limits routine be combined and integrated into the simulator's software environment, and used to post process the recorded motion and associated test data, in lieu of attempting to integrate them into the real-time simulator environment. This is shown in Figure 3.11. Alternatively, if the platform position trajectory is recorded, the inverse transformation can be bypassed.


Figure 3.10 Simplified Motion Block Diagram


Figure 3.11 Motion Block Diagram with Motion Data Post Processing System

### 3.4.2 Simulation Results and Discussion

As described above, the off-line simulation, including the actuator inverse transformation and the workspace limits routine, is implemented in MATLAB® and run on a standard Pentium ${ }^{\circledR}$-based PC . The simulated iteration rate is 15 Hz , so the time step is 66.67 ms . Although run in a pseudo real time environment, it is sufficient to demonstrate how the system could be employed in a practical application. All components of the simulation have already been discussed in sufficient detail in previous sections, with the exception of the generation of the test signals contained in the input component. Test signals that approximate typical airplane rotational rates, $\omega$,
and specific forces, $\mathbf{f}_{c}$, for selected maneuvers, can be used to drive the simulation. Recall that $\mathbf{f}_{c}$ and $\omega$ are the required inputs to the Motion System Input Component, as explained in the section 2.2.1. But, for this demonstration, only specific forces, $\mathbf{f}_{c}$, are used for each test case. The units used for $\mathbf{f}_{c}$ are $\mathrm{m} / \mathrm{s}^{2}$.

Test cases are selected to determine, in a preliminary manner, the performance of the optimization algorithm for the workspace limits. Of course, a large number of test cases could be demonstrated, but only a few which adequately illustrate the viability of the routine are used. No attempt is made to evaluate the performance of any other component by adjusting its parameters, i.e., the motion cueing component. This is considered to be outside the scope of this work. Ample studies exist that can be referenced for this information.

For each test run, the test signals for the selected case drive the simulation and a simulated actual platform trajectory, $\alpha_{n}=\left[X_{n}, Y_{n}, Z_{n}, \theta_{n}, \phi_{n}, \psi_{n}\right]^{t}$, is recorded. The optimization routine that determines the dynamic workspace limits is then invoked. The routine requests 1) the desired constant step size for the steepest descent search, 2) the stroke limit of the actuator, and 3) whether the current platform trajectory or a single point is to be processed. The recorded trajectory data are processed, and a time history of the trajectory, including the upper and lower limits of the workspace, is plotted for evaluation.

The first test case, test case 1 , is now presented. Test case 1 is a longitudinal translation (surge-pitch) demonstration. To demonstrate the viability of the workspace limits routine, simple test signals that approximate typical airplane $\omega$ and $\mathbf{f}_{c}$, rather than complex ones representing a complete airplane maneuver, are used. This makes the
evaluation easier for this preliminary study. For this case, the test signal is a longitudinal specific force pulse.

$$
\begin{equation*}
\mathbf{f}_{c}=\left[f_{x} f_{y} f_{z}\right]^{t}=\left[\left(f_{x} \text { pulse }\right) 0-g\right]^{t} \tag{3-17}
\end{equation*}
$$

Equation (3-17) represents an ideal response of the simulated airplane to either a thrust pulse during takeoff or an airspeed change while flying straight and level. In a real-time simulation environment, this signal would be provided to the motion input component by the six-DOF equations-of-motion module in the flight dynamics simulation. Recall that the Z-axis specific force component $f_{z}$ must be set to $-g$ for the reasons discussed in section 2.2.2.1, Scaling and Limiting. The magnitude of the $f_{x}$ pulse is $2.0 \mathrm{~m} / \mathrm{s}^{2}$. This is a good approximation to the acceleration of a typical commercial airplane.

The results of test case 1 are shown in Figures 3.12 and 3.13. First, note the effects of the scaling and limiting component on the $f_{x}$ pulse in Figure 3.12. The pulse is limited to about $1 \mathrm{~m} / \mathrm{s}^{2}$, per equation (2-13), yielding the scaled specific force $f_{x, c}$. As explained in section 2.2.2.1, this scaling intentionally reduces the input magnitude in an attempt to keep the motion from driving to its limits. The dashed line is $f_{x, c}$. The plot for $f_{z}$, which is just $-g$, is not plotted.


Figure 3.12 Test Case 1: Specific Force Inputs and Platform X Acceleration

Also, the longitudinal adaptive state variable, platform acceleration $\ddot{X}$, is plotted along with input signals for comparison. This illustrates the effect of the second order adaptive washout filter. Platform acceleration is integrated to yield the platform surge position command, $X$, which is shown in Figure 3.13.

One point must be made here. Usually, to assess the quality of motion cueing, data on simulated airplane motions, airplane pilot sensations, simulator motions, simulator pilot sensations, and motion platform positions are plotted, at a minimum. More will be said about this additional data later. For this demonstration though, platform positions are only plotted since the focus is on the workspace limits.

Figure 3.13 shows the actual platform positions along with the upper and lower limits for each DOF versus time. The workspace limits are found using a constant step size of 0.02.


Figure 3.13 Test Case 1: Platform Positions and Workspace Limits

The trajectory sample length for test case 1 is 750 samples (samples $=$ iteration rate* trajectory time $=15$ samples/sec * 50 sec ). For the six DOF, the routine finds both the upper and lower limits for 4,500 total samples. The processing time is about 2 minutes.

Since the test signal is composed of just a longitudinal specific force, the operation of the longitudinal coordinated adaptive filter is easy to see. The generation of
a simulator pitch, or a coordinated tilt, to simulate a sustained (low frequency) longitudinal acceleration can be seen in the pitch axis. The airplane pitch rate input signal is zero, so platform pitch is generated through the coordinated filter by specific force alone. One way to understand this is by referring to the body-to-inertial frame transformation of the specific forces in equation (2-21) and the longitudinal filter in equation (2-28). Assuming small angle approximations are valid for this purpose, inertial longitudinal acceleration $a_{i, x}$ can be written from equation (2-21), once expanded, as

$$
\begin{equation*}
a_{i, x}=f_{x, c}-g \theta \tag{3-18}
\end{equation*}
$$

Substituting the expression for $a_{i, x}$ into the pitch rate part of the filter in equation (2-28) yields

$$
\begin{equation*}
\dot{\theta}=\gamma_{\mathrm{x}}\left(f_{x, c}-g \theta\right)+\delta_{\mathrm{x}} \dot{\theta}_{\mathrm{a}} \tag{3-19}
\end{equation*}
$$

Recognize that during the onset of the surge acceleration cue in the longitudinal channel, the low frequency portion of the specific force drives pitch rate until the pitch channel aligns the gravity vector, providing the sustained acceleration effect, thus nulling the error term $\left(f_{x, c}-g \theta\right)$. The target angle for the coordinated tilt is plotted and annotated on the Pitch platform channel. It is not clear at this point though because the platform achieves the target tilt and overlays the target plot, a dashed line.

Getting back to the workspace limits, the steps in the limits are a function of the step size. The routine executes faster with a larger step size, but the steps get bigger and the plots look messy. Smaller step sizes produce smoother limits, but the routine takes longer to find them. So, again, there is a tradeoff. One way to get smoother plots,
in a reasonable time, is to pass the limit signals through a low pass filter. The effect of filtering the limits in this manner is shown in Figure 3.14 and Figure 3.15 for the $Z_{\text {platform }}$ signal. A first-order low pass filter is used with an empirically determined time constant. The time constant must be carefully selected so that phase lags are not introduced. A time constant of 0.5 seconds is used here. The unfiltered limits are shown along with the filtered ones in Figure 3.14. In Figure 3.15, the unfiltered limits are removed to show the end result. The choice of whether to use this technique or not will depend on the application. Other methods could also be used.


Figure 3.14 Unfiltered and Filtered $Z_{\text {platform }}$ Limit Signals


Figure 3.15 Filtered $Z_{\text {platform }}$ Limit Signals

Another test, which is similar to test case 1 , is run. This test case is 1 A . The only difference is that the magnitude of the longitudinal specific force pulse is increased by $50 \%$ to $3.0 \mathrm{~m} / \mathrm{s}^{2}$. This test examines the effect of larger input signals on the workspace limits. The results are shown in Figures 3.16 and 3.17 below. In Figure 3.16, the $f_{x}$ pulse is again scaled by the scaling and limiting component. The resultant magnitude of the scaled specific force $f_{x, c}$ is $1.5 \mathrm{~m} / \mathrm{s}^{2}$. The dashed line is $f_{x, c}$. The plot for $f_{z}$, which is just $-g$, is not plotted. The platform acceleration $\ddot{X}$ is plotted along with input signals for comparison.


Figure 3.16 Test Case 1A: Specific Force Inputs and Platform X Acceleration

It is clear in Figure 3.17 how a significant excursion in the $X$ axis considerably reduces the amount of available excursion in the other DOF. The pitch channel is still able to achieve the target tilt angle though. However, if a subsequent cue is commanded in any other DOF, especially yaw or roll, the platform would be unable to respond properly. If the limits are not apparent, one might believe that sufficient travel is still available in these DOF.


Figure 3.17 Test Case 1A: Platform Positions and Workspace Limits

One other test, which again is similar to test case 1 , is run. This test case is 1B. This test examines the effects of improper actuator stroke limiting in the real-time simulation or hardware. The stroke of the actuators is limited by an arbitrary amount in the actuator extension transformation component. The reason for this demonstration is to show that modifying the calibration of the actuator extensions can improperly reduce the overall workspace and induce the perception that the motion is attenuated. This could lead one to quickly presume that parameters, like the gains, in either the input component or the cueing component have been modified. Yet, upon inspecting these
components, everything appears normal. A situation like this could occur if the calibration of the simulator actuators is changed to allow the installation of the device in a facility that is smaller than for which it is designed. The magnitude of the longitudinal specific force pulse is held at $3.0 \mathrm{~m} / \mathrm{s}^{2}$ as in test case 1 A . So, the input signals are the same as in Figure 3.16, and will not be plotted. The platform results are shown in Figures 3.18.

In comparing Figure 3.18 to Figure 3.17, the platform response in Figure 3.18 appears attenuated for the same input signal. Again, this could lead one to quickly presume that input or cueing parameters have been modified to achieve this. But, the pitch response plot reveals some interesting information. Notice that the platform does not reach the tilt target, which means that the sustained cue will not induce the proper perception of sustained acceleration. The tilt target is commanded by the motion cueing component, so it appears that the cueing component is working properly. If the workspace limits are not apparent, one could be convinced that the cueing algorithms are okay, and the motion has reached the limits of the workspace. Therefore, the motion hardware is doing the best that it can do. However, the limits provide evidence that a sufficient amount of workspace is available in the pitch axis to achieve the target tilt. This shows the advantage of determining the workspace limits. Other problems might exist, but this method helps to narrow down the source of the problem.


Figure 3.18 Test Case 1B: Platform Positions and Workspace Limits

### 4.0 DISCUSSION AND CONCLUSION

### 4.1 Discussion

Many factors affect the evaluation of the motion system. The lack of sufficient evaluation criteria for motion systems has contributed to perceivable differences in motion cues among similar airplane simulators. Obviously, stand-alone tests are not sufficient to check the fidelity of the motion cues within the workspace. To resolve a portion of this issue, an improved evaluation method is presented to enable a better assessment of motion cueing within the workspace. It consists of an off-line routine that determines the dynamic workspace limits of a motion system from a recorded platform trajectory, which is generated by an inverse actuator transformation. It is based on optimization techniques and incorporates a simple steepest descent algorithm using a constant step size. Although using a constant step size is not as effective or as fast as using other techniques, it is straightforward and easy to implement. And, since this study proposes that the method be used to post process the motion trajectory data, in lieu of attempting to integrate it into the real-time simulator environment, speed is not as important as accuracy.

The routine is useful because it provides one more way to better assess if the motion cueing system is providing optimum cues within its workspace. This was demonstrated in two test cases. Test cases 1A and 1B, in section 3.4.2, addressed two concerns, which were described in section 3.2.2, involving the workspace of the motion
system. Recall that the one concern involved reports that some motion systems appear to be considerably attenuated. Test case 1B gave a possible cause and then demonstrated that it was feasible. Incidentally, this reveals the fallacy of relying on motion cue repeatability tests. If this test case was a motion repeatability test, it probably would pass most of the time, but it would not be correct. Another study, while examining the effects of simulator motion on pilot training to determine if there is a sound basis for the motion requirement to justify its cost, noted that the motion system did not respond much to commanded vertical accelerations, especially during $\mathrm{V}_{1}$-cut maneuvers. Test case 1A showed that significant excursions in one or two DOF restrict excursions in the others. The $\mathrm{V}_{1}$-cut maneuver occurs during the takeoff roll when the simulator is normally surging and pitched up. This was basically the simulator trajectory in test case 1A. Test case 1A showed a significant reduction in vertical, lateral, roll, and yaw cues in this case. So this could provide and adequate explanation for that concern.

For this method to be the most effective, it must be combined with other more extensive and appropriate human-factors testing methods that have been presented in past motion studies to evaluate motion cueing. At a minimum, data on simulated airplane motions, airplane pilot sensations, simulator motions, simulator pilot sensations, and motion platform positions should be recorded, along with the workspace limits.

### 4.2 Conclusion

In conclusion, the main accomplishment of this thesis is the development of an off-line routine, based on optimization methods, that determines the dynamic workspace
limits of a motion system in all DOF from a recorded platform trajectory. Its effectiveness has been demonstrated on simulated platform trajectories that were generated by driving an off-line motion system simulation with simple test signals. Presenting the platform trajectory along with the dynamic workspace limits provides an effective way of evaluating the quality of motion cues within the workspace. This gives the evaluator another means of assessing if the workspace is being used optimally. And, the method can be used to detect possible real-time hardware or software anomalies. By itself, its use is limited. But, when augmenting the existing motion criteria that are used in current evaluation methods with criteria based on the dynamic workspace limits, an improved evaluation method results. Thus, this improved evaluation method contributes to the development of criteria for motion evaluation.

## Future research:

The next steps in this research are to implement the workspace limit routines in an airplane simulator and to evaluate their effectiveness under simple motion test conditions. After verifying the initial integration of the software and hardware, the main task will be to validate the accuracy of the workspace limits routine at a sufficient number of different platform positions. Then, a means of properly combining this system with other motion evaluation criteria must be investigated. Finally, the improved motion evaluation criteria will need to be incorporated into existing simulator validation tests to demonstrate the proper integration of the motion system.
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[^0]:    *Parenthetical references placed superior to the line of text refer to the bibliography.
    ${ }^{1}$ Cue is defined here as a stimulus that elicits a percept.

[^1]:    *The workspace is the maximum usable translational and rotational mechanical travel of the motion platform.

