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Abstract

We discuss a new strategy for prevalence estimation in the presence of misclassification.

Our method is applicable when misclassification probabilities are unknown but independent

replicate measurements are available. This yields the kappa coefficient, which indicates the

agreement between the two measurements. From this information, a direct correction for

misclassification is not feasible due to non-identifiability. However, it is possible to derive esti-

mation intervals relying on the concept of partial identification. These intervals give interesting

insights into possible bias due to misclassification. Furthermore, confidence intervals can be

constructed. Our method is illustrated in several theoretical scenarios and in an example from

oral health, where prevalence estimation of caries in children is the issue.

Key words: partial identification; sensitivity analysis; prevalence estimation; kappa coefficient;

misclassification

1 INTRODUCTION

It is well known that ignoring measurement error (ME) and misclassification (MC) may lead to

severely biased parameters estimation. For the effects of the latter see e.g. (Kenkel, Lillard &

Mathios 2004), (Vogel, Brenner, Pfahlberg & Gefeller 2005), (Walter, Hsieh & Liu 2007), (Keane

& Sauer 2009). Many correction procedures are available for (approximately) unbiased estimation

in the presence of ME or MC, see in particular the monographs (Carroll, Ruppert, Stefanski &

Crainiceanu 2006, Gustafson 2004). Most of those procedures are based on some information

about the process of measurement. In the case of an additive measurement error, typically the
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variance of measurement error has to be known or to be estimated, e.g. by replicate measurements

to enable unbiased estimation. In the presence of MC, knowledge of the conditional probabilities

of correct classification, in the binary case sensitivity and specificity, allows for general estimation

procedures in complex models; see (Hausman, Abrevaya & Scott-Morton 1998) and (Neuhaus 1999)

for fundamental work concerned with response misclassification and, e.g. (Küchenhoff, Mwalili &

Lesaffre 2006), (Lyles, Allen, Flanders, Kupper & Christensen 2006), (Lewbel 2007), (Zucker &

Spiegelman 2008) for methods handling misclassified covariates. When no such information about

ME or MC is available, identification problems arise and no consistent parameter estimation is

possible. Well-known examples are estimation in simple linear regression with covariate ME as

well as the problem of estimating probability distributions of outcomes in the presence of MC.

In this paper, we examine the latter problem; when some information about the MC process

is available that is insufficient for deriving well-identified consistent estimates, but still provides

valuable insight by giving non-trivial estimation regions.

One important example for estimating probability distributions in medical and clinical research

is prevalence estimation, i.e. estimating the probability that a randomly sampled person of the

population is diseased. In the presence of MC, induced, e.g., by a medical examiner or a diag-

nostic tool, prevalence estimation using the relative frequency ignoring MC (naive estimation) is

biased. In this situation an unbiased estimator is available when the conditional probabilities of

correct diagnosis (sensitivity and specificity) are known or can be estimated consistently. However,

estimating sensitivity and specificity using a validation study usually relies on the availability of a

correct diagnostic method (gold standard) in the validation sample. If such a gold standard method

is not available, then it is usual practice to replicate measurements on the same unit to get some

information on the quality of the measurement procedure. In the case of the availability of three in-

dependent measurements with identical sensitivity and specificity, it is possible to obtain consistent

estimators of prevalence; for a recent discussion, see (Pepe & Janes 2007). Another scenario, where

the parameters are identified, is the availability of two independent measurements with identical

sensitivity and specificity in two different populations, see (Stamey, Boese & Young 2008).

When only two replicate measurements in one population are available, the quality of measure-

ment is characterized by Cohen’s kappa coefficient (Cohen 1960), which is based on the agreement

of the replicates (“inter rater reliability”). Although there is a long discussion about the problems

of using the kappa coefficient (Vach 2005, Feuerman & Miller 2008), it is reported in many studies

but no further correction is performed. This had been supported by the fact that a correction for

MC only based on the kappa coefficient had been understood as being infeasible since the resulting
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estimation model is not well-identified. In this paper, we develop and explore a new method for

using the information on kappa coefficient to obtain valuable insights into prevalence. In the spirit

of the methodology of partial identification (e.g. (Manski 2003)) and systematic sensitivity anal-

ysis (Vansteelandt, Goetghebeur, Kenward & Molenberghs 2006), we construct tight estimation

intervals for the prevalence and discuss their properties.

The paper is organized as follows. In Section 2, we deduce basic formulae for the relationship

between prevalence, observed prevalence, sensitivity, specificity and the kappa coefficient. This

yields estimation intervals for the prevalence. In Section 3, sampling variability is incorporated

into our estimates resulting in confidence intervals. In Section 4, we apply our findings to a data

set of caries research before we conclude with a brief further discussion of our approach in Section

5.

2 PREVALENCE ESTIMATION UNDER MISCLASSIFI-

CATION

We address the problem of estimating the prevalence of a certain disease, i.e. a probability p :=

P (Y = 1), where Y denotes the indicator for the (true) disease status. Due to the possible presence

of MC we cannot observe Y directly, but instead the diagnosis of an examiner, which is denoted

by Y ∗. The naive estimator 1
n

∑n
i=1 Y

∗
i based on a simple random sample of size n is biased and

converges to P (Y ∗ = 1). We call p∗ := P (Y ∗ = 1) the naive prevalence and denote the naive

estimator based on the observed relative frequency by p̂∗. The relationship between the true and

the naive prevalence using sensitivity sens and specificity spec of the diagnosis is given by the

following equations:

sens := P (Y ∗ = 1|Y = 1)

spec := P (Y ∗ = 0|Y = 0)

p∗ = p · sens+ (1− p) · (1− spec) (1)

If sensitivity and specificity are known, equation (1) yields an unbiased estimator of p by

p̂ =
p̂∗ + spec− 1

sens+ spec− 1
. (2)

The denominator of the equation (2) leads to the assumption

sens+ spec > 1, (3)
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which we will require to be satisfied in the whole analysis in this paper. This commonly used

assumption is not a substantial restriction, since otherwise the diagnosis does not contain any

useful information.

2.1 Establishing a Relationship between the Kappa Coefficient, Misclas-

sification Probabilities and Prevalence

The kappa coefficient κ as proposed by (Cohen 1960), see also, e.g., (Roberts 2008) and (Shoukri

& Donner 2009) for recent developments, assesses the chance corrected agreement among replicate

measurements on the same units. Usually the replicates correspond to different raters or examiners.

The closer κ is to 1, the better the agreement of the examiners. Considering the case of two

replicates (examiners) Y ∗
1 , Y

∗
2 , the (theoretical) kappa coefficient is defined by

κ :=
po − pe
1− pe

(4)

pjk := P (Y ∗
1 = j, Y ∗

2 = k)

po := p00 + p11

pe := (p00 + p01) · (p00 + p10) + (p10 + p11) · (p01 + p11)

Here, po is the probability of the observed agreement and pe is the expected agreement by chance.

There is an explicit relation between the kappa coefficient, the prevalence and the probabil-

ities of misclassification, which will be useful to identify regions for the prevalence. Under the

assumptions

(A1) Independent conditional distributions Y ∗
1 |Y and Y ∗

2 |Y for both replicates

(A2) Equal sensitivity and specificity for both replicates

the following equation holds (p ∈ (0; 1)).

κ =
p (1− p) (sens+ spec− 1)2

(spec− p (sens+ spec− 1)) · (1− spec+ p (sens+ spec− 1))
(5)

Equation (5) is deduced by using the assumptions (A1) and (A2) that imply

p00 = (1− p) · spec2 + p · (1− sens)2

p01 = (1− p) · spec · (1− spec) + p · (1− sens) · sens

p10 = (1− p) · (1− spec) · spec+ p · sens · (1− sens)

p11 = (1− p) · (1− spec)2 + p · sens2 (6)
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This leads, together with (4), to formula (5). Note that the kappa coefficient can be seen as a

parameter of one scoring process. It is a measurement of agreement, when it is independently

applied on the same subject twice.

2.2 Bias Correction using the Kappa Coefficient

We want to estimate the true prevalence p using the naive estimator p̂∗ and a given or consistently

estimated kappa coefficient. The basic approach is to use equations (5) and (1) and solve them

for p. Since there are three unknowns (p, sens, spec) and only two equations, there is a lack of

identifiability and no direct estimator can be deduced. However, non trivial intervals I(ϑ ‖ p∗, κ) for

the possible solutions for the three parameters ϑ ∈ {p, sens, spec} can be derived, by additionally

relying on the constraint that all probabilities are in [0; 1]. Following (Manski 2003), these solutions

are called identification regions. In (Vansteelandt et al. 2006) they are called ignorance regions,

since they relate to ignorance in contrast to sampling error.

Theorem 2.1 ( Identification Regions for p, sens and spec using p∗ and κ)

Let the assumptions (A1) and (A2) hold. Additionally, let the naive prevalence p∗ ∈ [0, 1], the

kappa coefficient κ ∈ (0, 1] and sens + spec > 1 (see (3)). Then the identification regions for the

prevalence p, the sensitivity sens and the specificity spec are given by

I(p ‖ p∗, κ) =

[
p∗

p∗ + κ−1(1− p∗)
;

p∗

p∗ + κ (1− p∗)

]
(7)

I(sens ‖ p∗, κ) = [p∗ + κ (1− p∗); 1] (8)

I(spec ‖ p∗, κ) = [1− p∗ + p∗κ; 1] (9)

The regions in the theorem follow directly by solving equations (5) and (1), and therefore are the

best that we can learn from the given values of p∗ and κ, without adding further assumptions.

Details of the derivation are given in the appendix.

Naturally, the width of the intervals decreases when the kappa coefficient κ increases. Indeed,

considering the extreme case where the examiners’ assignments are almost random, (κ → 0) leads

to the vacuous statement Ip = [0; 1]. On the other hand, complete agreement, and therefore κ = 1,

results in point identification, where the region for p degenerates to p∗ and sens = spec = 1. In

Figure 1, the identification regions are displayed as a function of the kappa coefficient for fixed

values of p∗. For reasonable agreement of the measurements, in particular, the intervals are small

enough to provide valuable insight into the true prevalence.
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Figure 1: Identification regions for prevalence p

Note that, by construction, the method is based on the data in a conservative manner. Conse-

quently, the identification region necessarily contains p∗: By κ ≤ 1 we conclude
p∗

p∗ + κ−1(1− p∗)
≤

p∗

p∗ + (1− p∗)
= p∗ and

p∗

p∗ + κ(1− p∗)
≥ p∗

p∗ + (1− p∗)
= p∗.

The regions given in Theorem 2.1 are the best we can conclude from the data alone. They

describe coherent interval-valued probabilities and F-probabilities in the sense of (Walley 1991)

and (Weichselberger 2001), for details see Appendix C.

Theorem 2.1 enables us to calculate identification regions for the prevalence, sensitivity and

specificity from the naive estimator p̂∗ and an estimated kappa value κ̂, by substituting p∗ and κ

with their estimators in equations (7) to (9). Note that these intervals correspond to point esti-

mators and, in particular, are not confidence intervals. Strategies for finding confidence intervals,

i.e. additionally taking the sampling variation into account, are given in the following section.

3 CONFIDENCE INTERVALS

We follow here the strategy from (Vansteelandt et al. 2006) and define a parameter γ, which is not

identified by our data, but the other parameters of our models are identified conditional on this

parameter. As a suitable choice for this identifying parameter we propose in our context γ := sens
spec ,

which indeed would result in a point identified estimator, see (13). The parameter γ has an obvious

interpretation relating the probabilities of the two types of misclassification. In the framework of

(Vansteelandt et al. 2006) it is called a sensitivity parameter. We do not use this technical term

here to avoid confusion with the sensitivity of the diagnosis sens. The parameter γ is restricted

by (8) and (9). Therefore, the range of γ is given by
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[γmin, γmax] =

[
p∗ + κ (1− p∗),

1

1− p∗ + p∗κ

]
. (10)

We now assume that a consistent estimator (p̂∗, κ̂) with asymptotic covariance matrix Σ is

available. If the estimator of κ is estimated by an independent validation study, Σ is diagonal. If

we assume that κ is known, then the corresponding entries in Σ are 0.

To construct a confidence interval
[
L(p̂∗, κ̂);U(p̂∗, κ̂)

]
for the parameter p we have to ensure

that the coverage probability exceeds the confidence level 1− α for every γ ∈ [γmin, γmax], i.e.

inf
γ∈ [γ̂min, γ̂max]

Probγ(p ∈
[
L(p̂∗, κ̂);U(p̂∗, κ̂)

]
) ≥ 1− α (11)

This can be achieved by defining the confidence interval as the union of confidence intervals over

the identification parameter γ

[
L(p̂∗, κ̂);U(p̂∗, κ̂)

]
:=

⋃

γ∈ [γ̂min, γ̂max]

[
L(p̂∗, κ̂, γ);U(p̂∗, κ̂, γ)

]
(12)

with
[
L(p̂∗, κ̂, γ);U(p̂∗, κ̂, γ)

]
as suitable confidence intervals for fixed parameter γ. To calculate

the latter, we apply the delta method and use for fixed γ the point estimator for p given by

p̂ (p̂∗, κ̂, γ) =
(1− p̂∗) · γ − p̂∗ −√

w

(p̂∗ − 1) · γ2 + (1−√
w) · γ − p̂∗ −√

w
(13)

with w = (p̂∗ − 1)2 · γ2 − 2 · p̂∗ · (p̂∗ − 1) · (2 · κ̂− 1) · γ + (p̂∗)2

derived from (5) and (1) according to Appendix II. The asymptotic variance is given by the delta

method

V ar(p̂ (p̂∗, κ̂, γ)) = DT
p ΣDp (14)

Here, Dp is the vector of derivatives of p̂ (p̂∗, κ̂, γ) with respect to p̂∗ and κ̂, and Σ is the

corresponding covariance matrix. Details are given in Appendix II.

Since the relationship (13) between γ and p is monotone, the choice of the confidence intervals in

(12) can be optimized, see (Vansteelandt et al. 2006) or (Imbens & Manski 2004), (Stoye 2009a). If

the local confidence intervals are small compared to the identification region the confidence interval

is given by

[
L(p̂∗; κ̂) , U(p̂, κ̂)

]
=

[
p̂(p̂∗, κ̂, γ̂max)− z1−α ·

√
V̂ ar(p̂(p̂∗, κ̂, γ̂max)); p̂(p̂∗, κ̂, γ̂min) + z1−α ·

√
V̂ ar(p̂ (p̂∗, κ̂, γ̂min))

]

(15)
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The range for γ is estimated using (10). Since the estimator of (p̂∗, κ̂) is consistent, the probability

that the interval [γ̂min, γ̂max] covers the true parameter γ tends to 1 as sample size n goes to

infinity. Therefore, (15) is an asymptotic confidence interval.

4 EXAMPLE

4.1 The Signal-Tandmobielr Study

The Signal-Tandmobielr study is a 6-year longitudinal oral health study, conducted in Flanders

(Belgium) involving 4468 children. Data were collected on oral hygiene, gingival condition, dental

trauma, prevalence and extent of enamel developmental defects, fluorosis, tooth decay, presence

of restoration, missing teeth, stage of tooth eruption and orthodontic treatment need, all by using

established criteria, see (Vanobbergen, Martens, Lesaffre & Declerck 2000). The children were

examined annually during 1996 to 2001. Measurement of interest is the dmft index, which is the

sum of the number of decayed, missing due to caries or filled teeth.

We use the dmft index as an indicator for the presence or absence of caries for each child to

examine the prevalence of caries. The observed disease status Y ∗
i for child i is

Y ∗
i =





1 caries observed (dmft > 0)

0 no caries observed (dmft = 0)

For illustration of our methods, we estimate the naive prevalence and its variance for the years 1996

(age 6), 1998 (age 8) and 2000 (age 10), see Table 1. These are the years in which a calibration

study was conducted. The longitudinal structure is ignored and the naive prevalence naturally

increases over the years, i.e. with the age of the children, and its standard error is very low due to

the high sample size n.

Table 1: Signal-Tandmobielr study: Estimation of p̂∗ per year

year n p̂∗ se(p̂∗)

1996 (age 6) 3378 0.118 0.006

1998 (age 8) 3657 0.280 0.007

2000 (age 10) 3415 0.380 0.008

In the calibration study in (Mwalili, Lesaffre & Declerck 2005), the observations of the 16

regular examiners were compared to a gold standard examiner resulting in estimation of sensitivity
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and specificity. However, letting one single person be the gold standard examiner can still not

guarantee correctness. To incorporate this possibility of an error, the gold standard examiner

is now considered a ‘common’ examiner. For illustration of our methods we assume that all

examiners have the same, conditionally independent, scoring behavior (i.e. the same sensitivity and

specificity), satisfying assumptions (A1) and (A2). The results for estimating the kappa coefficient

are presented in Table 2. According to the classification proposed by (Landis & Koch 1977), the

agreement of the observers in the years 1996 and 1998 is only moderate, but in the year 2000 the

agreement is substantial. The estimated standard errors of the kappa coefficient are rather high

due to the small sample size. A possible explanation for the increase of the kappa coefficient over

the years is that the observers improve their examination of caries due to their experience and

calibration exercises over time (Mwalili et al. 2005).

Table 2: Signal-Tandmobielr study: Estimation of κ per year

year n κ̂ se(κ̂)

1996 120 0.577 0.080

1998 157 0.602 0.066

2000 148 0.746 0.057

4.2 Correction for Misclassification

We use the methods shown in this paper to correct the estimated prevalence for misclassification.

In Table 3, the corresponding identification regions based on the point estimation of p∗ and κ using

Theorem 2.1 are presented. The regions for the prevalence in the years 1996, 1998 and 2000 are

wide. This is a consequence of the low kappa coefficient, reflecting the low agreement among the

examiners. As discussed, the estimated regions include the naive estimator, but it can be seen that

the naive estimator could be seriously biased. Moreover, the regions for specificity, and especially

for sensitivity are wide, too.

Table 3: Signal-Tandmobielr study: Estimated identification regions for p, sens and spec

year p̂∗ κ̂ I(p ‖ p̂∗, κ̂) I(sens ‖ p̂∗, κ̂) I(spec ‖ p̂∗, κ̂)

1996 0.118 0.577 [0.072; 0.188] [0.627; 1.000] [0.950; 1.000]

1998 0.280 0.602 [0.190; 0.393] [0.714; 1.000] [0.889; 1.000]

2000 0.380 0.746 [0.314; 0.451] [0.843; 1.000] [0.903; 1.000]
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(Mwalili et al. 2005) have interpreted the validation study in another way. In Table 4 the results

for the standard matrix method correction and the corresponding confidence intervals are given.

There it can be seen that the corresponding corrected estimator for 1996 is not in the estimated

identification region. This highlights the problem and the relevance of the correct interpretation

of the validation study.

Table 4: Signal-Tandmobielr study: Corrected prevalence estimation with matrix method

year p̂∗ ˆsens ˆspec p̂ CI

1996 0.118 0.629 0.918 0.094 [0.007; 0.182]

1998 0.280 0.729 0.867 0.247 [0.147; 0.347]

2000 0.380 0.933 0.864 0.306 [0.239; 0.373]

In a second step, the confidence intervals for the prevalence following the strategy from Section

3 are presented in Table 5, once while incorporating the sample variability of the estimators p̂∗

and κ̂ and, for illustration, assuming κ to be known at its estimated value.

Table 5: Signal-Tandmobielr study: Confidence intervals for estimated regions

year p̂∗ κ̂ [L(p̂∗, κ̂); U(p̂∗, κ̂)] [L(p̂∗, κ); U(p̂∗, κ)]

1996 0.118 0.577 [0.057; 0.219] [0.065; 0.205]

1998 0.280 0.602 [0.170; 0.416] [0.179; 0.409]

2000 0.380 0.746 [0.297; 0.468] [0.300; 0.467]

If the kappa coefficient was considered known, the confidence intervals are only slightly smaller,

although the sampling variability for p̂∗ is rather low due to the high sample size in the validation

study.

Finally, the following figure graphically summarizes the different methods estimating the preva-

lence. The asymptotic confidence intervals for the naive prevalence are pretty small compared to

the identification regions and to the corresponding confidence intervals, which are both based on

the additional information from the kappa coefficient. Consequently, the confidence regions based

on naive prevalence estimation still suffer from a severe overprecision. Although being somewhat

large, the identification region and the corresponding confidence regions still provide valuable in-

sight into the prevalence. For example the hypothesis H0 : p ≤ 0.25 could be rejected at the 5
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Figure 2: Signal-Tandmobielr: Prevalence estimation: identification region and confidence limits

percent-level for the 10 year old children.

If further nontrivial bounds on sensitivity and specificity are available by some external in-

formation, then this can be incorporated in an analogous way resulting in smaller identification

regions and smaller confidence intervals based on them.

5 DISCUSSION

The concept of using identification regions or intervals of ignorance in the case of misclassifica-

tion with partial information on sensitivity and specificity provided by the kappa coefficient has

been shown as a powerful tool for data analysis. It avoids the potentially substantial bias arising

from simply ignoring misclassification if no direct correction method is available. The resulting

identification regions are tight in the sense that they can not be improved without adding further

assumption and so they are the best that we can conclude from the data alone in this context.

Our example shows that the possible effect of misclassification is rather high, even when the inter

rater reliability is substantial in terms of (Landis & Koch 1977). Furthermore, the strategy of
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distinguishing between sampling error and ignorance due to non-identifiability is useful, since it

highlights possible shortcomings in the sampling of the data structure, which cannot be compen-

sated by a large sample size.

Since we use the value of the kappa coefficient from validation data or from other sources of

information, one crucial assumption for our analysis is that this value is also correct for the main

data set. This will be the case if our replication data are a random sample from our main study

(internal validation). Otherwise this assumption could be disputable. It is well-known that the

kappa coefficient depends on the prevalence when sensitivity and specificity are fixed (Cook 1998).

So our procedure cannot be used when the prevalence in the validation data differs from the

prevalence in the main study, even if we assume that the scoring procedure has fixed sensitivity and

specificity. However, the latter assumption could also be problem, see the discussion in (Vach 2005).

In our example, the validation study was part of a training programm for the examiners. On the

one hand the prevalence was higher for the validation but on the other hand there were possibly

more children in that sample that were difficult to score. This could lead to values of sensitivity

and specificity which are different in the main study.

However, the kappa coefficient could be nearly identical in both parts of the study. (Vach

2005) performs some calculations and presents plausible scenarios for this assumption. Thus, our

procedure can also be applied to studies where the value of the kappa coefficient can be transferred

from the validation data to the main study even this is not true for sensitivity and specificity.

Obviously, this issue has to be treated with great care.

If no reliable information is available about the misclassification probabilities, our approach

could be adopted to the case where sensitivity and specificity vary in certain ranges, closely relating

our procedure to the ’direct method’ of (Molinari 2008). Then our identification parameter is two

dimensional, which will result in larger identification regions.

The general methodology underlying our investigation can also be seen as a systematic sen-

sitivity analysis for possibly deficient data, also strongly related to the conservative handling of

deficient data in imprecise probability settings (e.g. (De Cooman & Zaffalon 2004), (Utkin &

Augustin 2007), (Zaffalon & Miranda 2009)). Up to now, such methods have been mostly ap-

plied to the case of missing data with an unknown missing mechanism (e.g. (Manski 2005),

(Molenberghs 2009), for surveys), notably with regard to missingness due to counterfactuality

when analysing treatment effects (see e.g. (Cheng & Small 2006), (Gundersen & Kreider 2009),

(Kreider & Hill 2009), (Stoye 2009b), (Manski & Pepper 2009)). Related ideas have, for in-

stance, been applied to handle publication bias in meta analysis (Copas & Jackson 2004, Henmi,
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Copas & Eguchi 2007), in the reanalysis of a public opinion survey (Beunckens, Sotto, Molen-

berghs & Verbeke 2009) or to derive tight bounds on demand responses (Blundell, Browning &

Crawford 2008).

Our approach promises, mutatis mutandis, to also be powerful for other types of error-prone

data, like misclassification for more than two categories and for (additive or multiplicative) mea-

surement error with unknown variance. In the latter case, the availability of replicates would yield

identification in many instances, but often no information about the measurement error is avail-

able, and then partially identified corrected estimators are the best option available.
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A Proof of Theorem 2.1

Proof of Theorem 2.1 Assume p∗ ∈ (0; 1) and κ ∈ (0; 1) and let the assumptions (3), (A1) and

(A2) hold. To proof the theorem the set of equations´ (see equations (1) and (5))

p∗ = p · sens+ (1− p) · (1− spec)
(16)

κ =
p (1− p) (sens+ spec− 1)2

(spec− p (sens+ spec− 1)) · (1− spec+ p (sens+ spec− 1))

is required. It consists of the relation of p, sens and spec to p∗ and to κ, respectively. For the

proof, the following Lemmata are useful.

1. Lemma A.1 The maximal values sensmax and specmax for sensitivity and specificity based

on the set of equations (16) are

sensmax = 1 and specmax = 1

This is justified by substituting sens = 1 in (16), which leads to the unique solution

p = p∗ [ p∗ + κ−1 (1− p∗) ]−1 ∈ (0; 1) and spec = 1− p∗ + p∗ κ ∈ (0; 1)

and substituting spec = 1, which leads to

p = p∗ [ p∗ + κ (1− p∗) ]−1 ∈ (0; 1) and sens = p∗ + κ (1− p∗) ∈ (0; 1).

2. Lemma A.2 (a) Assume sens is fixed. Then p is increasing with increasing spec.

(b) Assume spec is fixed. Then p is decreasing with increasing sens and vice versa.

(c) Assume p is fixed. Then sens is decreasing with increasing spec and vice versa.

As a first step to prove this lemma note that with assumption (3) sens+spec > 1 ⇐⇒ 1−spec <

sens and equation (1) we get

p∗ < p · sens+ (1− p) · sens = sens (17)

and analogously

p∗ > 1− spec. (18)

Then the relation of p, sens and spec based on the set of equations (16) is analyzed, where at

any time one of these parameters is assumed to be fixed, which leads to the statements 2.(a)-(c).

In detail the following relationships arise:

14



(a) Assume sens is fixed. Then the relation of p and spec is

p(spec) =
(1− p∗ − spec)2

(1− p∗ − spec)2 + κ p∗ (1− p∗)

∂ p(spec)

∂ spec
=

2κ p∗ (1− p∗) (p∗ + spec− 1)

((1− p∗ − spec)2 + κ p∗ (1− p∗))2
> 0 since, according to (18), spec > 1− p∗

(b) Assume spec is fixed. Then the relation of p and sens is

p(sens) =
κ p∗ (1− p∗)

κ p∗ (1− p∗) + (p∗ − sens)2

∂ p(sens)

∂ sens
=

2κ p∗ (1− p∗) (p∗ − sens)

(κ p∗ (1− p∗) + (p∗ − sens)2)2
< 0 since, in the light of (17), sens > p∗

(c) Assume p is fixed. Then the relation of sens and spec is

sens(spec) =
(1− p∗ − spec) p∗ − κ p∗ (1− p∗)

1− p∗ − spec
(19)

∂ sens(spec)

∂ spec
=

κ p∗ (p∗ − 1)

(1− p∗ − spec)2
< 0 since, by (18), in particular, spec 6= 1− p∗

Using Lemma A.1 and Lemma A.2, the limits I(p ‖ p∗, κ) and I(p ‖ p∗, κ) of I(p ‖ p∗, κ)

are solutions of the set of equations (16), calculated as follows: Inserting the maximal value

I(sens ‖ p∗, κ) = 1 and solving (16) leads to I(p ‖ p∗, κ) and inserting I(spec ‖ p∗, κ) = 1 to

I(p ‖ p∗, κ), see formula (7).

For p∗ = 0, p∗ = 1 and κ = 1 the identification regions are not defined, but continuously

continuable.

The calculation of Isens and Ispec is analogous.

B Details of Section 3

With γ = sens
spec > 0 the set of equations (16) now has the form

p∗ = p · γ · spec+ (1− p) · (1− spec)

κ =
p (1− p) (γ · spec+ spec− 1)2

(spec− p (γ · spec+ spec− 1)) · (1− spec+ p (γ · spec+ spec− 1))

which leads to the following formulas for p and spec in dependence of γ

p(γ) = − (p∗ − 1) γ + p∗ +
√
w

(p∗ − 1) γ2 + (1−√
w) γ − p∗ −√

w

spec(γ) = 0.5 (1− p∗ + γ−1 (p∗ +
√
w))

15



Using the delta method (e.g. (Bickel & Doksum 2001)), the asymptotic variance of the corre-

sponding estimator p̂(γ) of the prevalence p in dependence of γ is given by

var(p̂(γ)) =
16 γ4

(γ − p∗ −√
w + γ2 (p∗ − 1)−√

w γ)4 w
·

[
(1 + 2 γ + γ2) var(κ̂) p∗6 − (2 + 6 γ + 4 γ2) var(κ̂) p∗5

+(1 + 6 γ + 6 γ2) var(κ̂) p∗4 − (4 γ2 + 2 γ) var(κ̂) p∗3

+(κ2 var(p̂∗) γ2 + κ2 var(p̂∗)− 2κ2 var(p̂∗) γ + var(κ̂) γ2) p∗2

+ (−2κ2 var(p̂∗) γ2 + 2κ2 var(p̂∗) γ) p∗ + κ2 var(p̂∗) γ2]

with

w = (p∗ − 1)2 · γ2 − 2 · p∗ · (p∗ − 1) · (2 · κ− 1) · γ + p∗2

and the asymptotic variance of spec is given by

var( ̂spec(γ)) =
((1− p∗) γ2 + (

√
w + 4κ p∗ − 2κ− 2 p∗ + 1) γ −√

w − p∗)2 var(p̂∗)

4w γ2
+

p∗2 (p∗ − 1)2 var(κ̂)

w

C Recoding and identification regions

We provide a short proof that identification regions are logically consistent in the sense that

recoding does not change the conclusions to be drawn. Denote after transition from Y to Ỹ := 1−Y

and Y ∗ to Ỹ ∗ := 1 − Y ∗ the corresponding prevalence by p̃ := P (Ỹ = 1) = 1 − p and the

corresponding naive prevalence by p̃∗ = P (Ỹ ∗ = 1) = 1−p∗, respectively, and note that sensitivity

and specificity exchange their role, s̃ens = P (Ỹ ∗ = 1 | Ỹ = 1) = P (Y ∗ = 0 | Y = 0) = spec and

s̃pec = P (Ỹ ∗ = 0 | Ỹ = 0) = P (Y ∗ = 1 | Y = 1) = sens, while κ is not changed by this recoding

procedure. i.e. κ = κ̃:

κ̃ =
p̃ (1− p̃) (s̃ens+ s̃pec− 1)2

(s̃pec− p̃ (s̃ens+ s̃pec− 1)) · (1− s̃pec+ p̃ (s̃ens+ s̃pec− 1))

=
(1− p) p (spec+ sens− 1)2

(sens− (1− p) · (spec+ sens− 1)) · (1− sens+ (1− p) · (spec+ sens− 1))
= κ

Similar algebra shows that the corresponding identification regions are conjugated., i.e. the lower

bound of I(p ‖ p∗, κ) and the upper bound of I(p̃ ‖ p̃∗, κ̃) as well as the upper bound of I(p ‖ p∗, κ)

and the lower bound of I(p̃ ‖ p̃∗, κ̃) sum up to one, and thus, since Y is dichotomous, I(p ‖ p∗, κ)

and I(p̃ ‖ p̃∗, κ̃) describe coherent interval-valued probabilities and F-probabilities in the sense of

(Walley 1991) and (Weichselberger 2001). Moreover, the identification regions of sens and s̃pec,

as well as of spec and s̃ens, coincide.
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