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Abstract

In this paper, we describe a database query system that
provides visual relevance feedback in querying large data-
bases. The goal of our systemisto support the query specifi-
cation process by using each pixel of the display to represent
one data item of the database. By arranging and coloring the
pixels according to their relevance for the query, the user
getsa visual impression of the resulting data set. Using slid-
ersfor each condition of the query, the user may change the
query dynamically and receives immediate feedback by the
visual representation of the resulting data set. By using mul-
tiplewindows for different parts of a complex query, the user
getsvisual feedback for each part of the query and, therefore,
will easier understand the overall result. The system may be
used to query any database that containstens of thousandsto
millions of data items, but it is especially helpful to explore
large data setswith an unknown distribution of values and to
find the interesting hot spotsin huge amounts of data. The di-
rect feedback allows to visually display the influence of in-
cremental query refinements and, therefore, allows a better,
easier and faster query specification.

1. Introduction

In very large databases with tens of thousands or even mil-
lionsof dataitemsitisoftenaproblemtofind thedataaperson
isinterestedin. Scientific, engineering or environmental data-
bases, for example, contain large amounts of data that, in
many cases, are collected automatically via sensors and (sat-
ellite) monitoring systems. In querying such systems even a
user who is experienced in using the database and the query
system may have difficultiesto find theinteresting data spots.
If the user does not know exactly the dataand itsdistribution,
many queries may be needed to find the interesting data sets.
The result for most queries will contain either less data than
expected, sometimes even no answers, so-called ‘NULL' re-
sults, or more datathan expected, at least morethantheuseris
willing to deal with. The core of the problem in searching
huge amounts of data is the process of query specification.
With today’s database systems and their query interfaces, a
person hastoissuequeriesinaone-by-onefashion. Generally,
thereareno possihilitiesto slightly changeaquery, to express
uncertain or vague queries. Most important, the user gets no
feedback on hisquery except the resulting data set containing
either no dataitemsand thus no hint for continuing the search
or too many dataitems and thustoo many to look at.

Many approaches have been made to improve the database
query interface by providing abetter feedback in cases of un-
expected results. One approach are graphical database inter-
facesthat allow the user to browse the data (e.g. BAROQUE
[Mot86], FLEX [Mot90] or GRADI [KL92]). In generd,
these systems only support the user in browsing the resulting
data and in finding errors made because of not knowing the
database system, the data model and query language, and/or
the schemaof the database. Another approach arecooperative
databaseinterfaces[Kap82, ABN92] that try to give‘ approx-
imate answers’ in cases where the query does not provide a
satisfactory answer. Such systems use techniques like query
generalization[Cha90] that isdropping or relaxing aselection
predicatein cases where the original query fails, and statisti-
cal approximations or intensional responses instead of full
enumeration in the cases of large results (key ideas are pre-
sented in [JKL77] for the first time). Cooperative systems
mainly help the user to understand the result better and to re-
fine erroneous queries but do not help to visualize huge
amounts of data and to find interesting correl ations between
attributes and their values in the context of a specific query.
Even if cooperative systems provide statistical distributions
for the values of a specific attribute, thereis no possibility to
relate this distribution to distributions of other attributes. For
relating the results of two independent selection predicates, a
cooperative system may determine the correlation coeffi-
cient, but thismay not be very helpful for aspecific dataitem
fromahugedataset. Additionally, cooperativeinterfacescan-
not givedirect feedback for dynamically changing queries.

Our ideato improve the database query interfaceisto sup-
port the query specification process by visually representing
the result. Many approaches to visualize multivariate, multi-
dimensional data have been proposed for various purposesin
different application contexts [PG88, Bed90, FB90, D90,
LWW90, MGTS90, MZ92]. In desling with databases con-
sisting of tens of thousandsto millions of dataitems, our goal
istovisualize asmany aspossible at the sametimeto givethe
user somekind of feedback onthequery. Theobviouslimitfor
any kind of visualization isthe resolution of current displays
whichisintheorder of onetothree million pixels, e.g.incase
of our 19inch displayswith aresolution of 1024 x 1280 pixels
itisabout 1.3 million pixels. Our concept isto use each pixel
of the screen to visualize the data set resulting from a query.
By the visual feedback a better, easier and faster query speci-
fication can be achieved. Important is the interactiveness of
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such asystem. The user should have the possibility to modify
the query on-lineand to seethe changes of thevisualized data
setimmediately. By playing with such asystem, the user may
learn more about the datathan by i ssuing hundreds of queries.
Aswewill show later, itisespecially useful inthe caseof com-
plex queries such asrange queries on multiple attributes.

Therest of the paper isorganized asfollows. Section 2 elab-
oratesonthenew query paradigmwhichisthebasisof our que-
ry system. Section 3 introduces our concepts for visualizing
large data sets of multivariate data and el aborates on some of
the possihilities in designing the system. Section 4 illustrates
the features provided by our query and visudization interface.
Section 5 summarizes our approach and pointsout some of the
open problemsfor futurework.

2. A New Query Paradigm

Intoday’ sdatabase systems, queriesarespecifiedinaone-by-
onefashion. Thisisadequateif the user of the database exactly
specifies the desired data and accesses a clearly separated data
set. For many application areas where databases are used on a
regular basis, e.g. accounting, reservation systems, and so on,
queries are often based on keys accessing exactly the desired
data. If e.g. aperson depositsmoney to aspecificaccount or if dl
transactionsfor aspecific account aresearched for, theresulting
datasetisclearly separated and, therefore, in genera, onequery
is sufficient to get the desired data. In other application areas,
however, especially thosewith very large datavolumessuch as
scientific, engineering or environmental databases, it is often
difficult tofind the desired data. Problemsoccur e.g. if thedata-
base contains data different to what the user expected or if the
user doesnot know exactly what gheislooking for. Inthelatter
case, querying the databaseislike an inexact search. If aquery
does not provide the desired result, usually the databaseis que-
ried by an other similar query differing injust onedetail. While
searchingfor thedesired data, often many similar queriesareis-
sued beforethe user isableto find the desired result.

Many problemsin querying adatabase ariseif the user does
not know the database system, the data model and query lan-
guage, and/or the schema of the database. But evenif the user
has perfect knowledgein al thesedomains, i.e. al queriesare
completely correct (syntacticaly as well as semanticaly),
queriesmay haveresultswhich do not correspond to the users
intention. Thereasonisthat the user doesnot know the specific
datainthedatabase. Therefore, inmost cases, itisvery difficult
for theuser to estimatetheamount of datathat will beretrieved,
especially for complex querieswith many selection predicates
and for range queries. With our query interface, we focus on
the problems arising from the vagueness of the answers for
complex queries and try to give the users more feedback on
their queries. If e.g. aresearcher in environmental scienceis
searching in ahuge database of test seriesfor significant val-
ues, ¥he might be looking for some correl ation between mul-
tiple parameters for some specific period of time and some
geographicregions. Sincenoneof theparametersfor thequery
isfixed, in generd, it isvery difficult to get the desired infor-

mation. The researcher would probably start to specify one
query that corresponds to some assumption and after issuing
many refined queries and applying statistical methods to the
results, ¥he might find some interesting correlations.

With our query interface which will be described in the next
subsection, the query specification processwould bemuch eas-
ier. In the beginning, the user still has to specify one query.
Then, shhe getsthevisual feedback on the query and may inter-
actively changethe query accordingto theimpressionfromthe
visualizedresults. Inexploring unknowndatasets, theprinciple
of incremental query refinement guided by visual feedback can
be very helpful for the user to find the desired data. The de-
scribed query specification strategy may be characterized asa
top down strategy sincethe user first specifiesaquery and then
appliesslidersfor all attributesusedinthequery toreduceor en-
largethedataretrieved. Alsoabottomup strategy isimaginable
wheretheuser first getsavisual representation of thewholeda
tabaseand usesdlidersfor thedifferent attributestofocusonthe
desired data. In the following, we only describe the top down
strategy whichisimplementedin our ‘ VisDB’-system.

3. Visualizing Large Data Sets

Asalready mentioned, the basicideaof our query and visu-
dizationinterfaceisto present asmany dataitemsaspossible
a the same time with the number of data items being only
limited by the number of pixels of the display. Our goal isto
visualizethedatain away that the user getsavisual feedback
on the query and that s/he can easily focus on the desired
data, understand the influence of various query components
and find out why dlightly different queries have completely
different results. Inthefollowing, we are going to discussthe
important aspects in designing our query and visualization
interface: the screen layouts, the heuristics used to reduce the
amount of data that is displayed, the query facilities for dif-
ferent data types including potential distance functions and
the weighting function used to combine the different query
parts of complex queries.

3.1 Screen Layouts

The principle idea for visually displaying the data on the
screen isto sort them according to their relevance with respect
tothe query and to present different relevancefactorsin differ-
ent colors. The sorting is necessary to avoid completely sprin-
kled images that would not help the user in understanding the
data. One interesting question in designing the system was
how to arrange the relevance factors on the screen. We tried
several arrangementssuch astop-down, left-to-right, centered,
etc. and found that arrangements with the highest relevance
factors centered in the middle of the window seem to be the
most natural . The one hundred percent correct answersare col-
ored yellow in the middle and the rest are rectangular spiral-
shaped around this region. The colorsrange from yellow over
green, blue and red to almost black and denote the distance
from the correct answers (c.f. section 3.2). The resulting win-
dow fortheoverall resultisalwayssimilar tothe upper left part



of the visudization window presented in figures 2-4. Overall
result windowsof different queriesonly differ inthesize of the
areaswith different colorsand may even be completely yellow
in caseswhere all the datais acompletely correct result or al-
most black in caseswhereall thedataisacompletely wrongre-
sult. Infigure2, wedisplay theoverall result window for aque-
ry with the relevance factorsbeing almost equally distributed.
Up to this point, the visualization of the overal result only
containsinformation on theamount of databeing retrieved and
onthedistribution of approximate answersfor aspecific query.
Thisinformation may already bevery helpful for theuser; how-
ever, toreally helptheuser inrefining the query, it isnecessary
to relate the visualization of the overall result to visualizations
of the different selection predicates. Therefore, we generate a
separate window for each selection predicate of the query (c.f.
figure 2-4). In these separate windows, we place the pixelsfor
eachdataiteminthesameplaceastheoverall result for thedata
itemintheoveral result window. Now, the user getsadditional
information about data that fulfills some of the conditions but
failsto fulfill some other conditions. Only by the visual color
impression of the single screens, the user gets information on
how restrictive each of the conditions is, i.e. how many data
itemsfulfill acondition, how many fail tofulfill aconditionand
how closethedataitemsaretofulfill each of theconditions. Us-
ing thecorrespondence of dataitemsbetween the separatewin-
dowsdenoted by their position, the user may a so study specific
dataitems. If in one of the windows thereisacolor spot in an
area of different color, the user might check for this specific
dataitem in the other windows or ’he might even retrieve the
real valuesfor the corresponding dataitem out of the database.
Indesigning our system, weal so experimented with other ar-
rangementsof thedataitemsonthescreen. Onestraightforward
ideawasto display thedatain 2D or 3D with selected attributes
gnedtotheaxis. With such kind of arrangements, however,
wehavethe problemthat onthe one hand many dataitemsmay
be concentrated in someareacf the screenwhileother areasare
virtually empty, and on the other hand many dataitems are su-
perposed and therefore not visible. Although 2D or 3D visual-
izations may be very helpful, eg. in al cases where the data
have some inherent two- or three-dimensional semantics, we
did not pursuethisideafor severa reasons: Onereasonisthatin
most casesthe number of dataitemsthat can berepresented on
thescreen at thesametimeisquitelimited. Thiswasin contrast
tooneof our goas, namely to present at many dataitemsaspos-
sibleonthe screen. A second reasonisthat in most caseswhere
a2D or 3D arrangement of thedatareally makessense, systems
using such arrangements have aready been built. For spatial
queries on two-dimensiona data, for example, a2D visuaiza-
tionisobvioudy the best support for querying the databaseand
basicaly al Geographical Information Systems provide such
visual representationsof thedata. For al cases, however, where
noinherent two- or three-dimensional semanticsof thedataex-
ists, our representation can be of great value to provide visua
feedback inquerying thedatabase. Stimulated by real 2D or 3D
representations of the data, we got the ideato improve our in-

terface by including some feedback on thedirection of thedis-
tance. The basic ideaisto assign two attributesto the axisand
toarrangetherelevancefactorsaccordingtothedirection of the
distance; for oneattributenegativedistancesarearrangedtothe
left, positiveonestotheright andfor theother attributenegative
distances are arranged to the bottom, positive onesto thetop.

With this kind of representation which is currently being
implemented, we do not represent the distance of dataitems
directly by their location, but we denote the absol ute val ue of
the distance by their color and the direction by their location
relative to the correct answers (colored yellow). The advan-
tage of thiskind of representation isthat each dataitem may
be assigned to one pixel and no overlay of dataitemswiththe
samedistance does occur. A problem may occur in some spe-
cial casesif e.g. no dataitems exist that have a negative dis-
tance for both attributes but many dataitemsthat have aneg-
ative distance for one of them and a positive onefor the other
one. Inthis case, the bottom left corner of the window would
be completely empty. Intheworst case, two diagonal ly oppo-
site corners of the window may be completely empty and, as
aresult, only half asmany dataitemsare presented to the user
as possible. Even in this case, the user gets a valuable infor-
mation on how s/he hasto changethe query to get moreor less
results. In summary, it may be noted that maximizing the
number of data items conflicts with arrangements that have
multiple attributes assigned to the axis.

3.2 Calculating the Distance

Animportant questionin building our systemwasto design
thedistancefunctionsused to cal cul atethedistance of the data
inthedatabasefrom thedesired valueas specified inthequery.
Thedistancefunctionscan bedifferent for different datatypes
andevenfor asingledatatypemultipledistancefunctionsmay
be useful. For number types such asinteger or real and other
metric types such as date the distance of two valuesis easily
determined by their numerical difference. For non-metric
types such as enumerations with a non-interpretabl e distance
between different values (ordinal types e.g. grades) or even
with non-comparable values (nominal types e.g. professions)
thereisno obviousway to determinethe distance. For ordinal
types the distance may be defined by some domain-specific
distance function or by a distance matrix containing the dis-
tancefor all pairsof values. A distancematrix may alsobeuse-
ful for nominal typesbut, in some cases, even aconstant value
may be an adequate distance. For thedatatype stringthereare
many possibilitiesto ca culate the distance. Depending on the
application and the context of theretrieval, the user may want
to choose between the lexicographical difference, character-
wise difference, substring difference or even some kind of
phonetic difference. Ininformation retrieval applicationsthat
areusing keyword or natural language information for query-
ing the database, even asemantic distance may be used as, for
example, in [KKL92] where the overall distance is deduced
from the distances in the corresponding object-oriented verb
and noun hierarchies. If dealing with queries consisting of
multiple conditions, other specific distance functions may be



Figure 1: two density functions

used to combine the values of multiple attributes. Examples
are the Manhattan distance or the Euclidean distance in n-di-
mensional space (see section 3.4).

3.3 Reducing the Amount of Data to be Displayed

Sincethe number of dataitemsthat can bedisplayed onthe
screenislimited by the number of pixels, we had to find ade-
guate heuristics to reduce the amount of data and to deter-
mine the dataitems of which the distance shall be displayed.
Themost exact way isto use astatistic parameter, namely the
o-quantile. The a-quantile is defined as the lowest value &,

8o
withF () = j f(x)dx = o ,where0<a <1, F(x) thedis-
tribution and f(x) the density function.

Let r bethe number of distance valuesthat can be displayed
onthescreenand nbethenumber of dataitemsinthedatabase,
then only dataitemswith an absolute distancein therange [0,
(r/n)-quantile] are chosen to be presented to the user. If nega-
tiveand positivedistanceval uesareused then therangeof val-
ues presented to the user is given by [ag* (1-r/n)-quantile,
(0g* (1-r/n) + r/n)-quantile] where o is determined by o-
guantile = 0. In the special case of two attributes assigned to
thetwo axis (c.f. section 3.1), correspondingly the combined
a-quantiles for two dimensions may be used. For screen lay-
outs with separate windows for each selection predicate the
number of dataitemsthat are displayed may be chosen lower
to be able to display the windows for all selection predicates
non-overlapping onthescreen. Inthiscase, theparameter r has
tobechosen correspondingly lower. For thevisualizationto be
useful to study specific data items or small groups of data
items, several pixels can be used to represent the distance for
onedataitem. A zoom out of theimage may be helpful evenif
theamount of datathat could bedisplayedisvery large. Inem-
pirical testswithreal datawefoundthat using4, 6,12 or 16 pix-
elsfor each dataitem canbevery helpful . Thiscausesthenum-
ber of presentabledataitemstobedivided by 4, 6, 12 or 16 and
again, the quantiles have to be adapted correspondingly.

The a-quantiles are the best choiceif we want to present as
many dataitemsaspossible. Wefound, however, that in many
casesitishetter topresent lessdataitemsif thedensity function
of thedistanceva ueshasmultiplepeaks(seefigure 1 for anex-
amplefor two density functions). If wehavee.g. two groupsof
distancevaueseachbeingin different orders(seefigure 1b), it
may be hel pful to present only thevaluesof thelower group to
theuser since, inthiscase, thegraduate differenceswithinthis
group are better enhanced by the different colors. To imple-
ment thisheuristics, first wedefinetherange[rmin, Fmax] for the

number r of distance values that is intended to be displayed.

Suppose, thedataitemsx; aresorted accordingtotheir distance
d;. Then, foreachx, e {x. ,...,x, } wecdculate

in r

i+z
s = X |d-d
j=i-z
data dependent constant. Then, we choose the dataitem with
the highest 5 to be the last dataitem that is displayed.

,with z beinga heuristically determined

3.4 CombiningDistancesintothe RelevanceFactor

In this section, we extend the calculation of the distance to
queries consisting of multiple selection predicates. To deter-
mine the combined distance for acomplex query, first the dis-
tances are calcul ated for each sel ection predicate of the query
as described in subsection 3.2. The combination of distances
for the different sel ection predicates can be aproblem because
thedistancesfor thedifferent sel ection predicatesnow haveto
be considered with respect to the distances of the other selec-
tion predicatesand the combined di stance must be defined and
meaningful globally. Oneproblemisthat theval uescal cul ated
by thedistancefunctions(c.f. section 3.2) may bein complete-
ly different orders of magnitude (e.g. inamedical application,
adistance of 1g/dl for Haemoglobin may be very large and a
distance of 1000 per dl for Erythrocyte may bevery small). A
second problem isthat the rel ative importance of the multiple
selection predicatesishighly user and query dependent.

The second problem can only be solved by user interaction
sinceonly theuser isableto determinethe priority of the selec-
tion predicates. Therefore, in general, it is necessary to obtain
weighting factors (w; , j € 1, .., #selection_predicates (#p))
representing the order of importance of the selection predi-
cates assigned by the user. This is somehow similar to tech-
niquesusedininformation retrieval that have been proposedto
alow aranking of the resulting dataaccording to itsrelevance
for the query. As we will show in section 4.1, the weighting
factors may al so be changed dynamically alowing to get avi-
sual feedback on their impact on theresut.

The first problem can be solved by a normalization of the
distances. A simple normalization may be defined asalinear
transformation of therange [0, dya] (OF [Aipin, Amax] 1N Case

of bi-directional distances) for each selection predicate to a
fixedrange(e.g. [0, 255]). In experimenting with thisnormal -
ization, wefound that in some casesit may cause misleading
results. A singledataitem, for example, with an exceptional-
ly high or low value may cause a completely different trans-
formation, even if the combined distance of thisdataitemis
too high to be displayed. Asaconsequence of the normaliza-
tion, however, the corresponding selection predicate may
havelittle or noimpact ontheoverall answer resulting in aset
of approximate answerswith acompletely misleading visual -
ization. Our idea to improve the normalization isto first re-
ducethe number of dataitemsthat are considered for each se-

lection attribute to a number that is proportional to ﬁ .
i
The inverse proportionality to w; (w; € [0, 1]) isimportant



since the less a selection predicate is weighted, the higher is
the probability that datawith agreater distance for this selec-
tion predicate is needed. Then, the data are normalized by
transforming the range [0, dya] (OF [Ain, Amax]) Of the re-
maining dataitemsto afixed range as described above.

In order to combine the independently cal culated and nor-
malized distances of multiple selection predicatesinto asin-
gle distance value, we use the weighted arithmetic mean for
‘ AND’-connected condition parts and the weighted geomet-
ric mean for ‘ OR’-connected condition parts. More exactly,
for each dataitem x; the combined distanceis calculated as

#sp
Yy w; ><di]. incaseof ‘AND’,
j=1

Combined Distance,

#sp
Combined Distance, = [ dijWJ incaseof ‘OR’.
j=1
After calculating the combined distance for the whole con-
dition, the relevance factor is determined as the inverse of
that distance value. Therelevance factor combinestheinfor-
mation on how good a dataitem approximates the query into
onevalue representing the relevance of the dataitem with re-
spect to the query.

3.5 Coloration of the Relevance Factors

Visualizing the relevance factors using color, corresponds
to thetask of mapping acolor scaleto asingle parameter dis-
tribution. The advantage of color over gray scalesisthat the
number of just noticeabl e differences (JNDs) ismuch higher.
Themaintask isto find apath through col or space that maxi-
mizesthe number INDs but, at the sametime, isintuitive for
the application domain [LRR92].

In designing the system, we experimented with different
colormapsvaryinginhue, saturation and value. Wefound that
the coloration hasahigh impact on the systemto beintuitive.
The user, for example, may implicitly connect good answers
withlight colorsand bad answerswith dark colorsor the user
may be accustomed to green colorsfor good answersand red
colorsfor bad answers (like the colors used for traffic lights).
Wetried many variations of the colormap to enhancethe use-
fulness of our system and found experimentally that for our
application, acolormap with quite constant saturation, anin-
creasing value (intensity) and ahue (color) ranging from yel-
low over green, blueand red to almost black areagood choice
to denotethedistancefrom the correct answers. Still, the user
may define different colormaps and use them instead of the
standard colormap which has been used for our examples.

4. The Query Interface

Inusing our query and visualization system, thepossibility to
modify queries dynamically isimportant. Since modifications
have a direct impact on the visualization, the user will get an
immediate feedback on the effects of the changes. The visual-
ization provides feedback on the amount of dataretrieved, on
the restrictiveness of the conditions, on the distribution of the

distancesfor each condition and on special areastheuser might
beinterestedin. For example, if theyellow regioninthemiddle
of each window is getting larger (shrinking), more (less) data
itemsfulfill thecondition; if awindow isgetting darker (bright-
er), the corresponding sel ection predicateisgetting more (less)
restrictive; if theoveral structure of awindow ischanging, the
distribution of distancesfor the corresponding sel ection predi-
cateis changing and so on. These visud indicators are avau-
able help to understand the effects of query modifications
quickly and to learn more about the dataiin the database, espe-
cialy in the context of querying large databases with millions
of dataitems. Inthefollowing, wewill giveadescription of the
querying process.

Thefirst step isto specify aquery. The user may use tradi-
tional query languages such as SQL or graphical user inter-
facessuchasGRADI [KL92]. Since any existing query inter-
face may be used in this step and since it has basically no
impact on our system, we do not elaborate on this step but fo-
cuson the following steps: visualization of results and query
modification. In figure 2, we present the interactive query
interfaceof the‘VisDB' systemthat iscurrently beingimple-
mented. The screenisdivided in theleft portion, the * Visual-
ization’ windows and theright portion, the‘ Query Modifica-
tion’ window. Inthe‘Visualization’ windows, the user getsa
visua representation for the overall result and for each selec-
tion predicate (see figure 2). In the ‘Query Modification’
part, slidersfor the sel ection predicatesand weighting factors
as well as some other options are provided. The color spec-
trum of each slider correspondsto the distribution of distanc-
es for the corresponding attribute. The yellow region which
may be quitelargelikein the case of the third selection pred-
icate in figure 2 indicates the number of dataitemsfulfilling
the selection predicate; the regions with other colors corre-
spond to the amount of data that have specific distances for
the selection predicate. Inside each dlider, the lowest and
highest value of the approximate answer for the correspond-
ing selection predicate are displayed. Outside the color spec-
trums the minimum and maximum value of the attribute in
the database are displayed to givethe user afeeling for useful
query values or query ranges.

Below thediders, several parametersarelisted for each at-
tribute, namely the * number of results’, the attribute val ues of
a‘selected tuple’, the attribute val ues corresponding to some
‘selected color range’ and finaly the ‘query range’ and
‘weighting factors'. In the following, we will describe how
these parameters may help the user to explore the dataand to
modify the query.

Using the mouse, the user may choose a specific color or
color rangein any of the slidersto get the corresponding val-
uesof theattributein the ' selected color’ fields. Thepossibil-
ity to get the values corresponding to some color or color
range for each selection predicate makesit easier for the user
to understand and interpret the visualization and to modify
thequery. Infigure 2, for exampl e, theblueregioninthemid-
dle of the upper right window may be easily identified by the



user. To understand the meaning of thisregion, however, the
user needs additional information to relate colors and at-
tribute values. In this special case, the user may easily ob-
serve that data items with values in the ranges of about
82,400 - 96,700 or 146,600 - 151,300 for attribute one are
quite good overall answers for the query although their val-
ues for attribute one are quite bad as indicated by the blue
color. Ancther help for the user to understand the visualiza-
tion and to find interesting data spots is to select a specific
dataitem in one of the visualization windows to get the data
item highlighted in all visualization windows and the values
for the attributes displayed in the * selected tupl€’ field of the
‘Query Modification’ window. The user may use this option
to focus on an exceptional dataitem or to get an examplefor
adataitem from an interesting region in one of thewindows.
To focus on sets of dataitems with a specific color, it is pos-
sible to select some color range in one of the sliders to get
only those data items in the visualization window that have
the selected col or for the considered attribute. | nthe other vi-
sualization windows the same data items are displayed al-
lowing the user to easily compare the values for the other
attributes of those dataitems.

Thequery isdisplayed with the query parameters represent-
ed graphically by theblack linesinthe didersand by thevalue
of the upper and lower limitinthe‘query’ field. The user may
use the didersto roughly modify lower and upper limit of the
query or hemay directly changethevaluesinthe' query’ field
(seefigure 2). For numbers, the user may also choose adiffer-
ent kind of dider where the medium value and some alowed
deviation can be manipulated graphically (see attribute onein
figure 2). Different kinds of dliders are provided for different
datatypes and different distance functions. Slidersfor discrete
types, for example, reflect the discrete nature of the databy al-
lowing only discrete movements of the dider. Slidersfor non-
metric types (ordina and nominal datatypes) may be, for ex-
ample, enumerationsof the possiblevalueswith the possibility
to select each of the values or not. Special diders may be de-
signedfor special datatypesand special distancefunctions, e.g.
for strings with different distance functions (c.f section 3.2).
Below the query parameter fiel d, theweighting factorsarerep-
resented graphically. Likethequery parameters, theweighting
factors may bedirectly changed using the mouse. The specifi-
cation of weighting factors may be different if other functions
to combinethe distances are used.

On theleft side of the query modification window, thereisa
color spectrum for the overall result. Since the combined dis-
tance values have no inherent meaning, no values are assigned
tothedifferent colors. Instead of fieldsfor aselected tuple, se-
lected colorsor the query, thenumber of dataitemsinthe data-
base, the number of data items being displayed in the visual-
ization window (absolute value and percentage) and the
number of resulting dataitemsare presented to the user. Using
adlider, the user may change the percentage of databeing dis-
played or the alowed range, in case the percentage is deter-
mined using the heuristics described in section 3.3 (c.f.

figure 2). Changing the percentage of data being displayed
may completely change the visualization since the distance
values are normalized according to the new range.

Inthe normal mode, the system re-calculatesthe visualiza-
tion after each modification of the query. The user may also
switch to an ‘auto re-calculate off’ mode where queries are
only re-calculated on demand. This option isuseful for large
databases with many dataitemsor if complex distance func-
tions are used, because the re-calculation for each modifica-
tion may need aconsiderableamount of time. Other menu op-
tionsallow theuser to add or del ete sel ection predi catesat any
time, to extend the query or to issue a completely different
query. Furthermore, to hel p the user in specifying queries, we
envision advanced facilitiesthat allow the user toidentify re-
gionsin the visualization window with the system automati-
cally generating queries providing the dataitems of theiden-
tified regions asresults.

In figures 2-4, three visualizations of query resultsare dis-
played. The query used to generate the visuaization in
figure 3only differsfromthequery infigure 2inoneselection
predicatewhich hasbeen setto adifferent range. It isinterest-
ing that theresulting visualizationsfor all selection predicates
arecompletely different. Thevisualization presentedinfigure
4 results from the same query as displayed in figure 2 except
that theweighting factorsfor sel ection predicates oneand two
have been set to 20 which is one dimension lower than the
weighting factor of selection predicate three. Interesting are
the clear identifiable regions of different colorswhich denote
clustersof dataitemswith acomparabl e distance, and thecor-
relations between the windows for the different selection
predicates. Also interesting, but not easily identifiable in the
printed version of our visualizations are hot spots, i.e. single
exceptional dataitemsin regionswhich are otherwise homo-
geneous. Much of theinformation the user may get out of the
visualization is related to the semantics of the data. Due to
space limitations, in this paper we do not elaborate on these
aspects, sincewewould havetointroduce the schemaand the
instances of our data basein more detail .

5. Conclusions

A major problem in querying large databasesisto find the
interesting dataand their properties, e.g. hot spots, clusters of
similar data or correlations between different parameters.
The user must have some advance knowledge about the data
in the database to be ableto find the interesting datain an ac-
ceptable amount of time. Even if the user has some knowl-
edge about the data, it can be quite tediousto focus on the de-
sired data. For complex queries, the user often obtains
unexpected resultsthat aredifficult tointerpret and contain no
hints on how to modify the query. Our idea to improve the
query specification processisto visualizethe query result in-
cluding a set of approximate answers. For all dataitems that
are not fulfilling the query, we calculate the distance with re-
spect to each of the sel ection predicates, combinethedistanc-
esfor all selection predicatesinto onevalue using theweight-



ing factorsobtained from the user and visualizethesingleand
combined distances. With our interactive query modification
interface, the user may dynamically changethe query and re-
ceivesimmediate feedback by thevisual representation of the
resulting data set. Our query and visualization interface im-
proves the possibilities to explore large databases allowing
the user to find results which, otherwise, would remain hid-
deninthe database. The system further helpsto considerably
reduce the time needed for exploring the database.

Thevisualizationspresentedinfigures2-4 are generated by
a prototype of our *VisDB’ system. The prototype has been
implemented to eval uatethe conceptsand design of our query
and visualization interface. The implementation of some
parts of the interface, especially the interactive modification
of queriesand the screen layoutswith two attributes assigned
totheaxis, isnot yet completed. We believethat our ideasare
general enoughto bereadily appliedto existing databasesand
database systems. Currently, we are exploring a large envi-
ronmental database with about 180,000 data items. In inter-
facing to current commercial database systems, however,
performance problems arise since no accessto partial results
of aquery isavailable, no support for incrementally changing
queriesis provided and no multidimensional data structures
such asR*-Trees[BKSS90] or Buddy-Trees[SK 90] are used
for fast secondary storage access. We are currently trying to
improve the performancein directly interfacing with the da-
tabase system. In the future, we plan to realize our query and
visualizationinterface onaparallel machineto beableto sup-
port areally interactive query modification even for mid-size
tolarge amounts of dataand complex distance functions.

Inspired by using our prototype, we aready have severa
ideas to extend our system. One extension is the automatic
generation of queries corresponding to some specific region
inoneof thevisualizationwindows. Theregionmay begraph-
ically identified by theuser. Then, thesystem shouldtry tofind
adequate selection predicates that provide the desired data
items as aresult. Another ideais a specia handling of com-
plex querieswith tensto hundreds of parametersthat areonly
used on smaller datasets. For thiscase, specia screenlayouts
with onecontinuousareafor each dataitem may bebetter suit-
ed to help the user to identify similarities. To further improve
our system, weintendto apply it to many different application
domains, each having its own parameters, distance functions,
query requirements and so on. We believe that query and vi-
sualization systemslike ourscan a so beuseful in other appli-
cation contexts. They may be the starting point for new ways
tovisually solve problemsthat have provento bevery difficult
using conventiona tools. Querying of very large databasesis
just oneexample.
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