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ABSTRACT

This research focuses on investigating the FEC mechanism as 
an error recovery over a wireless network. The existing adaptive 
FEC mechanism faces a major drawback, which is the reduction 
of recovery performance by injecting too many excessive 
FEC packets into the network. Thus, this paper proposes the 
implementation of an enhanced adaptive FEC (EnAFEC) 
mechanism for video transmission together with its validation 
process. There are two propositions in the EnAFEC enhancement, 
which include block length adaptation and implementation, and 
suitable smoothing factor value determination. The EnAFEC 
adjusts the FEC packets based on the wireless network condition 
so that excessive FEC packets can be reduced. The proposed 
enhancement is implemented in a simulation environment using 
the NS-2 network simulation. The simulation results show that 
EnAFEC generates less FEC packets than the other types of 
adaptive FEC (EAFEC and Mend FEC). In addition, a validation 
phase is also conducted to verify that the proposed enhancement 
is functioning correctly, and represents a real network situation. In 
the validation phase, the results obtained from the simulation are 
compared to the outputs of the other adaptive FEC mechanisms. 
The validation results show that the mechanism is successfully 
implemented in NS2 since the number of packet loss falls under 
the overlapping confi dence intervals.

Keywords: Forward error correction, automatic repeat request, video 
transmission, smoothing factor, blocks length adaptation, validation.

ht
tp

://
jic

t.u
um

.e
du

.m
y

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by UUM Repository

https://core.ac.uk/display/12121822?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


Journal of ICT, 11, pp: 55–74

56

 INTRODUCTION

Video transmission over the wireless network is usually interrupted by video 
packet loss caused by interference, terrestrial obstructions and refl ection 
of transmission signal (Ding, Chen & Wang, 2006). Thus, Forward Error 
Correction (FEC) can be used to recover the lost video packet to ensure that the 
video contents can be successfully played at the receiver. FEC is a technique 
to add a redundant packet into the original packet so it can be reconstructed in 
the occurrence of packet loss. There are two types of FEC packets generation, 
which are static and dynamic FEC. The static FEC generates a fi x number of 
FEC packets while a dynamic FEC generates dynamic FEC packets based on 
the wireless network condition. Currently, a dynamic FEC is required because 
a static FEC produce extra load due to the fi xed number of FEC packets 
generated on the network (Moid & Fapojuwo, 2008). Thus, the recovery 
performance will be reduced accordingly. In order to generate the dynamic 
number of FEC, an Automatic Repeat reQuest (ARQ) mechanism has been 
adopted with FEC mechanism to overcome the limitation in static FEC. The 
reason for using FEC with ARQ mechanism is because each mobile node 
needs to face different wireless network conditions. However, it is diffi cult 
to decide the number of FEC packets to be generated. The proper amount of 
redundant packets must be identifi ed in order not to harm the network. 

Recently, there are many researchers investigating this area, and they have 
proposed various types of adaptive FEC mechanisms. Latré, Staelens, De 
Turck, Dhoedt, and Demeester (2007) proposed a dynamic FEC mechanism, 
known as the Hybrid ARQ and FEC (AHAFEC), which is able to alter the 
amount of FEC packets and the number of maximum retransmission at the 
base station. The performance of AHAFEC is better than EAFEC as it is 
able to generate a low number of loss frame. Moreover, Tsai, Ke, Wu, Shieh 
and Hwang (2008) proposed the Burst Aware FEC (BAFEC) that generates 
FEC packets based on the information feedback to the sender regarding the 
average packet loss. Thus, the sender can decide the number of FEC packets. 
The simulation results showed that BAFEC achieved high PSNR quality. 
Unfortunately, AHAFEC and BAFEC did not provide any information 
regarding the amount of FEC packets produced to recover the loss packets. 
Thus, researchers have been unable to determine the recovery effi ciency. 
Meanwhile, Lin, Ke, Shieh and Chilamkurti (2006a) proposed the Enhanced 
Adaptive FEC (EAFEC) to adapt to the varying nature of wireless networks. 
In this technique, queue length is used as the indicator to estimate network 
traffi c load while packet retransmission time is used to indicate wireless 
channel status. Although EAFEC technique performs better than the static 
FEC, EAFEC has a limitation whereby the access point might not generate 
the FEC when the buffer at the queue length is full. If any video packets are 
lost during that time, no recovery for the lost packets is possible.
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In order to solve the above problem of the EAFEC, the authors (Du, Liu & 
Guo, 2009) proposed Mend FEC. Mend FEC is an enhancement of the EAFEC 
mechanism that can improve the quality of video in a sudden video changing 
scene. However, the limitation of the EAFEC mechanism is that when queue 
length is too large, video packets will be transmitted without adding any FEC 
packets. This is due to the fact that if queue length is more than the threshold, 
the number of FEC is set to zero. If the wireless channel state is the worst at 
that time, the original packets might be dropped, and the receiver will not be 
able to recover the packets. Besides, the retransmission time in EAFEC is not 
a good indicator to estimate the number of FEC as it does not fully adapt to the 
various wireless network conditions. Unfortunately, the Mend FEC generates 
too many FEC packets recovering the packets from losses. The excessive FEC 
packets will consume the network bandwidth, and waste the resource. The 
other issue in wireless network is related to packet loss caused by burst error 
loss, for example radio interference, fading, and shadowing. However, the 
previous work ignored the packet loss impact in burst error wireless network 
(Lin, Ke, Shieh & Chilamkurti, 2006a; Du, Liu & Guo, 2009). 

To reduce the excessive FEC packets, block length adaptation and a new 
smoothing factor value are needed. In addition, this will enhance the existing 
adaptive FEC mechanism. The objective of this paper is to investigate the 
distribution of the FEC packets on different adaptive FEC mechanisms 
over the burst error wireless network. Thus, validation for the experiment 
using wireless error model under burst error network is introduced to 
verify that the simulation is functioning correctly and is representing the real 
network situation. 

WIRELESS VIDEO SYSTEM

Figure 1 depicts the structure of a video transmission system over the wireless 
network environment. Three components in the wireless video system include 
the video server, wireless access point, and video receiver. At the video sender 
site, the video encoder segments the original video packets stream into blocks 
of fi xed size (k). Then, the encoded video packets are transmitted to the 
wireless access point. Access Point is responsible to determine how much 
FEC packets must be generated, because when the wireless node wants to 
sent data to other nodes, the data must be sent fi rst to the wireless AP. The 
amount of FEC generated must be dynamic, based on the variation network 
conditions. Every k video packet is protected by h=n-k FEC packets for each 
block, as n is the block size while h refers to as redundant packets (Nafaa, 
Taleb & Murphy, 2008). At the video receiver, the lost packets are recovered 
by the FEC packets. If k out of the n is successfully received, the block of 
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packets can be completely reconstructed. After the packet lost recovery, 
the video decoder will decode the recovered video packets to be played at 
the receiver.

  Figure 1. Video transmission system.

REVIEW OF ADAPTIVE FEC MECHANISM

The aspects of the design that infl uence adaptive FEC performance are 
described as cross-layer design, queue management policy, congestion 
level, and wireless error model. The fi rst aspect, cross-layer design, refers 
to the information exchange within different layers about specifi c needs and 
capabilities, and aims to enhance system performance (Moid, 2009). There 
are two ways to implement cross-layer design: bottom up and top down. The 
bottom up approach enables a higher level, such as the application level. For 
example, the FEC has to be confi gured according to the requirement of lower 
level such as the physical layer. This allows the FEC packet at the application 
level to be confi gured according to the current wireless channel status. 
However, the top down approach uses the information from upper layer to 
confi gure at the lower approach. In this case, the particular channel status is 
determined according to the characteristic of the application status.

Since the bottom up approach is well suited for the video application due 
to the adaptation of application level with current network status, the 
available information from the current channel condition needs to be used as 
much as possible to enhance the video quality. Therefore, the main aims of 
implementing a cross-layer design are to increase wireless channel utilization 
and to adapt the FEC packets with the varying network and traffi c conditions.

The conventional FEC approaches are implemented on the application layer 
in order to recover the packet loss. Unlike the conventional approach, this 
work proposed to enhance the adaptive FEC mechanism which operates over 
the wireless network. The adaptive FEC is the error recovery approach that 
focuses on utilizing functionalities of two different layers, which are the 
data link layer and transport layer. As shown in Figure 2, the adaptive FEC 
controller cooperates with the User Datagram Protocol on the transport layer 
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and the Medium Access Control (MAC) protocol on the data link layer. This 
controller retrieves the failure information from the MAC layer, and uses it to 
adaptively control the FEC packets generation. 
   

  Figure 2. Hybrid cross-layer FEC architecture.

The second aspect is queue management policy, which refers to the scheduling 
algorithm process in selecting the next packet to be transmitted. It also manages 
the dropping packet when the buffer at the queue space is fi lled up (Han, 
Park, Kang & In, 2010). Apart from that, it is one of the important factors that 
infl uence the network throughput, end-to-end delay, and QoS. Even though 
there are many scheduling policies over the wired network such as First In 
First Out (FIFO), Stochastic Fair Queuing (SFQ), Fair Queuing (FQ), and 
Class-Based Queuing (CBQ), only FIFO and Priority Queue (PQ) are used 
in wireless network (Boukhalfa, Minet, Midonnet & George, 2005). PQ is 
the oldest scheduling policy implemented as PriQueue in the NS-2 simulator. 
Besides, PQ serves the packets based on their priority order. This means that 
a class with higher priority is always processed fi rst compared with a lower 
priority. 

PriQueue has only one queue, which is to receive all types of packet. Using 
PriQueue, the routing protocol packets gets higher priority, whereby they are 
inserted at the head of the queue. While the other lower priority packets are 
inserted at the tail of the queue which employed the FIFO policy. This means 
that the head of the queue is served fi rst. Since the PriQueue drops the packets 
at the tail when the buffer queue is full, the generated FEC packets have to be 
controlled properly. When the network is overloaded with the video packets, 
generating too much FEC packets to the network may not improve the error 
recovery rates. Eventually, the quality of video is also decreased. 

Another important aspect is the congestion level, which is responsible for 
measuring the level of congestion in the network. According to Manimekalai, 
Meenakshi and Abitha (2009), network congestion may happen due to 
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the traffi c load that exceeds the available network resource during a video 
transmission. On the other hand, some packets transmitted are either buffered 
or discarded by network traffi c that monitors the network status. Therefore, 
queue length is a suffi cient and reasonable indicator to measure the level of 
congestion for the network traffi c which has multiple sources sending to the 
single sink across the wireless network (Rangwala, Gummadi, Govindan & 
Psounis, 2006; Hull, Jamieson & Balakrishnan, 2004). Besides, the average 
queue length illustrates the condition of congestion more accurately compared 
to the instantaneous queue length (Medhi & Ramasamy, 2007). The current 
Adaptive FEC mechanism uses Exponential Weighted Moving Average 
(EWMA) to smoothen the estimated value of average queue length. Whenever 
the packets queue in the buffer, the average queue length is updated according 
to the following equation:
                  
             (1)

Finally, the GE error model is the channel model used to measure the burst 
pattern error when the packets are lost consecutively over the wireless channel. 
The GE channel model is based on the two states of the Markov Chain, as 
illustrated in Figure 3. The “good” state (G) losses occur with the lower 
probability PG while in the “bad” state, losses happen with higher probability 
PB, where PB > PG.

  Figure 3. Gilbert-elliot channel model.

The other two parameters are introduced as PGB = 1-PGG and PBG = 1-PBB. PGB 
stands for the probability of the state transition from a good state to a bad 
state, and PBG is the transition from a bad state to a good state. The steady state 
probabilities that the channel is in good status is:

   
 the average queue length 

 the smoothing factor 
the instantaneous queue 

G B 

PGB 

PBG 

PGG PBB 

ht
tp

://
jic

t.u
um

.e
du

.m
y



61

Journal of ICT, 11, pp: 55–74

                                             (2)

And the steady state probabilities that the channel is in bad status is:

                                                             (3)

Therefore, the average packet loss rate produced by the GE error model is:

                                                           (4)

Finally, the possible status of the GE error model is                 = 1.

Currently, the GE model is suffi ciently complex to model the burst error 
behaviours over the wireless network. Compared to the random uniform 
model, the fi gure from the GE error model is closer to the real wireless error 
condition. It also generates a lower frame error rate because the GE model 
provides a characteristic burst error pattern. Work from Ke, Lin, Shieh and 
Hwang (2006) shows that when compared to the random uniform model, the 
GE model produces better video quality at the receiver end at the same packet 
error rate. Therefore, the GE model is the best model to measure burst error 
pattern that usually occurs in the wireless channel. The phenomenon of both 
error model distributions is explained in Figure 3, the grey slices represent the 
loss slices during the transmission.

Figure 4. H.264 Video transmitted with different wireless error distributions.
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The impact of random packet loss on video transmission is larger than burst 
packet loss. As shown in Figure 4, I-slice packets are more lost in a random 
distribution. The losses of I-slices packets cause more impact to the video 
quality since P and B slices depend on the succeeding of I-slice. Otherwise, 
they cannot be decoded appropriately at the receiver (Oh, Hua & Chen, 2008).

PROPOSED ENHANCEMENT FOR ADAPTIVE FEC MECHANISM

The proposed enhancement, Enhanced Adaptive FEC (EnAFEC) is an 
extension of the current Adaptive FEC mechanism. The enhancement is done 
by implementing block length adaptation and determining a suitable smoothing 
factor value. This is important in order to reduce the unnecessary FEC packets 
injected into the wireless network. To implement the FEC mechanism, several 
conditions have been considered. Firstly, a block of packet is considered for 
FEC packets generation, whereby the FEC packets are generated on the top 
of one video block. Secondly, the fi xed numbers of video packets are grouped 
together into a video block. Thirdly, the maximum number of FEC packets 
must not exceed the number of original video packets in a block in order to 
minimize congestion in the network. 

The block length adaptation is expected to solve the problem faced by the 
current adaptive FEC mechanism by increasing the video packet length to 
reduce the packet error rate. Therefore, the length of FEC packets is also 
increased as the video packet length increases because the FEC packets are 
generated on top of the video blocks. Thus, the recovery performance produced 
by the FEC mechanism can be enhanced. Based on the work from Whetten, 
Vicisano, Kermode, Handley Floyd and Luby (2001), the advantages of block 
length adaptation are specifi cation reuse and complexity reduction. Due to 
these advantages, the enhancement of the Adaptive FEC mechanism has been 
designed based on block length adaptation. After determining the suitable 
block length, Access Point will then decide the appropriate number of FEC 
packets by using average retransmission times. The fi rst set of FEC packets 
that will be obtained is referred to as numFEC1. Then, the dynamic values of 
the smoothing factor must be generated based on the number of retransmission 
times at the MAC layer. The dynamic value is needed to generate the FEC 
packets based on the variation network conditions. The new smoothing factor 
value is required to replace the existing static smoothing factor value. After 
that, the second set of FEC packets, i.e. numFEC2, is obtained based on 
the average queue length. Lastly, the fi nal FEC packets can be obtained by 
calculating the set of redundant packets (numFEC1 and numFEC2).
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This research presents a block length adaptation technique that can reduce 
the excessive FEC packets. In addition, a suitable replacement value for the 
static smoothing factor is also proposed in order to fi t to the various network 
conditions. Based on the above description, Figure 5 proposes the steps in 
enhancing the adaptive FEC mechanism that can reduce the unnecessary 
FEC packets.

   Figure 5. Steps in proposed enhancement.

SIMULATION SETTING

The video packets are delivered via multicast transmission with the GE error 
model. The PGG, PBB and PG are set to 0.96, 0.94, and 0.001. In this case, PGG 
and PBB are set to high values while PG is set to low value to represent the bursty 
nature of a wireless network. The packet error probability (PB) represent the 
bad channel with values which vary from 0.2 to 0.5. For the simulation setting, 
the video traffi c used for this experiment is “Highway.qcif” with 176 x 144 
pixels. Video traffi c is not the only traffi c present in the network during the 
simulation. There are two background traffi cs generated to interfere with the 
video traffi c. The fi rst is FTP traffi c that represents a bulk of fi le applications 
that are transmitted using TCP packets. The second is exponential traffi c that 
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represents the burst traffi c transmitted using UDP packets. At fi rst, the FTP 
traffi c and exponential traffi c are transmitted randomly between 0 to 1 second. 
The video traffi c is then transmitted after 1 second.

At the network layer, No Adhoc routing protocol (NOAH) has been selected 
which support direct communication between wireless nodes, or base station 
nodes, or mobile nodes. At the MAC level, the video frames are segmented into 
small packets which are based on the maximum packet size of the network. 
Too small packets size will consume much time in transmitting queue, and 
will be dropped by the access point due to the overfl ow at the queue (Gopal, 
Ramaswamy & Wang, 2004). Kuo, Tsai, Shih and Shieh (2007) conducted 
an experiment to evaluate the FEC effi ciency based on different packet sizes. 
They proved that a small packet size will increase the delay time because 
it produces more headers overhead. Therefore, in this study, the maximum 
packet size of video is set to 1500 bytes as suggested by Lin, Ke, Shieh and 
Chilamkurti (2006b) which resulted in the best video transmission quality. 

The typical maximum of retry limit in IEEE 802.11 is set to 4 in the simulation 
in order to achieve the most wanted delay objective for the video packets 
(Sgardoni, Ferre, Doufexi, Nix & Bull, 2007). As mentioned in Lee and Kang 
(2006), the bad network condition will occur if the retransmission attempt at 
the MAC layer reaches retry limit. 

The data analysis is based on the trace fi le generated during the simulation 
process, and data is taken between the range of 0 to 70 seconds, which refers to 
the time taken to transmit data from sender to the receiver. All simulations are 
run at least 20 times and at most 100 times. Finally, the results are calculated at 
95% confi dence intervals. Table 1 shows the detailed setting for the simulation 
parameter.

Table 1

Simulation Parameters

Network Parameters

Wireless error model Gilbert-Elliot (GE) Error Model
Packet error probability (PB) 0.1, 0.2, 0.3, 0.4, 0.5
Source Coding
Sequence name Highway

(continued)
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Network Parameters

Resolution QCIF (176 x 144 pixels)
Sequence length 2000 Frames

Video packet size 1500 bytes

Channel Coding

Reed-Solomon RS(n, k)

RS(n, k) RS(24,12)

Simulation Environment

Antenna type OmniAntenna

Propagation model TwoRayGround

Network size 500m x 500m

MAC protocol MAC 802.11b

RTS/CTS function Disable

Retry limit 4

MAC bandwidth 11 Mbit

IFQ length 50

Background traffi c FTP & CBR

SIMULATION RESULTS 

The access point generates a certain number of FEC blocks on top of each block 
video packets. It is important for the adaptive FEC mechanism to dynamically 
adjust the number of redundant packets according to the changing network 
conditions in order to avoid network congestion and reduce bandwidth 
utilization. This part explains the trend of FEC packets generated at different 
packet error probabilities, which represents different network conditions.

FEC Packets for EAFEC

Based on Figure 6, EAFEC will only start to generate FEC packets after 40 
seconds. If packet loss occurs before that time, no error recovery for the packet 
is lost. This is irrelevant because the unrecoverable loss packets lead to bad 
video quality at the receiver end. It can be proven that the FEC blocks for each 
video block will follow the the same trend. Figure 6 highlights that after 40 
seconds, the FEC is generated for all the packet error probabilities (PB).
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  Figure 6. Number of redundant blocks vs. time for EAFEC.

  Figure 7. Number of redundant blocks vs time for mend FEC.

 
PB=0.2       PB=0.3 

 
PB=0.4       PB=0.5 

 
    PB=0.2           PB=0.3 

 
    PB=0.4             PB=0.5 

ht
tp

://
jic

t.u
um

.e
du

.m
y



67

Journal of ICT, 11, pp: 55–74

FEC Packets for Mend FEC

The Mend FEC generates FEC packets along the video transmission process. 
At the beginning of the simulation, the number of FEC blocks generated 
by the Mend FEC algorithm is small. After a few seconds, the number of 
FEC blocks increases as the time increases, and the FEC blocks continue to 
generate almost along the time. Based on Figure 7, it is proven that the number 
of FEC blocks for each video block achieves the same trend by generating the 
FEC blocks along the video transmission process for all packet error 
probabilities (PB).

FEC Packets for EnAFEC

The EnAFEC generates only one block of FEC packets for each video block 
when packet lost happens, otherwise none of the FEC packets is generated. 
This mechanism is able to reduce the number of excessive FEC blocks in 
order to avoid network congestion, and at the same time, network bandwidth 
utilization can be saved. Based on Figure 8, the number of FEC blocks for 
each video block achieves the same trend by generating one block of FEC 
packets for all packet error probabilities (PB).

  Figure 8. Number of redundant blocks vs. time for EnAFEC.
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Figure 6, 7 and 8 show the number of FEC packets generated by EAFEC, 
Mend FEC and EnAFEC mechanisms under different packet error probability 
(PB). Theoretically, only one packet of FEC is needed to recover one packet 
of source video. When more than one FEC block is injected into the network, 
congestion might arise and more video packets will be dropped, resulting in 
the wastage of FEC packets. Also generating multiple FEC blocks wastes 
network bandwidth which may also contribute to network congestion. The 
EnAFEC generates less FEC packets compared to the EAFEC and Mend 
FEC, conserving the precious bandwidth as well as protecting the network 
from congestion.

PACKET LOSS VALIDATION

The validation phase is an important task to make sure that the proposed 
mechanism is correctly implemented inside the network simulator. The results 
of simulation are valid if they match the known output. If the results do not 
match, the mechanism has to be corrected, and the validation process for the 
failed component will be repeated until the correct result is achieved. In this 
work, the number of packet lost, before recovering with the FEC packets, are 
used to validate the implemented adaptive FEC mechanism. Table 2 shows the 
partial code for the packet loss implementation using the Gilbert Elliot (GE) 
model that has been set up in Tcl fi le. 

Table 2

Partial Code for Packet Loss Implementation

#$wl_phy set-error-level $PGG $PBB $PG $PB $loss_model
#loss model->(0:random uniform; 1:GE)
set wl_phy [$wl_node_(0) set netif_(0)]
$wl_phy set-error-level $opt(1) $opt(2) $opt(3) $opt(4) $opt(5)

The number of packet loss is then calculated for each adaptive FEC 
mechanisms. The PGG, PBB, and PG are set at 0.96, 0.94, and 0.001 respectively, 
while PB is set from 0.3 to 0.5. The simulations are run at least 30 times in 
order to get the confi dence interval. The packet error probability (PB) that 
represents the channel is in a bad state. It varies from 0.3 to 0.5, a range 
which is based on previous studies (Lin, Ke & Shieh, 2005; Lin, Ke, Shieh & 
Chilamkurti, 2006b; Oh, Hua & Chen, 2008; Moid 2008b; Han, Park, Kang, & 
In, 2010). Packet error probability is important to simulate packet loss pattern 
on WLANs. According to the formula , the average packet error rate is set to 
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0.12, 0.16 and 0.2. The example of the calculation to obtain the average packet 
error rate () is discussed here, using the parameter PGG = 0.96, PBB = 0.94, PG 
= 0.001 and PB = 0.5.

             
        
                
                   
                
                  
               

  Figure 9. The packet loss of a GE model.

As shown in Figure 9, the number of packet loss in simulation is lower than 
in an analytical model. According to Lin, Ke and Shieh (2005) and Lin, Ke, 
Shieh and Chilamkurti (2006), the number of packet loss in the real wireless 
network must be better than the result from an analytical model. The analytical 
model only provides the predicted bounds of the number of packet loss over 
a wireless network. Besides, an analytical model requires more assumptions 
which may result in inaccuracies about the actual network (Abdullah, Ramly, 
Muhammed, & Derahman, 2009).
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a) Packet error probability = 0.3

  Figure 10. Packet loss vs. adaptive FEC mechanism (PB =0.3).

b) Packet error probability = 0.4

 Figure 11. Packet loss vs. adaptive FEC mechanism (PB =0.4).

c) Packet error probability = 0.5

 

  Figure 12. Packet loss vs. adaptive FEC mechanism (PB =0.5).
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The results show that the number of packet loss for different mechanisms is 
nearly the same. This is proven by the overlap plotted graph as shown below. 
Apart from that, the number of packet loss increased as the packet error 
probability increased. This is due to the fact that more packets were dropped 
during bad network conditions. Therefore, the number of packet loss trend 
indicates that the implementation of the adaptive FEC mechanism in the ns-2 
is working correctly.

CONCLUSION

This paper presents the implementation and validation process of the adaptive 
FEC mechanism for video transmission. The background of wireless video 
transmission with adaptive FEC mechanism has been discussed briefl y. There 
are four aspects of design that infl uence the adaptive FEC performance, and 
these include cross-layer design, queuing policy, congestion level, and wireless 
error. To improve the performance of the adaptive FEC mechanism, the 
enhancement on block length adaptation and smoothing factor determination 
is proposed. The enhanced mechanism is known as EnAFEC. Block length 
adaptation is important to reduce the packet error in the video packet sequences. 
In addition, a smoothing factor is required to eliminate the effect of short term 
fl uctuation in network traffi c in order to produce a weighted average of queue 
length. The work shows that the EnAFEC mechanism injected the lowest 
number of FEC packet into the network for all packet error rate compared 
to the other adaptive FEC mechanisms. When the network is fully loaded, 
less FEC packets are required. This is because it can avoid the congestion 
on network, and save the bandwidth. Experiments with different packet error 
probabilities show that the distribution of FEC blocks for each adaptive FEC 
mechanism achieved the same trend. This indicates that the generation of 
FEC packets are consistent in different network conditions. A part from that, 
the validation process based on the number of packet lost has been carried 
out to make sure that the simulation for the adaptive FEC mechanism is 
working correctly. The validation results show that the number of lost packets 
for different mechanisms decreased in the overlapping confi dence intervals. 
The validation results prove that the implementation of the adaptive FEC 
mechanism is working correctly in the simulation environment.

REFERENCES

Abdullah, A., Ramly, N., Muhammed, A., & Derahman, M. N. (2009). A 
performance study of routing protocols for mobile grid environment. 
Journal of Information and Communication Technology, 8, 41-54.

ht
tp

://
jic

t.u
um

.e
du

.m
y



Journal of ICT, 11, pp: 55–74

72

Boukhalfa, L., Minet, P., Midonnet, S., & George, L. (2005). Comparative 
evaluation of CBQ and PriQueue in a MANET. Mobile Adhoc and 
Sensor Systems Conference, 8, Washington, DC, USA. 

Ding, J.-W., Chen, W.-J., & Wang, C.-F. (2006). Adaptive error control for 
scalable video streaming over wireless Internet. Joint Conference 
on Information Sciences (JCIS2006) Proceedings. Retrieved from 
Atlantis Press.

Du, H., Liu, Y., Guo, C., & Liu, Y. (2009). Research on adaptive FEC for 
video delivery over WLAN. Wireless Communications, Networking 
and Mobile Computing, WiCom. 5th International Conference, 1-4 
Beijing, China. 

Gopal, S., Ramaswamy, K., & Wang, C. (2004). On video multicast over 
wireless LANs. Paper presented at Multimedia and Expo, 2004. ICME 
‘04. IEEE International Conference, 2, 1063 – 1066 Taipei, Taiwan. 

Han, L., Park, S., Kang, S., & In, H. (2010). An adaptive FEC mechanism 
using cross-layer approach to enhance quality of video transmission 
over 802.11 WLANs. KSII Transactions on Internet and Information 
System, 4(3), 341-357, Korea.

Hull, B., Jamieson, K., & Balakrishnan, H. (2004). Mitigating congestion 
in wireless sensor networks. In Proceedings of the 2nd international 
conference on Embedded Networked Sensor Systems. Baltimore, MD,  
134-147, USA.

Ke, C.-H., Lin, C.-H., Shieh, C.-K., & Hwang, W.-S. (2006). A novel realistic 
simulation tool for video transmission over wireless network. Paper 
presented at Sensor Networks, Ubiquitous, and Trustworthy Computing. 
Taichung, 7, Taiwan. 

Kuo, C. Y., Tsai, M. F., Shih, C. H., & Shieh, C. K. (2007). A study of 
improvements on FEC effi ciency. Retrieved from http://asiair.asia. edu.
tw/ir/handle/          

Latré, S., Staelens, N., De Turck, F., Dhoedt, B., & Demeester, P. (2007). 
Improving the quality of multimedia services to wireless users through 
ahafec deployment. EuroFGI Workshop on IP QoS and Traffi c Control, 
135-142, Lisbon, Portugal.

ht
tp

://
jic

t.u
um

.e
du

.m
y



73

Journal of ICT, 11, pp: 55–74

Lee, J., & Kang, M. (2006). Design of a dynamic bandwidth reallocation 
scheme for hot-spot video stream transmission over the IEEE 802.11 
WLAN. Paper presented at IEEE Region 10 Conference TENCON , 
1-4, Hong Kong.  

Lin, C., Ke, C., & Shieh, C. (2005). A study of MPEG video transmission 
in lossy wireless network. Workshop on Wireless, Ad Hoc, and Sensor 
Networks (WASN 2005). 253-258, National Central University Taiwan.

Lin, C.-H., Ke, C.-H., Shieh, C.-K., & Chilamkurti, N. K. (2006a). An 
enhanced adaptive FEC mechanism for video delivery over wireless 
networks. Paper presented at Networking and Services. ICNS, Slicon 
Valley, California, USA. 

Lin, C.-H., Ke, C.-H., Shieh, C.-K., & Chilamkurti, N. K. (2006b). The packet 
loss effect on MPEG video transmission in wireless networks. 20th 
International Conference on Advanced Information Networking and 
Applications, 565-572.

Manimekalai, T., Meenakshi, M., & Abitha, J. (2009). A cross layer design 
strategy for video transmission with unequal error protection. Paper 
presented at IFIP International Conference on Wireless and Optical 
Communications Networks, 1-5, Cairo. 

Medhi, D., & Ramasamy, K. (2007). Network routing: Algorithms, protocols, 
and architectures. Morgan Kaufmann Pub.

Moid, A. (2009). Cross-layer design for QoS support in wireless home networks 
(Unpublished doctoral dissertation). The University of Calgary, Canada.

Moid, A., & Fapojuwo, A. O. (2008). Heuristics for jointly optimizing FEC 
and ARQ for video streaming over IEEE802.11 WLAN. Paper presented 
at Wireless Communications and Networking Conference. WCNC 2008, 
2141 – 2146 Las Vegas, NV. 

Nafaa, A., Taleb, T., & Murphy, L. (2008). Forward error correction strategies 
for media streaming over wireless networks. Communications 
Magazine, 46(1), 72-79, IEEE, Toronto, Ont., Canada. 

Oh, B. J., Hua, G., & Chen, C. W. (2008). Seamless video transmission 
over wireless LANs based on an effective QoS model and channel 
state estimation. Paper presented at Computer Communications and 
Networks, ICCCN ‘08, 1-6 St. Thomas, US Virgin Islands. 

ht
tp

://
jic

t.u
um

.e
du

.m
y



Journal of ICT, 11, pp: 55–74

74

Rangwala, S., Gummadi, R., Govindan, R., & Psounis, K. (2006). Interference-
aware fair rate control in wireless sensor networks. SIGCOMM  
Computer Commununication, 36 (4), 63-74. 

Sgardoni, V., Ferre, P., Doufexi, A., Nix, A., & Bull, D. (2007). Frame delay 
and loss analysis for video transmission over time-correlated 802.11a/g 
channels. Paper presented at Personal, Indoor and Mobile Radio 
Communications, PIMRC 2007. IEEE 18th International Symposium, 
on, 1-5 Athens, Greece. 

Tsai, M., Ke, C., Wu, T., Shieh, C., & Hwang, W. (2008). Burst-aware adaptive 
Forward Error Correction in video streaming over wireless networks. 
Paper presented at 10th IEEE International Conference on High 
Performance Computing and Communications, HPCC’08, Dalian, 
China, 625–628. doi: 10.1109/HPCC.2008.89. 

Whetten, B., Vicisano, L., Kermode, R., Handley, M., Floyd, S. & Luby, 
M. (2001). Reliable multicast transport building blocks for one-to-
many bulk-data transfer. RFC 3048, Internet Engineering Task Force. 
Retrieved from http://www.ietf.org/rfc/rfc3048.txt

ht
tp

://
jic

t.u
um

.e
du

.m
y




