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#### Abstract

We investigate the problem of sports tournament scheduling as reflected in the quality of tournament schedule in University Utara Malaysia (UUM). The background of the sports tournament problems that inefficiency of the human scheduler, time-consuming task and unfairness among the athletes that need to be solved gives direction and motivation in investigating the problem of scheduling the sports tournament. Subsequently, previous work related to the problem is discussed. Thus, we present an innovative hybrid of a constraint-based algorithm and a neighbourhood search, which is an exploration into alternative and improved methodology in the problem of sports tournament scheduling with special multiple constraints. A scheduling system is then developed. As a result, fair distribution of break or rest times and game venues among the competing teams are achieved in our objectives. The sports tournament scheduling system assists and improves the sports events management through high quality schedule as compared with the current human scheduler, which consider rest period, day and time preferences and venue availability. Thus, this sophisticated algorithm provides the feasible, optimum, efficient and quick solution.
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## 1. Introduction

Sports management is a multidisciplinary field that integrates the sports industry and management ([1]). It can be a difficult ([2]), complex ([3]), challenging and tedious job ([4]) these days when the interest in sports has increased greatly over the last decades. It is important to construct a schedule for
a sports tournament so that it can achieve the sports event's objectives ([5]), which are to handle variety needs and requirements ([4]) as well as these sports activities need to be done within a timeframe ([1]). These objectives can be achieved through efficient scheduling, which eventually has sparked our interest to undertake the case problem of sports tournament scheduling (STS) as the focus of our study.

## 2. Related Studies

Previous studies related to various sports tournament scheduling problems show that the problems has been solved using several techniques. For example, Simulated Annealing technique was used by [6] and [7] as well as positive semi defined programming by [8]. Mathematical programming approaches have been utilized to solve Sports League Scheduling Problem (SLSP) by [9]. Furthermore, traveling tournament problems (TTP) have also been experimented using heuristic techniques ([10]; [11]; [12]) up to 32 teams. Then again, [13] tackled the venue allocation problem in STS by a heuristic technique. Constraint Programming (CP) is another efficient technique due to its capabilities. Thus, this technique has been widely used especially in the landscapes of sports tournament scheduling ([14]; [15]; [16]; [17]; [18]; [19]; [20] and [21]). CP technique provides the optimum solution ([22]) as well as quick and feasible solution ([14]).

In addition, hybrid techniques are promising as well ([23]) in the sports tournament scheduling. Such hybrids are the integration of CP and integer programming (IP) by [17] as well as hybrid of Tabu Search (TS) and agent based technique by [24]. Due to combined advantages, capabilities and similarity of certain problems being solved with our problem at hand, a hybrid technique is thus adopted in our study.

Subsequently, this paper presents a constraint-based programming approach with application in a sports tournament scheduling problem. In applying the proposed approach, the sports tournament scheduling problem in University Utara Malaysia (UUM) is taken as a case problem and thus, modeled as a constraint satisfaction problem (CSP). Hence, the detailed explanation of the problem, the framework of the hybrid methodology and results are presented in the following sections.

In section 3, the sports tournament scheduling problem (STSP) in UUM is described. The model for the STSP and the hybrid constraint-based programming approach are illustrated in section 4 and 5, respectively. Results are shown in the last section.

## 3. The Sports Tournament Scheduling Problem in UUM

The sports tournament among all the residential colleges (SUKOL) organized by UUM is an annual activity involving undergraduate students in 14 residential colleges with 18 different types of games or events. These games are such as rugby, netball, futsal, sepak takraw, hockey (men and women), volleyball (men and women), handball (men and women), basketball (men and women), mixed badminton, mixed tennis, mixed squash, bowling (men and women) and ping pong. The tournament normally last for three to four weeks. Scheduling all events so that all sports' constraints are fulfilled is a very tedious, difficult and complex task.

It has been identified that the scheduling problem in SUKOL is due to poor scheduling, since all SUKOL events were scheduled manually. Thus, it is also very time-consuming and tedious as agreed by [25], [7] and [26]. Furthermore, SUKOL must fulfill many constraints and this has made the scheduling notoriously difficult and complex which is in parallel with statements by [27], [3], and [2]. The constraints faced by SUKOL involve possible combinations of matchups (meeting between two teams) to be played, partial round robin and single elimination strategy (playoff). Moreover, there are additional factors that need to be considered, for instance, the rest period for the teams, the availability of venue, days preference and times preference. Other scheduling problems that have been identified in

SUKOL are unfairness of venue assignment which is also suggested by [28] and rest period as also agreed by [29], [30], and [31].

Thus, this research is an effort to overcome the weaknesses in SUKOL by using an efficient hybrid constraint-based programming technique which leads to design of an improved scheduling model for a university sports tournament.

## 4. The STSP as a Constraint Satisfaction Problem

The SUKOL tournament scheduling problem is modeled as constraint satisfaction problem (CSP), where a finite set of variables, a function which maps every variable to a finite domain and a finite set of constraints restricting the values that the variables can simultaneously take are declared as follows. However, the variables are only properly declared when they are assigned to a matchup (meeting between two teams). The CSP then consists of Constraint Network (CN): ( $T, D, C$ ) where,

- A set of teams, $T=\left\{t_{1}, t_{2}, \ldots, t_{n}\right\}$ as the set of variables.
- A set of teams' domains, $D=\left\{D\left(t_{1}\right), D\left(t_{2}\right), D\left(t_{3}\right), \ldots, D\left(t_{n}\right)\right\}$ where $D\left(t_{i}\right)$ is a finite set of possible values for team $t_{i}$, where $t_{i}$ refers to the team and $i=\{1,2, \ldots, n\}$. In this problem, domains are the timeslots.
- A set of constraints related to teams, $C=\left\{c_{1}, c_{2}, \ldots, c_{k}\right\}$.
- CN or objective: to assign pairs of teams in timeslots such that all constraints are satisfied.

Constraint 1: Every team plays exactly once with every other team in prescheduled rounds.
Constraint 2: One timeslot is one hour in duration if relating to a time-based game and one and half hour in duration if relating to a score-based game.
Constraint 3: The timeslots from 12.00 noon -4.00 pm and $7.00 \mathrm{pm}-9.00 \mathrm{pm}$ on Fridays should be avoided.
Constraint 4: The timeslots from $9.00 \mathrm{am}-4.00 \mathrm{pm}$ and $7.00 \mathrm{pm}-9.00 \mathrm{pm}$ on Saturdays should be avoided.
Constraint 5: The available timeslots on Fridays are from $9.00 \mathrm{am}-12.00$ noon, $4.00 \mathrm{pm}-$ 7.00 pm and $9.00 \mathrm{pm}-11.00 \mathrm{pm}$.

Constraint 6: The available timeslots on Saturdays are from $4.00 \mathrm{pm}-7.00 \mathrm{pm}$ and $9.00 \mathrm{pm}-$ 11.00 pm .

Constraint 7: Each team must get at least one rest period (break) before continuing to play the next match in the prescheduled rounds, where one rest period is defined as one timeslot.
Constraint 8: No more than two teams can use one venue in the same timeslot.
Constraint 9: Every team plays at least once in different venues during the tournament.
Constraint 10: Each team must get at least one rest period (break) before continuing to play the next match in quarter-finals, semifinals, match for third place and final (single elimination), where one rest period (break) is defined as four timeslots.

## 5. The Hybrid Constraint-Based Programming Approach

The proposed hybrid constraint-based programming algorithm encompasses three stages: (i) generation of possible combinations of matchups based on Partial Round Robin strategy, (ii) gathering and enumeration of all matchups and (iii) assignment of teams based on the relevant constraints through constraint-based scheduling algorithm for the preliminary round as it is the most complex stage. The approach used in this research is inspired and partly adopted from [32]. It consists of several modules such as CSP formulation, solution strategy, inconsistency check, neighbourhood search, fathom of all branches and lastly the forward checking, which are shown in Figure 1. The description of each
module thus follows. In this approach, we introduce a neighbourhood search to the constraint-based programming algorithm as a hybridization strategy.

Figure 1: The architecture of the hybrid constraint-based programming approach.


### 5.1. Solution Strategy

The solution strategy begins by identifying timeslots (domains) and then determining matchups to allocate in the timeslots. During the allocation in a particular cell of timeslot, all matchups in the sequence list (enumerated list) would be checked one by one for break, day and time constraints satisfaction before allocating a suitable matchup in that particular cell. The process of allocating a matchup in a cell of timeslot continues until all matchups are allocated. This strategy makes
formulating the constraints become more natural (where the algorithm first identifies timeslots domains), and then determines matchups to be allocated in the timeslots as suggested by [9]. At the end of the solution strategy, two possibilities arise, that are: either a solution is found (complete schedule with respect to all the three constraints) or not (compatible timeslots unable to be filled in by any matchups). If a solution is found (i.e. all matchups are filled in the schedule), then the algorithm proceeds to the next stage, that is the neighbourhood search module, after which the final solution or schedule may be found. On the other hand, if a matchup is unable to be allocated in any timeslot, then the process would proceed to the inconsistency check module.

### 5.2. Inconsistency Check

The function of inconsistency check module is to check and verify the dissatisfaction of all the three constraints being enforced in the solution strategy module. It detects if the particular available timeslot is not compatible with the instantiated matchups. If so, the process would proceed to the module of fathom all branches as done in [33].

### 5.3. Nieghbourhood Search

When a complete solution is found which means that the solution is a feasible one, then the algorithm proceeds with a neighbourhood search to satisfy venue constraint, if necessary. In this sports tournament scheduling, a neighbourhood search is referred to a swap of the two matchups in search of proper and suitable venues satisfing constraints 8 and 9 . If all allocations are successfully done (final complete schedule), then the algorithm is terminated. The final solution or schedule is provided.

### 5.4. Fathom all Branches

If inconsistency is confirmed in the inconsistency check module, then the search tree of the problem is examined in order to check if all sub-problems or branches have been explored thoroughly (fathomed) in this module. If all branches have been fathomed, but the problem of inconsistency still exists. It means that all matchups are not able to be assigned in appropriate timeslots. So, the process would go back to the solution strategy module to search for new assignments of teams to timeslots. However, if consistency is obtained when the particular available timeslot is now compatible with an instantiated matchup as the result of feasible allocation in a branch of the problem, then a search strategy by way of a forward checking procedure is undertaken as described in the next module.

### 5.5. Forward Checking

In this forward checking module, a search strategy is started after the particular cell of timeslot is compatible with the instantiated matchup as an effect from the previous module. It means that the procedure of checking compatibility and feasibility would be continued to the new or next cell of the timeslot with the next instantiated matchup. However, if that new available cell of timeslot is not compatible with the new instantiated matchup, this process would be continued to check for the constraints and inconsistency repeating the checking process into the solution strategy module and so on until the find solution is obtained.

## 6. Results

In presenting the solution of the proposed hybrid algorithm, a prototype or a scheduling system is developed such that the natural representation of the optimal schedule is displayed. The solution (schedule) representation is in the form of 2-dimentional matrix, where column, $D\left(t_{i}\right)$ is the timeslot with starting and ending time and row, $d_{r}$ is the day. The entry is the decision variable, $t_{i} v s t_{j}$, where $t_{i}$ $=$ team, $t_{j}=$ opponent team on day, $d_{r}$ and timeslot, $D\left(t_{i}\right)$. There are no scheduled games from Sunday to

Thursday due to classes. The value 1 in the row and column of Figure 2 shows that the particular timeslot is compatible where any matchups can be assigned in that timeslot, while 0 is vice versa. Q1 until Q4 are possible matchups assigned in feasible timeslots for teams that could proceed to the quarter phase. S1 and S2 are possible matchups assigned in feasible timeslots for teams that could play in the semi-final phase. 3rd1 is the suggested matchup timeslot for teams who fight for the third place, while F1 is the suggested matchup timeslot for teams fighting as the champion in the final phase.

Figure 2: An optimum schedule for a Netball game involving 14 teams and two venues.

| $\begin{gathered} \text { Timeslot, } \\ D\left(t_{i}\right) \\ \text { Day, } d_{x} \\ \hline \end{gathered}$ | Venue | $\begin{aligned} & 9 \mathrm{am}- \\ & 10 \mathrm{am} \end{aligned}$ | $\begin{aligned} & 10 \mathrm{am}- \\ & 11 \mathrm{am} \end{aligned}$ | $\begin{gathered} 11 \mathrm{am}- \\ 12 \text { noon } \end{gathered}$ | $\begin{gathered} \text { 12noon- } \\ 1 \mathrm{pm} \end{gathered}$ | $\begin{aligned} & 1 \mathrm{pm}- \\ & 2 \mathrm{pm} \end{aligned}$ | $\begin{aligned} & \text { 2pm- } \\ & 3 \mathrm{pm} \end{aligned}$ | $\begin{aligned} & 3 \mathrm{pm}- \\ & 4 \mathrm{pm} \end{aligned}$ | $\begin{gathered} 4 \mathrm{pm}- \\ 5 \mathrm{pm} \end{gathered}$ | $\begin{aligned} & 5 \mathrm{pm}- \\ & 6 \mathrm{pm} \end{aligned}$ | $\begin{gathered} 6 \mathrm{pm}- \\ 7 \mathrm{pm} \end{gathered}$ | $\begin{aligned} & 7 \mathrm{pm}- \\ & 8 \mathrm{pm} \end{aligned}$ | $\begin{aligned} & 8 \mathrm{pm}- \\ & 9 \mathrm{pm} \end{aligned}$ | $\begin{aligned} & 9 \mathrm{pm}- \\ & 10 \mathrm{pm} \end{aligned}$ | $\begin{aligned} & 10 \mathrm{pm}- \\ & 11 \mathrm{pm} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Friday | $\mathrm{V}_{1}$ | $\begin{gathered} \text { team1 } \\ \text {-vs- } \\ \text { team4 } \end{gathered}$ | $\begin{aligned} & \text { team5 } \\ & \text {-vs- } \\ & \text { team8 } \\ & \hline \end{aligned}$ | team9 -vs- team11 <br> team11 | 0 | 0 | 0 | 0 | team12 -vsteam 13 | $\begin{gathered} \text { team2 } \\ \text {-vs- } \\ \text { team4 } \end{gathered}$ | $\begin{gathered} \text { team6 } \\ \text {-vs- } \\ \text { team8 } \\ \hline \end{gathered}$ | 0 | 0 | team10 $\begin{gathered}-v s- \\ \text { team11 }\end{gathered}$ | team1 -vsteam2 |
|  | $\mathrm{V}_{2}$ | $\begin{gathered} \text { team2 } \\ \text {-vs- } \\ \text { team3 } \end{gathered}$ | team6 -vsteam7 | team12 <br> team 14 | 0 | 0 | 0 | 0 | team1 -vs- team3 | $\begin{aligned} & \text { team5 } \\ & \text {-vs- } \\ & \text { team } 7 \end{aligned}$ | team 9 -vsteam10 | 0 | 0 | team13 <br> -vs- <br> team14 | team 3 -vsteam4 |
| Saturday | $\mathrm{V}_{1}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\begin{gathered} \text { team5 } \\ \text {-vs- } \\ \text { team6 } \\ \hline \end{gathered}$ | 1 | 1 | 0 | 0 | Q1 | Q3 |
|  | $\mathrm{V}_{2}$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | $\begin{gathered} \text { team7 } \\ \text {-vs- } \\ \text { team8 } \end{gathered}$ | 1 | 1 | 0 | 0 | Q2 | Q4 |
| Friday | $\mathrm{V}_{1}$ | S1 | 1 | 1 | 0 | 0 | 0 | 0 | 3rd1 | 1 | 1 | 0 | 0 | F1 | 1 |
|  | $\mathrm{V}_{2}$ | S2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 1 |

## 7. Performance Evaluation

In evaluating the performance of the proposed hybrid algorithm, the scheduling result (i.e. the schedule) is evaluated in term of computational time, venue assignment and duration of break. Thus, two actual tournament schedules for academic sessions 2005/2006 and 2006/2007 are taken for comparison purposes.

### 7.1. Computational Time

Generating a schedule for a netball game with 14 teams playing in two available venues is considered for comparison purposes. For this game, time taken to generate the proposed hybrid tournament scheduling system is less than one minute. However, a manually generated schedule took more than a day of the scheduler's time as informed by the tournament committee. This information is based on the scheduling experience from the two actual schedules mentioned. The results are similar for the other 17 games.

### 7.2. Venue Assignment

Manually generated schedules in sessions 2005/2006 and 2006/2007 showed that not all teams were assigned to play in both venue 1 (i.e. $V_{1}$ ) and venue 2 (i.e. $V_{2}$ ). We generated six schedules based on the proposed hybrid algorithm. As a comparison, we highlight the venue assignment in the actual sample and the six generated schedules as exhibited in Table 1.

Venue assignments in schedules of sessions 2005/2006 and 2006/2007 show that eight teams respectively, were not assigned to play in both venue 1 and venue 2 throughout their matches. However, the six proposed schedules generated show only three teams were not assigned to play in both, venue 1 and venue 2 throughout their matches as compared to eight teams that were unable to do so in the manually generated schedules. Thus, we conclude that our proposed hybrid algorithm could generate better schedules in term of fairness in venue assignment.

Table 1: Comparison on venue assignment between the proposed algorithm and the manually generated schedules.

| Schedule | 2005/2006 |  | 2006/2007 |  | Schedule 1 |  | Schedule 2 |  | Schedule 3 |  | Schedule 4 |  | Schedule 5 |  | Schedule 6 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Venue | $V_{1}$ | $V_{2}$ | $V_{1}$ | $\mathrm{V}_{2}$ | $V_{1}$ | $V_{2}$ | $V_{1}$ | $\mathrm{V}_{2}$ | $V_{1}$ | $V_{2}$ | $\mathrm{V}_{1}$ | $V_{2}$ | $\mathrm{V}_{1}$ | $V_{2}$ | $\mathrm{V}_{1}$ | $V_{2}$ |
| team |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| team 1 | 3 | 0 | 3 | 0 | 1 | 2 | 1 | 2 | 1 | 2 | 2 | 1 | 2 | 1 | 2 | 1 |
| team 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| team 3 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| team 4 | 1 | 2 | 1 | 2 | 3 | 0 | 3 | 0 | 3 | 0 | 2 | 1 | 2 | 1 | 2 | 1 |
| team 5 | 3 | $\bigcirc$ | 3 | 0 | 2 | 1 | 2 | 1 | 2 | 1 | 1 | 2 | 1 | 2 | 1 | 2 |
| team 6 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 | 3 | 0 |
| team 7 | 1 | 2 | 0 | 3 | 1 | 2 | 1 | 2 | 1 | 2 | 3 | 0 | 0 | 3 | 1 | 2 |
| team 8 | 1 | 2 | 1 | 2 | 2 | 1 | 2 | 1 | 2 | 1 | 1 | 2 | 2 | 1 | 1 | 2 |
| team9 | 2 | 0 | 2 | 0 | 1 | 1 | 1 | 1 | 0 | 2 | 1 | 1 | 1 | 1 | 1 | 1 |
| team10 | 2 | 0 | 2 | 0 | 0 | 2 | 1 | 1 | 1 | 1 | 0 | 2 | 1 | 1 | 0 | 2 |
| team 11 | 2 | O | 2 | 0 | 1 | 1 | O | 2 | 1 | 1 | 1 | 1 | 2 | O | 1 | 1 |
| team 12 | 0 | 2 | 0 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| team 13 | O | 2 | 0 | 2 | 2 | 0 | 2 | O | 2 | 0 | 2 | 0 | 2 | 0 | 2 | 0 |
| team 14 | O | 2 | O | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| Total number of unfairness | 8 |  | 8 |  | 3 |  | 3 |  | 3 |  | 3 |  | 3 |  | 3 |  |

### 7.3. Duration of Break

In computing the duration of break, we calculate the time difference between end time of a match and the start time of the next match for the same team. In this analysis, we consider 14 teams as based on the number of teams in the actual manually generated schedules. We define $B_{1}$ (as shown in Table 2) as the duration of break time for a team when playing it's first match and the second match, while $\mathrm{B}_{2}$ (as shown in Table 2) as the duration of break time for a team when playing the second match and the third match. As we adopt Partial Round Robin strategy in generating possible matchups, there are only eight teams that play three matches while six teams only play two matches.

Table 2: Comparison on duration of break in the proposed schedules and manually generated schedules.

| Schedule | 2005/2006 |  | 2006/2007 |  | Schedule 1 |  | Schedule 2 |  | Schedule 3 |  | Schedule 4 |  | Schedule 5 |  | Schedule 6 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time(min) | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ | $\mathrm{B}_{1}$ | $\mathrm{B}_{2}$ |
| team1 | 1440 | 2835 | 195 | 1425 | 360 | 240 | 360 | 240 | 360 | 240 | 360 | 180 | 360 | 120 | 360 | 120 |
| team 2 | 1440 | 2835 | 195 | 2745 | 420 | 180 | 420 | 180 | 420 | 180 | 540 | 1080 | 540 | 1080 | 540 | 1080 |
| team 3 | 1440 | 2835 | 195 | 2745 | 360 | 1320 | 360 | 1380 | 360 | 1320 | 240 | 60 | 240 | 60 | 240 | 60 |
| team 4 | 1440 | 2835 | 195 | 1425 | 420 | 1260 | 420 | 1260 | 420 | 1260 | 240 | 1440 | 240 | 1440 | 240 | 1440 |
| team 5 | 2835 | 1440 | 1785 | 1440 | 360 | 120 | 360 | 120 | 360 | 120 | 360 | 240 | 360 | 240 | 360 | 240 |
| team6 | 2835 | 1440 | 1785 | 1455 | 540 | 1080 | 540 | 1080 | 540 | 1080 | 420 | 180 | 420 | 180 | 360 | 240 |
| team 7 | 2835 | 1440 | 1785 | 1455 | 240 | 60 | 240 | 60 | 240 | 60 | 420 | 240 | 360 | 300 | 420 | 180 |
| team 8 | 2835 | 1440 | 1785 | 1440 | 240 | 1440 | 240 | 1440 | 240 | 1440 | 360 | 300 | 420 | 240 | 480 | 300 |
| team9 | 4275 |  | 2895 |  | 360 |  | 360 |  | 240 |  | 360 |  | 360 |  | 360 |  |
| team10 | 1440 |  | 1455 |  | 240 |  | 660 |  | 660 |  | 240 |  | 240 |  | 240 |  |
| team11 | 2835 |  | 1440 |  | 660 |  | 240 |  | 360 |  | 660 |  | 660 |  | 660 |  |
| team12 | 4275 |  | 2955 |  | 420 |  | 420 |  | 420 |  | 420 |  | 420 |  | 420 |  |
| team13 | 1440 |  | 1455 |  | 240 |  | 240 |  | 240 |  | 1260 |  | 1260 |  | 1260 |  |
| team 14 | 2835 |  | 1455 |  | 720 |  | 720 |  | 720 |  | 1740 |  | 1020 |  | 1740 |  |
| max duration time | $\begin{gathered} 4275 \approx \\ 71.25 \\ \text { hours } \\ \hline \end{gathered}$ | $\begin{gathered} 2835 \approx \\ 47.25 \\ \text { hours } \\ \hline \end{gathered}$ | $\begin{gathered} 2955 \approx \\ 49.25 \\ \text { hours } \\ \hline \end{gathered}$ | $\begin{gathered} 2745 \approx \\ 45.75 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 720 \approx \\ 12 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 1440 \approx \\ 24 \\ \text { hours } \\ \hline \end{gathered}$ | $\begin{gathered} 720 \approx \\ 12 \\ \text { hours } \\ \hline \end{gathered}$ | $\begin{array}{\|c\|} \hline 1380 \\ \approx 23 \\ \text { hours } \\ \hline \end{array}$ | $\begin{gathered} \hline 720 \approx \\ 12 \\ \text { hours } \end{gathered}$ | $\begin{array}{\|c\|} \hline 1440 \approx \\ 24 \\ \text { hours } \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline 1740 \approx \\ 29 \\ \text { hours } \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline 1440 \\ \approx 24 \\ \text { hours } \\ \hline \end{array}$ | $\begin{array}{\|c\|} \hline 1260 \approx \\ 21 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 1440 \approx \\ 24 \\ \text { hours } \\ \hline \end{array}$ | $\begin{gathered} 1740 \approx \\ 29 \\ \text { hours } \end{gathered}$ | $\begin{array}{\|c\|} \hline 1440 \approx \\ 24 \\ \text { hours } \\ \hline \end{array}$ |
| min duration time | $\begin{aligned} & 1440 \approx \\ & 24 \text { hours } \end{aligned}$ | $\begin{gathered} 1440 \approx \\ 24 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 195 \approx \\ 3.25 \\ \text { hours } \end{gathered}$ | $\begin{aligned} & 1425 \approx \\ & 23.75 \\ & \text { hours } \end{aligned}$ | $\left.\begin{gathered} 240 \approx 4 \\ \text { hours } \end{gathered} \right\rvert\,$ | $60 \approx 1$ <br> hour | $\begin{gathered} 240 \approx 4 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 60 \approx 1 \\ \text { hour } \end{gathered}$ | $\begin{gathered} 240 \approx 4 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 60 \approx 1 \\ \text { hour } \end{gathered}$ | $\begin{gathered} 240 \approx 4 \\ \text { hours } \end{gathered}$ | $\begin{gathered} 60 \approx 1 \\ \text { hour } \end{gathered}$ | $\begin{array}{\|c\|} \hline 240 \approx 4 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 60 \approx 1 \\ \text { hour } \end{array}$ | $\begin{gathered} 240 \approx 4 \\ \text { hours } \end{gathered}$ | $\begin{aligned} & 60 \approx 1 \\ & \text { hour } \end{aligned}$ |
| Average break time per team | $\begin{gathered} 2442.86 \\ \approx 40.71 \\ \text { hours } \end{gathered}$ | $\begin{array}{\|c\|} \hline 2137.5 \\ \approx 35.63 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 1398.21 \\ \approx 23.30 \\ \text { hours } \end{array}$ | $\begin{array}{c\|} \hline 1766.25 \\ \approx 29.44 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 398.57 \\ \approx 6.6 \\ \text { hours } \end{array}$ | $\begin{gathered} 712.5 \approx \\ 11.88 \\ \text { hours } \end{gathered}$ | $\begin{aligned} & 398.57 \\ & \approx 6.64 \\ & \text { hours } \end{aligned}$ | $\begin{array}{\|c\|} \hline 720 \\ \approx 12 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 398.57 \\ \approx 6.64 \\ \text { hours } \end{array}$ | $\begin{array}{\|c\|} \hline 712.5 \approx \\ 11.88 \\ \text { hours } \end{array}$ | $\begin{array}{\|l\|} \hline 544.29 \\ \approx 9.07 \\ \text { hours } \end{array}$ | $\begin{gathered} 465 \approx \\ 7.75 \\ \text { hours } \end{gathered}$ | $\begin{aligned} & 492.86 \\ & \approx 8.21 \\ & \text { hours } \end{aligned}$ | $\begin{aligned} & 457.5 \\ & \approx 7.63 \\ & \text { hours } \end{aligned}$ | $\begin{aligned} & 548.57 \\ & \approx 9.14 \\ & \text { hours } \end{aligned}$ | $\left\|\begin{array}{c} 457.5 \approx \\ 7.63 \\ \text { hours } \end{array}\right\|$ |

Thus, only eight teams are considered for their second duration of break time, i.e. $\mathrm{B}_{2}$, which is reflected in Table 2. The other six teams would play two matches each thus, there are no values for their $B_{2} . B_{1}$ and $B_{2}$ are times in minutes. The minimum and maximum break durations, and the average break time per team are shown for each type of break durations for all schedules being examined.

The minimum break duration for the manually generated schedule is 3.25 hours, while the minimum break duration for all the proposed schedules are 1 hour, which is much less than that of the manually generated schedule. On the other hand, the maximum break duration for the manually generated schedule is 71.25 hours, while the maximum break duration for the proposed schedule is 29 hours, which is also much less that of the manually generated schedule. Subsequently, the maximum average of break duration among the manually generated schedules is 32.27 ( $[40.71+35.63+23.30+29.44] / 4)$ hours, while the maximum average of break duration among the proposed schedules is 8.76 ( $[6.6+11.88+6.64+12+6.64+11.88+9.07+7.75+8.21+7.63+9.14+7.63] / 12)$ hours. The proposed hybrid algorithm is able to generate better schedules than the manually generated schedules in term of short and sufficient break duration, which fulfill the problem constraint. In turn, the appropriate break durations will allow for shorter tournament timeframe, which contributes toward efficient student time management.

## 8. Conclusion

The proposed innovative hybrid constraint-based programming algorithm provides a feasible, efficient and quick solution as compared to the manually generated schedule in term of computational time, venue assignment and duration of break. The tournament scheduling system assists and improves the sports events management through high quality schedule, which considers rest period, day and time preferences, and venue availability. The integration of a constraint-based technique and the neighbourhood search is an exploration into alternative and improved methodology in the problem of sports tournament scheduling with special multiple constraints.
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