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La biologie médicale est une discipline médicale qui englobe toutes les sciences
de laboratoire utilisées dans le domaine de la santé a l'exception de I'anatomo-
pathologie, c’est-a-dire principalement 1’hématologie, la biochimie clinique, la
parasitologie, la bactériologie, la virologie, 'immunologie et la biologie moléculaire. En
biologie humaine, son exercice est étroitement encadré par la loi [1] et pratiqué
exclusivement par des spécialistes. En biologie animale, c’est une spécialité vétérinaire
[2], [3] mais a I'heure actuelle, elle peut étre pratiquée sans qualification réglementaire.

Les prélevements biologiques servent de support a des analyses variées « qui
concourent au diagnostic, au traitement ou a la prévention des maladies (...) ou qui font
apparaitre toute autre modification de 1'état physiologique, ». Les cliniciens recourent
quotidiennement aux analyses biologiques puis doivent interpréter leurs résultats, en
les replacant dans le contexte ayant justifié leur prescription. La question quasi
instinctive que I'on se pose lors de cette étape est « le résultat de I'analyse est-il normal
(ou bien trop élevé ou trop bas)?» ou, autrement dit, « ou se situe le résultat de
I'analyse par rapport aux résultats obtenus pour des sujets sains? ». C’'est pour essayer
de répondre a cette question qu’a été développée la théorie des intervalles de référence.
Elle vise a décrire de maniére aussi précise que possible les variations des marqueurs
biologiques utilisés en médecine chez des sujets supposés en bonne santé.

La notion de valeur de référence a été élaborée en médecine humaine a partir de
la fin des années mille neuf cent soixante[4]. Cette question a été intensément travaillée
par les experts de la Société Francaise de Biologie Clinique dont les conclusions [5], [6],
[7], 8], [9], [10],[11], [12] ont été reprises a I’étranger par d’autres sociétés et a I'échelle
internationale par l'International Federation of Clinical Chemistry (IFCC). Elles ont
ensuite fait 'objet de mises a jour au fil des questions soulevées, pour aboutir a la
derniere version des recommandations internationales par I'IFCC et le Clinical
Laboratory and Standards Institute (CLSI) [13]. Les principaux facteurs de variation qui
ont été les premiers étudiés semblent évidents, comme 1'age ou le sexe des individus,
mais des facteurs ethniques ou culturels (habitudes alimentaires, par exemple) peuvent
également compliquer la tache.

Qu’en est-il alors en médecine vétérinaire ou il faut considérer la multitude des
especes étudiées, des races, voire des souches pour les especes de laboratoire ou des
conditions d’élevage? Ceci donne un premier apercu des difficultés rencontrées,

auxquelles vient s’ajouter l'absence de grands centres vétérinaires de santé qui



permettraient, en fournissant des milliers de valeurs de référence, de documenter

chacun de ces facteurs de variation.

Le présent travail a visé a apporter des réponses a ces questions, et pour ce faire
a consisté a:

- faire le point sur la littérature scientifique humaine et animale concernant la
détermination des intervalles de référence,

- tester l'application des derniéres recommandations internationales a des
exemples concrets, dans des conditions optimales,

- tester de nouvelles méthodes en suivant principalement deux pistes : d’abord en
travaillant sur des échantillons de référence de petite taille (soit en déterminant un
intervalle de référence de novo, soit en transférant un intervalle de référence
préexistant), ensuite en travaillant sur des échantillons de référence « pollués » par des
valeurs issues d’individus non sains,

- mettre au point un outil statistique permettant de répondre rapidement et
simplement aux questions précédemment posées.

Chacun de ces points fait I'objet d’'une partie de ce mémoire qui est conclu par

une discussion générale synthétique.



Partie 1
Faire le point sur la littérature

scientifique humaine et animale

La notion de valeurs de référence, introduite dans les années mille neuf cent
soixante [4], est aujourd’hui mondialement recommandée pour décrire les variations
interindividuelles observées chez des sujets sains et pour remplacer des termes ambigus
tels que «valeurs normales» ou «normes» qui ont d’autres significations [14].
Cependant, il faut reconnaitre que ces derniers ont persisté dans l'usage courant pour le
grand public, et parfois méme chez les spécialistes.

La collecte et lutilisation de valeurs de référence impose de définir
préalablement I'état de «bonne santé» des sujets, ce qui est difficile en biologie
humaine [15] et encore plus compliqué en biologie animale. Faute de pouvoir disposer
de criteres indiscutables, il est nécessaire de sélectionner les individus de référence
selon des criteres d’inclusion et d’exclusion bien définis et clairement décrits (cf. Figure
1, page 290 de I'article suivant). L’ensemble de ces individus constitue la population de
référence, dont les limites sont inconnues mais a partir de laquelle on peut extraire de
maniere aléatoire un échantillon de référence sur lequel sont pratiquées les analyses.
Les valeurs de référence sont les résultats des mesures pratiquées sur cet échantillon
d’'individus. Leur distribution peut ensuite étre facilement visualisée sous forme d’un
histogramme de distribution. Arbitrairement, la majeure partie des utilisateurs a décidé
de représenter l'intervalle de référence comme celui comprenant 95% des valeurs
observables dans la population de référence, et donc d’utiliser les quantiles 0,025 et
0,975 comme limites de l'intervalle de référence. Une conséquence délicate a gérer en
pratique clinique quotidienne est que 5% des sujets en bonne santé ont des valeurs en
dehors de l'intervalle de référence. Pour définir des intervalles de référence, il apparait

donc que I'étape la plus difficile, la plus longue et la plus coliteuse est la sélection des
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individus de référence. Les étapes ultérieures (prélevements, mesures et calculs) sont
beaucoup plus simples, méme si souvent I'abondance des publications a pu laisser
penser que les calculs statistiques étaient la difficulté majeure dans la détermination des
intervalles de référence. La base des recommandations internationales depuis de
nombreuses années a été d’utiliser un minimum de 120 sujets de référence pour chaque
groupe de partition (lié a I'age, au sexe, aux conditions de vie, etc.) puis d’appliquer des
méthodes non paramétriques de détermination des limites de référence et de leurs
intervalles de confiance. Plus récemment, des approches alternatives moins lourdes ont
été proposées et font I'objet de la troisieme partie de ce mémoire :

- le transfert et/ou la validation dans un laboratoire utilisateur d’intervalles de
référence correctement déterminés préalablement,

- le calcul d’intervalles de référence a partir de populations de plus petite taille ou
bien des déterminations a posteriori avec des sélections d’individus de référence
éventuellement polluées par des sujets malades; ces approches se fondent sur des
méthodes statistiques plus complexes que les simples déterminations non

paramétriques.

Article n°1
Geffré A, Friedrichs K, Harr K, Concordet D, Trumel C, Braun JP.
Reference values: a review.

Veterinary Clinical Pathology 2009,;38:288-98.
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Abstract: Reference values are used 1o describe the dispersion of variables in
healthy individuals. They are usually reported as population-based reference
intervals (RIs) comprising 95% of the healthy population. Intemational rec-
ommendations state the preferred method as a priord nonparameitric deter-
mination from ai least 120 reference individuals, but acceptable altemative
methods indude transference or validation from previously established RlIs.
The maost critical steps in the determination of reference values are the selec-
ton of reference individuals based on extensively documenied inclusion and
exclusion criteria and the use of quality-controlled analytical procedures.
When only small numbers of values are available, RIs can be estimated by
new methods, but reference limits thus obtained may be highly imprecise.
These recommendations are a challenge in veterinary clinical pathology,
especially when only small numbers of reference individuals are available.

Introduction

The concept of reference values was introduced in
1969 by Grasbeck and Saris' 1o describe fluctuations
of blood analyte concentrations in well-characterized

B. Stepwise procedures for determination of a reference interval groups of individuals. It was intended 1o replace the
1. Fully document preanalytical, analytical, and binlogical factors of more ambiguous concept of normal values,”* and o

variation “establish a well-defined nomenclature and recom-
2. Establish inclusion and exclusion criteria and partitioning mended procedures in the field.*! In this first publica-
factors

3. Decide on an appropriate number of reference individuals
4. Prepare the reference individuals, collect and process

specimens

tion, there was a clear distincion between healthy
reference values measured in healthy populations or
individuals and patient reference values measured in

5. Analyze the specimens with a quality-controlled method patients having various diseases. It is now commaonly

6. Inspect and analyze the data

accepted that reference values describe fluctuations

C. Other options for the determination of a reference interval observed in healthy populatons or individuals, which

1. A posterion determination
2, |ndirect determination
3. Estimation from small sample sizes
4. Multicenter reference intervals
. Transference of a Reference interval
I, Validation of a Reference Interval
A Subjective assessment

makes the definition of health or characterization of
health status a critical step.

Reference values, first introduced as a philosophy,
have gained universal acceptance as one of the most
powerful tools in laboratory medicine to aid in the
clinical decision-making process.”” However, the rec-

B. Validation using small numbers of reference individuals ommendations for establishing reference intervals (RIs)
C. Validation using large numbers of reference individuals described in the original series of articles published by

ViI. Conclusions

the International Federation of Clinical Chemistry
(IFCC) and Laboratory Medicine™ ' were sometimes

This review article was peer-reviewed. Dr. Braun, an editor of the comsidered too complicated to be applicable in practice;
journal, was not involved in the peer review process or the deci-  and thus, they have been used erroneously, if used at

sion to publish this article.

238

all. For instance, a recent survey of Rls for serum
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creatinine in humans identified 37 reports of which
only & met IFCC criteria.'? These difficulties have led
1o a necessary revision of the original recommenda-
tions'*' and the publication of common IFCC and
Clinical Laboratory and Standards Institute (CLSI)
guidelines (C28-A3) in 2008.% In the latter document,
previous recommendations are reinforced, which
were to establish RIs with art least 120 reference indi-
viduals using the nonparametric ranking method.
However, it is also acknowledged that RI determina-
tion is difficult, ime-consuming, and expensive, and
therelore, “it is unrealistic 1o expect each laboratory to
develop its own RIs.” The new document now allows
individual laboratories to adopt, by transference and
verification, Rls established elsewhere. Additionally,
altemate statistical approaches, such as the robusi
method, make it possible 1o establish RlIs using smaller
reference sample sizes; however, “the working group is
hesitant 10 recommend that it be done (with fewer
than 80 observations), except in the most exireme
instances.””

The present review is based on C28-A3 and a
MEDLINE search on the theory and production of ref-
erence values in humans and animals. Only a few of
the numerous articles on this subject (126,242 hiis for
“reference values” in February 2009) have been se-
lected for this review. General information on refer-
ence values can be found in textbooks, '™'® chaprers in
human'” and veterinary'® dinical pathology texts, a
special issue of Clinical Chemistry and Laboratory Medi-
cine,” and the Refval computer program of statistical
calculations."*2"

Nomenclature

Standard terms and definitions

The latest definitions cited from C28-A37 differ slightly
from the previous IFCC document,® but the overall
relationships between the terms are the same
(Figure 1).

A reference individual is a person selected for testing
on the basis of well-defined criteria. Reference indi-
viduals are generally assumed to be “healthy”; how-
ever, health is relative and lacks a precise and
quantifiable definition. Therefore, reference individu-
als are selected using “well-defined criteria,” ie, inclu-
sion and exclusion criteria, which approximate health.
Inclusion and exclusion criteria should be defined pre-
cisely, according to the aims of the study, and may
differ from one study to another. The RI determined
from the individuals selected according to the given

Reference values: a review

criteria will be applicable only to similar individuals, ie,
only to individuals fulfilling the same criteria.

A reference population is a group consisting of all
possible reference individuals.

A reference sample group is an adequate number of
persons selected to represent the reference population.
Although meant to be representative, the characteris-
tics of a reference sample group are not identical 1o the
characeristics of the reference population for the fol-
lowing reasons. First, the reference population is hypo-
thetical because the numberof individuals it comprises
is unknown. Second, the reference sample group
rarely is selected in a completely random manner.

A reference value is the value, or test resuli, ob-
tained by the observation or measurement of a partic-
ular 1ype of quantity on a reference individual. A
“particular type of quantity”?' (“measurand” in me-
trology and “component” or “analyte” in laboratory
medicine)?® implies that most of the theory and appli-
cation of reference values deals with univariate Rls,
ie, only 1 analyte at a time, whereas interpretation
of results is mostly multivariate. This has led some
authors to study multivariate reference regions, which
at this time have only limited development.®>** A ref-
erence value, which represenis 1 value obtained in 1
reference individual, is not synonymous with a refer-
ence limit, which is a value derived from all results ob-
tained in the reference sample group. The term
reference value should not be used 10 denote a limit
of the RI.

A reference distribution is the distribution of refer-
ence values.

Reference limits are the values derived from the ref-
erence distribution and are used for descriptive pur-
poses. Reference limits should not be confused with
decision limits, which are defined below.

An RI is the interval between, and including, 2
reference limits. The RI comprises only a fracion of
the values measured in reference individuals, most
frequently the central 95% of the distribution located
between the 0.025 and 0.975 fractiles as defined by
ISO 15189 and IFCC.'""*® As a consequence, 5% of
healthy individuals have observed values above or be-
low these reference limits. In other words, it is per-
fectly normal to observe abnormal resulis in healthy
individuals — it just is not frequent. The term “refer-
ence range,” often used as a synonym for RL is not de-
fined in €28-A3 and therefore should not be used
interchangeably.

An observed value, or patient laboratory test result,
is the value obtained in a test subject that is compared
with reference values, reference distributions, refer-
ence limits, or RIs.

Vet Clin Pothal 3863 (2009) 288-205 ©12000 Amenmn Society for Veterinary Clinical Pathology 289
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Figure 1. Relationships between the terms related to reference values according to the Clinical Labortory and Standards Institute (CLSI and
International Federation of Clinical Chemistry {IFCC) and Laboratory Medicine document C28-43.°

Other potentially confusing terms

Individual Rls are derived from a single individual and
are narrower than population-based R1s.*® Comparing
repeated measuremenis to the individual RI allows
maore efficient interpretation.

Reference change 1s the difference between 2 succes-
sive values that would be significant (P < 05) in 95%
of such persons.” It is based on the “critical range”**
(or critical difference) observed in an individual and
encompasses both intra-individual and analytical vari-
ability. A reference change is the most effective ap-
proach by which to detect significant changes within
an individual. Because population-based Rls primarily
comprise interindividual variability, they are much too
wide 1o detect reference changes in an individual >**"

Because unpredictable and extreme changes can occur
in diseased individuals due to disease progression or
resolution, critical differences, in combination with in-
traindividual reference values, usually are evaluated
only in apparently healthy individuals**'

Decision limits (cut-offs, cut-points, or consensus
values®?) are thresholds used to classify patients into
diseased vs. non-diseased siates or to identify when
medical action is advised, regardless of the reference
limir.** Dedsion limits are commonly used in human
medicine for the diagnosis of specific conditions or risk
factors, eg, fasting plasma glucose concentration for
the diagnosis of diabetes mellitus, or urine pro-
tein:creatinine ratio in dogs and cats.**

A parameter is a quantity that defines certain char-
acteristics of a population (eg, the mean of a

200 Vet Oin Pothol 385 2009) 2B8-2 98 (E2009 Ame rican Sodety for Veterinary Clinical Pathology
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population) and does not vary among individuals.
Plasma glucose concentration and alkaline phospha-
tase activity are not parameters, whereas temperaiure
is a parameter of phosphatase activity measurement.
This word is unduly used in place of “variable.”*”

A varfable is a quantity that vares within or
between individuals and is often confused with pa-
rameter.”” For instance, RBC or plasma cholesterol
concentration are variables.

A confidence interval (C1) contains, within a given
probability, the value of an unknown population pa-
rameter. Because reference limits are determined from
only a sample of the population, they are estimates of
the true limits, which cannot be known; Cls indicate
the imprecision of that estimate. The larger the refer-
ence sample size, the more closely the reference sam-
ple group approximates the reference population and
the narrower the CL

Predidion interval, a siatistical term that has the
same meaning as RI, contains a given percentage of
values of a variable that can be observed in individuals
from a population.

A toleranee fnterval is an interval within which a
spedfied proportion of a population falls with a speci-
fied confidence. It is based on the Cls of limits of a pre-
diction interval. Tolerance interval, RL and CI of limiis
are schematically compared in Figure 2.

Inclusion and exclusion criteria establish whether a
subject is eligible to participate in an RI smudy. These
criteria are chosen so that only healthy individuals are
included; individuals that are diseased, or do nat be-
long to the reference population for whom an RIis be-
ing established, are excluded. Some exclusion criteria,
eg, pregnancy and age, can serve as partitioning criie-
ria. For reference individuals, incusion and exclusion

2.5"@, 95% 2.5%
Reference Interval .

Lower limit Upper fimit
&Cl & Cl

f+— Tolerance Interval (approx.)] ——

Figure 2. Schematic representation of a reference interval, reference
limits, confidence intervals {Cl) of the limits, and tolerance interval.

Reference values: a review

criteria can be applied a priori, before the collecion of
samples, or a posteriori, after the collection of samples.
Inclusion and excusion criteria should be determined
before selecing reference individuals or reference
samples from a database. Conformity to selection
criteria may be established by physical examination,
ceriain measurementis or diagnostic tests, and/or com-
pletion of a questionnaire by the person in charge of
the study with the client.”

Reference Values and Health Status

From its inception, and according 1o IFCC definition,
reference values are measured in a well-characierized
population of individuals selected according 1o prede-
fined criteria such as age, sex, breed, nutritional status,
and diet. In addidon, it is presumed that reference in-
dividuals are healthy, which raises the question of the
definiion of health. There is no accepted consensus on
the definition of health. The World Health Organiza-
tion definition™ is inadequate even for humans and is
not transferable to animals because it is impossible to
define objective criteria to characterize “complete
physical, mental, and social well-being.” As a conse-
quence, the initial and probably the most problematic
step in the determination of an RI is defining the crite-
ria used to characterize health.’ These criteria must be
clearly described and documenied, “so others can eval-
uate the health status of the reference sample group.””

Determination of a Reference Interval

General approaches

There are 3 possible means by which to obtain the RI of
agiven analyte for a given populaton:
(1) determine the RI de novo from measurements
made in reference individuals;
(2) transfer a pre-existing RI when a method/instru-
ment is changed; or
(3) validate a previously established or transferred RIL
De novo determination of RIs is the most fre-
queniy used procedure in medical and veterinary
laboratories, as indicated in the original IFCC recom-
mendations. An a priori approach is recommended in
which reference individuals are selected according 10
predefined criteria followed by determination of Rls
from the reference values obtained. This approach is
most often performed in a single laboratory, but a mul-
tcentric procedure also is possible if methods and pop-
ulations are comparable. In some cases, an a posteriori
approach is used in which pre-existing data is ex-
ploited to establish reference values. Because indusion

Vet Clin Pothal 383 [2009) 288298 £12009 Ameri@n Society for Veterinary Clinical Pathalogy 291
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and exclusion criteria are applied retrospectively, the
necessary information regarding selection criteria may
not be available.

Stepwise procedures for a priori determination
of a reference interval

The details of the procedure are given inthe IFCC-CLSI
C28-A3 guidelines.” The 13 steps in thar document can
be summarized as follows below. All of the steps and
procedures should be fully documented.

Fuelly  document preanalytical, analytical, and biological
faaors of variation

The preanalytical, analytical, and biological factors of
variation for each analyte should be determined by a
literature search. Control of dinically meaningful fac-
tors of variation will minimize variability of the results
obtained. Some factors of variability may be used as
exclusion or paritioning criteria (eg, pregnancy). It
may be difficult to control some preanalytical factors of
variation in reference subjects, such as fasting {when
animals are presenied for a wellness examination) or
stress in cats. It is difficult to objectively evaluate siress
and 1o make dedsions regarding the degree of siress
that is tolerable in reference subjecis. This is espedally
true for wild animals in which the level of swress is
quite different, for example, in animals bred in zoos
compared with those caught in the wild.

Establish inclusion and exclusion criteria and
partitioning fadors

The objective of the future use of the RI is critical, be-
cause it is the basis for defining the characteristics of
the population to be studied and thus, for choosing in-
clusion, exclusion, and parnitioning criteria for the se-
lection of individuals. Minimal criteria of exclusion
include any dinical sign of disease or administration of
medications, perhaps with the exception of ant-
helminthics. Orther quantifiable exclusion factors that
indicate poor health or undue stress can be added, such
as a body temperature, heart rate, or body condidon
score above a ceriain level. A questionnaire with sim-
ple questions requiring unambiguous answers can aid
in categorizing individuals. An example of such a ques-
tionnaire for humans is given in C28-A3" and can be
adapted to veterinary clinical pathology. Once the
questionnaire is completed by the dient and the inves-
tigator, the reference subjecis undergo a physical ex-
amination and other testing as necessary or indicated
by the selection protocol. Selected reference individu-
als are then categorized or excduded based on the ex-

Geffré et al

clusion criteria or evidence of poor health. The
selection of reference individuals should not be too re-
strictive nor should reference individuals consist only
of healthy young adult animals. All subjective and ob-
jective assessmenis should be recorded and included in
the reference siudy document.

Decide on an appropriate manber of reference individuals

The appropriate number of reference individuals
should be determined according to the desired CI of
the reference limiis. One-hundred and twenty is the
recommended minimum number of individuals in the
reference sample group because it is the smallest num-
ber from which it is possible 10 estimate the 90% Cls of
the reference limits using the nonparametric meth-
od."™*® The number of reference values necessary 10
achieve a given CI using nonparameiric methods is
much higher than by parameiric methods, with the
highest numbers required in cases of pronounced
skewness.”” ' In some animal populations (eg, exotic
spedes) it is extremely difficult to achieve these rec-
ommended reference sample sizes: however, it is still
advised that “the number of samples should be as high
as possible”” without indicating a minimum number.

Prepare the reference individuals and collect and process
the specimens

Preparation of selected reference animals, if necessary,
should be made according to information collecied in
the first steps (preanalytcal, analytical, and biological
factors of varaton and inclusionfexclusion criteria).
Specdmen type, collection method and specimen han-
dling and processing should be standardized and the
same as for patdent specimens. Specimens handled im-
properly or of poor quality (eg, hemaolyzed specimens
or samples that have not been stored appropriately)
should be rejected.

Analyze the specimens with a quality-controlled method

Reference specimens should analyzed in the same
manner as for patient specimens. Quality management
of analytical methods is critical for the reliability of the
values obiained.**** “The methods used must be de-
scribed in detail, reporting between-run analytical im-
precision, limit of detection, linearity, recovery, and
interference characieristics, but especially its trueness
and the demonstration of traceability of results pro-
vided to higher order methods or materals, when
they exist.”***** Some experts advise thai these
specfications be commumnicated to clinidans to aid
in the interpretation of resulis, *® whereas CLSI only

202 viet Clin Pathol 383 [2009) 288-208 (2000 American Sadety for Veterinary Clinical Pathology
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recommends that this information be available upon
request.

Inspea and analyze the data

The reference data should be inspected, the data, a his-
togram prepared, possible errors or outliers identified,
and the reference limits and their CIs determined. It is
generally agreed that the RI should cover the central
95% of the reference samples collecied, limits thus being
the 0.025 and 0.975 fractiles. However, some scientists
suggest that alternative limits be considered, especially
the 0.999 fractile for routine health evaluations, which
would limit the number of false positive results.*”

Reference limits should be determined by the non-
parameiric method. However, parametric estimation
can be used when data fit orcan be ransformed to fita
Gaussian disiribution.*"**** Transformation is fol-
lowed by a goodness-of-fit test, such as Anderson-
Darling’s.”™ Even with transtormed data, parametric
estimation of the 0.975 fracile may be biased when
distributions are highly skewed to the right.*' Some
authors recommend comparing Rls obtained by sev-
eral statistical approaches, for example, the nonpara-
meitric method, a parametric method with transformed
data, and other methods, such as robust or bootstrap. If
estimates of reference limits are dissimilar, the data set
may be heterogeneous, ie, contain individuals that do
not belong to the underlying population.”***

There are especially 2 difficult issues that need 10
be addressed at this stage: outliers and paritioning.
Outliers are values that do not truly belong to the ref-
erence disiribution. Their detection and removal is
critical because “unless the number of samples is ex-
tremely large, normal range estimation by nonpara-
meiric methods almost entirely depends on one or two
lowest and highest values.”*® However, one has to be
careful to avoid the temptation 1o eliminate too many
values just to smooth a curve, because the deleted val-
ues may belong to the underlying distribution. “Unless
outliers are known to be aberrant observations. . .the
emphasis should be on retaining rather than deleting
them.”” In addition to visual examination of the histo-
gram, the most frequently used outlier tests are
Dixon-Reed’s and Tukey's,”™™ which are relatively
straightforward. Tukey's method can be performed ac-
curately in the presence of multiple outliers, whereas
the Dixon-Reed test can only be used when 1 outlier is
suspecied.” However, some authors believe even these
methods are insufficient, and that no method opii-
mally detects all outliers.”***

Partiioning of RIs into subcdlasses, often based on
sex or age, should be considered if it is dinically useful

Reference values: a review

or based on physiology.” However, “any observed
difference, no matier how small or how questionable
its dinical significance, can be statistically significant if
the sample sizes are large enough."*" The shape of the
distribution™ and/or the prevalence of the subclasses™
also may contribute to significant differences between
subclasses even when the means are identical. There is
no consensus on the critera used 1o decide whether
partitioning is or is not relevant.”>”*" The IFCC-CLSI
C28-A3 guideline recommends use of Harris-Boyd's z-
test although it is limited 10 comparisons between 2
subclasses.™®" An alternative method for the produc-
ton of covarate-dependent Rls (eg, the effect of age) is
the use of regression-based reference limits, which re-
quire very large sample sizesbut avoid dividing the val-
ues into subdasses.**"* These have not been used in
veterinary clinical pathology to our knowledge.

Other options for the determination of a
reference interval

A posteriori determination

When it is too difficult 1o apply the full a prior proce-
dure, it may be necessary to use values selected from a
daiabank. However, the same preanalytical, analytical,
and selection factors outlined above should be applied,
and all populatdon and health data should be available
for inspecion. The only difference is that the selection
of reference individuals is made after analysis has been
performed.

fndirect determination

As in the a posteriori method, the indirect sampling
technique relies on large databases consisting of both
healthy and diseased individuals, such as hospital re-
cords.® Indirect methods should not be used except
when no other option is available, due to the likelihood
of erroneous values. Extreme caution must be used, and
clinicians should be wamed that these Rls are more
likely to contain abnormal values due 1o generation
from patient databases that contain diseased individuals.

Indirect determination of Rls is based on mathe-
matical methods that separate, as efficiently as possi-
ble, healthy from unhealthy individuals. Exiracied
data then are used to estimate RIs. This approach is
less reliable when distributions have large skewness
and/or kurtosis.® Indirect methods probably will have
limited use in veterinary clinical pathology where only
few large databanks are available. To our knowledge,
this has only been used once for serum biochemistry
in sheep,®® and a new method has been proposed
recently.®”

Viet Clin Prthal 36/3 [2009) 288-295 12009 Amerian Socisty for Veterinary Ciinical Pathalogy 293
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Estimarion from small sample sizes

Small sample sizes are frequently used to estimate Rls
in veterinary clinical pathology; it is a very problematic
issue. Different methods have been proposed to deal
with small sample groups. The IFCC-CLSI guideline
recommends Horn's robust method involving iterative
processes for identifying the location of the median
and spread of the distribution.® In the examples of se-
rum calcium and alanine aminotransferase in men and
women, estimates of RIs by the robust method in sets
of 80 individuals were close to the reference limits and
Cls that were obtained nonparametrically with the full
reference sample group of 120.7 Although some publi-
catioms demonstrate robust methods on smaller sample
sizes,”” the IFCC-CLSI working group “is hesitant to
recommend” the robust method with sample sizes of
fewer than 80 individuals.” In a study of canine plasma
creatinine using multiple small subsets (n=27) ran-
domly selecied from 1439 reference samples, it was
shown that the robust method could only be applied
appropriately after wansformation of the data 1o fit a
Gaussian distribution. Depending on the subset se-
lected, the reference limits may be quite differeni from
those estimated from the entire reference sample
group.®® When reference limits are estimated from
small sample sizes, impredsion of the limits may be
very high. In addition, when nonparameiric methods
are used, Cls of the limits are not easily estimared.”™
Other methods for estimating RIs in small samples sizes
based on variance component analysis have been used
in human clinical pathology.™

Multicenter reference intervals

The creation of multicenter RIs from the contributions
of muliiple laboratories has been successfully estab-
lished and used dinically in human laboratory medi-
cine.””” The development of common or shared Rls
was propelled by the necessity 1o share workload, aug-
ment sample size, and increase the number of analyies
available for diagnostic use. Determination of common
Rls is possible only when there is sufficient compara-
bility of all preanalytical and analytical conditions and
when the reference populations of the different labo-
ratories are similar.”® Common Rls should be validated
or verified in each laboratory. However, a recent study
in human clinical pathology revealed that adoption of
common RIs should be performed with cauton.””7®
Common RIs have yet to be used in veterinary clinical
pathology to our knowledge. However, it may be a
practical option in the fuwre, espedally for exotic spe-
cies or groups of animals for which only small sample
sizes can be obtained. Common Rls require large da-

Geffré et al

tabases with pamicular attention to analytical proce-
dures and method accuracy.

Transference of a reference interval

Transference has been used for decades in many labo-

ratories when a new instrument or technique is intro-

duced, but is now accepied by IFCC-CLSI for broader
application.*"*

The following 3 conditions should be fulfilled in
arder for transference to be acceptable:

1. The RI to be transferred must have been obtained
properly and its generation and other validation
procedures must be fully documented and available
for review. In veterinary clinical pathology labora-
tories, some RI lack complete documentation of the
reference population parameters or analytical spec-
ifications, a situation that should be rectified in the
fumre.

2. The analytical systems must be comparable. A das-
sical procedure for the comparison of methods (see a
review in veterinary clinical pathology®® or CLSI
EPE}-M"'; is used to determine whether correlation
between the analytical systems is sufficiently high 1o
use regression statistics to calculate a new RI from
the preceding one. Even when correlation is excel-
lent (r* = .9), there may be a significant difference
between resulis of the existing and new systems due
to bias, which may result in differences berween the
old and new RIs. For regression methods to be used
properly, test values should have a large enough
range ratio and the intercept should be small rela-
tive 1o the RL; even then, regression methods may
not be suitable. "

3. The patient populations must be comparable. This
implies that complete demographic information on
the original reference sample group is available and
corresponds to the demographics of the new popu-
laton. This is not an issue when a method is
changed within the same laboratory but may be
highly significant when RIs are transferred 1o differ-
ent regions or different countries.

Validation of a reference interval

Validaring a pre-existing or a transterred RI avoids the
enormous amount of work and expense necessitated
by a priori determination of an RI. RI validation has
been proposed for more than 15 years® and, according
10 C28-A3, is acceptable by adhering 1o one of the fol-
lowing 3 procedures.”

204 Vet Qlin Pathol 388 2009) 288298 (22009 Ame ncan Sodety for Veterinary Clinical Pathalogy
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Subjective assessment

Acceptability is based on an expert opinion after
careful examination of all conditions by which the
RI was initially determined. These conditions must
be matched by those in the receiving laboratory.
Because this procedure is subjective, it comprises
too many risks to be recommended in veterinary
clinical pathology.

Validation using small numbers of
reference individuals

Acceptability is based on “examining a small number
of reference individuals (n=20) from the receiving
laboratory’s own population and comparing these
reference values to the larger, more comprehensive
original study.” The probability of false rejection of
an RI by this method is < 1% when 1 or more sets
of 20 reference individuals is used (binomial 1es1).”
However, this method cannot accurately identify Rls
that are o wide for the new population. A schemartic
representation of the procedure is demonstrated in
Figure 3.

Reference values: a review

Validation using large numbers of
reference individuals

This procedure is roughly analogous to the a prior de-
termination of an RI, excepi that the number of refer-
ence individuals is = 120. In this case, as stated in the
[FCC-CLSI guidelines, “the availability of robust statis-
tical techniques provides another altemative.”?

Conclusions

The general recommendations for the determination
of Rls in medical laboratories are applicable 1o veteri-
nary clinical pathology. The first step in advancing the
science of RI determination in veterinary clinical pa-
thology is 1o speak the same language, ie, to use the
correct terms according to internationally accepied
definiions. The second step is to understand the im-
poriance of and implement the recommendations for
reference subject selection and quality method perfor-
mance. Collection of as many reference samples as
possible from well-defined reference subjectsisinvalu-
able in the determination of accurate RIs. This will do
more to optimize RIs than the selecion of statstical

Select an ade

ately determined RI
from a “donor” laboratory

 Select 20 reference individuals
in population of “receiving” laboratory

and replace

Measure analyte(s), if necessary eliminate outliers

Compare results cbtamed
with RI of donor laboratory

£2 results outside RI
of donor laboratory

25 results outside RI
of donor laboratory

1
3 or 4 results outside RI
of donor laboratory

J 1

1
[ =2 results outside RI

of 20 reference individuals

|

[ Test another zeries J

|
=2 results owtside RI
of donor laboratory

of donor laboratory
|

(s |

1
Develop own
study of RT

] [ vnjid:tc ao |

Figure 3. Algorithm of actions to validate a pre-existing reference interval according to the Clinical Laboratory and Standards Institute (CLSI) and
International Federation of Clinical Chemistry IFCC) and Laboratory Medicine document C28-A3.7
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methods, even though correct selection of the latter
may also improve the accuracy of Rls, especially when
collecion of large numbers of specimens is not possi-
ble. Currently, most RIs published in veterinary clini-
cal pathology do not meet the criteria discussed in this
review. The challenge for the future is to make reason-
able and applicable recommendations, espedally for
small samples, based on C28-A3, which can be used as
a guideline in veterinary medicine.
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Partie 2
Tester I'application des
recommandations internationales

dans des conditions optimales

La détermination d’'un intervalle de référence, telle que recommandée par les
groupes d’experts comme l'International Federation of Clinical Chemistry (IFCC) [16],
[17], [18], [19], [20], [21] et le Clinical Laboratory and Standards Institute (CLSI) [13],
reste parfois difficile a mettre en ceuvre. La derniére mise a jour des recommandations
du CLSI confirme la préconisation d’utiliser au moins 120 individus de référence. Ainsi,
une méthode non paramétrique peut étre appliquée pour la détermination des limites
de référence et de leurs intervalles de confiance a 90%. Cette procédure, censée étre
appliquée pour chaque analyse biologique proposée dans chaque laboratoire de biologie
meédicale, devient vite extrémement lourde, tant sur le plan matériel que financier. Si la
détermination de novo des intervalles de référence est un défi a relever pour les grands
laboratoires de biologie médicale humaine, elle reste illusoire pour la plupart des
laboratoires vétérinaires.

Nous avons cependant voulu l'appliquer pour en analyser les difficultés et les
limites ainsi que pour en utiliser les données dans d’autres études, notamment de
validation et d’emploi de petits échantillons (Article n°4). Deux applications ont été
entreprises, conformément aux recommandations internationales, pour la biologie
médicale du chien, 'une dans le domaine de 'hémostase (Article n°2), 'autre dans celui
de ’hématologie (Article n°3). Elles reposent sur :

- une sélection difficile et parfois discutable des individus de référence, qui

doivent refléter la population des sujets rencontrés ultérieurement par l'utilisateur,
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- une description détaillée des conditions métrologiques et de leur contrdle,
essentielle pour les éventuels transferts ultérieurs,

- I'application de la méthode non paramétrique de détermination des limites et
des intervalles de confiance de ces limites,

- une description détaillée des résultats, et notamment la représentation
graphique de la distribution des valeurs. Ce dernier point n’est pas explicitement prévu
par les recommandations (excepté comme outil de travail). Il est cependant tres utile
pour les utilisateurs et permet une meilleure visualisation de la dispersion des valeurs
que les simples valeurs chiffrées des limites de référence (méme lorsque ces dernieres
sont accompagnées de leurs intervalles de confiance, ce qui est rarement le cas dans la
littérature).

Ces intervalles ayant été déterminés conformément aux recommandations, ils
doivent pouvoir servir de base a des laboratoires extérieurs pour transfert ou validation

sans avoir besoin de sélectionner a nouveau un échantillon de référence (cf. partie 3).

Article n°2

Geffré A, Grollier S, Hanot C, Vergez F, Trumel C, Braun JP.

Canine reference intervals for coagulation markers using the STA Satellite and the
STA-R Evolution analyzers.

Journal of Veterinary Diagnostic Investigation 2010;22:690-5.

Article n°3
Bourges-Abella N, Geffré A, Concordet D, Braun JP, Trumel C.
Canine hematology reference intervals for the XT-2000iV analyser.

Veterinary Clinical Pathology, 2011;40:in press.
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Canine reference intervals for coagulation markers using the STA
Satellite® and the STA-R Evolution® analyzers

Anne Geffré,' Sophie Grollier, Camille Hanot, Frangois Vergez, Catherine Trumel,
Jean-Pierre Braun

Abstract. The aim of the current study was to determine canine reference intervals for prothrombin time
(PT), activated partial thromboplastin time (APTT), fibrinogen, and antithrombin (AT) according to
international recommendations. The STA Satellite® coefficients of variation of within-laboratory imprecision
were 3.9%, 1.3%, 6.9%, and 5.1% for PT, APTT, fibrinogen, and AT, respectively. At 4°C, aitrated specimens
were siable up to 8 hr for whole blood and 36 hr for plasma, except for APTT, which increased slightly
(=1 sec). Nonparametric reference intervals determined in citrated plasma from 139 healthy fasting purebred
dogs were 69-8.8 sec, 13.1-17.2 sec, 1.24-4.30 g/, and 104-188% for PT, APTT, fibrinogen, and AT,
respectively. Based on Passing-Bablok comparison between STA Satellite and STA-R Evolution® using 60
frozen specimens from a canine plasma bank, the corresponding reference intervals were transferred to the
STA-R Evolution: 7.1-9.2 sec, 12.9-17.3 sec, 1.20-4.43 g/l. and 94-159% for PT, APTT. fibrinogen, and AT,

respectively.

Key words: Activated partial thromboplastin time; antithrombin; dogs; fibrinogen; prothrombin time;

reference intervals,

Introduction

There are few studies in the veterinary literature on
reference intervals for coagulation markers of dogs,
and most of the studies do not meet international
recommendations such as delined in the International
Federation of Clinical Chemistry and Laboratory
Medicine (IFCC) and the Clinical and Laboratory
Standards Institute (CLSI) guidelines.* Introduction
of a new analyzer into the laboratory was the
opportunity to make a proper a priori determination
ol coagulation test reference values in dogs, which
may be further used for transference in other sites
after proper verification using the new recommenda-
tions.? The current study was based on the 13-step
procedure recommended by IFCC-CLSI and in-
volved a reference sample representative of the canine
population in France, according to the breed distri-
bution reported by the Société Centrale Canine
(http:/fwww sce.asso. fr/mediatheque/statistiques, ac-
cessed January 2008). The 4 analytes studied were

From the Département des Sciences Cliniques (Geffré, Grollier,
Hanot, Trumel, Braun), and UMR 18] Physiopathologe et
Toxicologie Expérmmentales, ENVT, INRA (Braun), Ecole Na-
tionale Vetennaire de Toulouse, Toulouse, France; and Groupe
hospitalier de Rangueil-Larrey, Laboratoire d'Hématologie, Tou-
louse, France (Vergez).

"Corresponding Author: Anne Gelffré, Département des Sa-
ences Clinques, Ecole Nationale Vetérimaire de Toulouse, 23
Chemin des Capelles, 31076 Toulouse cedex 3, France. a.geffre@
envifr

chosen because they concerned the coagulation tests
most {requently requested at the Central Laboratory
of the clinics of the Ecole Nationale Vétérinaire de
Toulouse {Toulouse, France).

The present study therefore consisted of determin-
ing the relerence interval [or prothrombin time (PT),
activated partial thromboplastin time (APTT), fibrin-
ogen, and antithrombin (AT) in purebred healthy
dogs with the STA Satellite® analyzer* according to
international recommendations. The reference inter-
vals thus determined were transferred to another
laboratory in the same city. using the same reagents
but a different analyzer, namely, the STA-R Evolu-
tion® analyzer®

Material and methods

The current study was performed between October 2007
and March 2008. Before each run of analyses, the STA
Satellits analyzer was checked according to the manufac-
turer's recommendations.® Analyses were performed by
coagulometric method for PT, APTT, and fibrinogen, and
by a colorimetric test for AT. Reagents and characteristics
of the techniques are summarzed in Table 1. Where
necessary, a veterinary configuration of the analyzer's
software performed automatic dilutions, thereby increasing
the standard human analytical ranges for the lowest and
highest values.

As canine conirol solutions are not avalable for
coagulation testing, the accuracy and imprecision of the
STA Satellite analyzer were assessed with 2 human control
solutions (STA Coag Control N + PP according to the
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Reagents and characteristics of methods based on manufacturer’s data and laboratory testing according to the Clinical and Laboratory Standards Institute *t

Tahle 1.

Laboratory data

Manufacturer data

Within-laboritory

Repeatnbility CV (n = 139)

m

imprecision CV
in=

Trueness (n = NI}

Within-laboratory

Clanire specimens

Humst control solutions

= [0}

in

1.5% a

imprecision TV

=21

in
0.7% ai
0.5% a
0.6% al
0.8% al
29% a
2.5% a
2.6% al
5.0% al

Repeatuhility OV

Analvtical runged

Reagentf

Method

Analvie

19% at 13.8 sec  0.6% at mean = 7.7 sec

3.9% at 25.4 sec

=23.0% at 13.8 sec

15.1 sec

=10.2% at 254 sec

1.0% at mean = 150 sec

1.3% at 28.8 sec
1.0% at 52,1 sec
5.7% at 3.0 g
6.9% at 1.0 gl

+0.6% at 28 8 sec

~2.1% at 521 sec

23 gl

1.3% at mean = 143%

3% at mean

2

+8.7% at 3.0 gl
+10.8% at 1.0 g/l
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1.36 gl

1055

1 7% at 1069
5.0% at 42%

+2.9% at 106%

=

at

=
£

T e I I e

3.6 sec

22,7 sec

1.4% al
0.9% a

298 sec

47.2 sec

1.24 gN
105%

B e R e

30-1200 sec

STA Néoplastine CI

Coagulation

Plus
STA Cephascreen

10.0-180.0 sec

Coagulation

APTT

1.5-90 g/l
0.6-12 g/§

il

STA FibZ

Fibrinogen Coagulation

Colorimetry

9-140%

STA Stachrom AT

AT

PT

*C¥

activated partial thromboplastin time; AT = antithrombin.

prothrombin time; APTT
+ Data from National Committee for Clinical Laboratory Standards.'!

coefficient of variation;

1 All reagents were obtained from Diagnostica Stago, Asniéres-sur-Seine, France,

§ With veterinary configuration of the software.

CLSI (formerly NCCLS).!"' Duplicate measurements of
each control solution were done in the moming and
afternoon for 5 consecutive days. Repeatability in canine
plasma was evaluated from the duplicate results obtained
for each analysis.

All canine specimens were collected from the jugular vein
of overnight-fasted dogs into a 1.8-ml 3.8% WNaj citrate
vacuum tube with a 0.8 mm * 40 mm needle.” The
specimens were gently inverted 10 times, identified, and
then stored at 4°C until centrifugation for 15 min at 1,300
» g.° Because of the distance of certain breeding locations,
the maximum time before centrifugation and subsequent
analyses was 7.5 hr, with most analyses being performed
within 4 hr of sampling. Reference intervals were deter-
mined in a reference sample group composed of 139 dogs
selected according to the following inclusion criteria: 1)
purebred dogs (registered in the Livre des Origines
Frangawls) directly sampled at the breeder’'s kennel, 2}
healthy amimals (questionnaire and physical examunation),
and 3) dogs fasted overnight.

The proportions of the different breeds in the sample
group were as representative as possible of the proportions
of the breeds in the French canine population. When more
than 5 dogs had to be sampled 1n a single breed, they were
taken from at least 2 different owners. Exclusion criteria
were incorrect sampling or filling of the tube, abnormal
color of plasma, any reported illness in the month
preceding sampling, abnormal bleeding, any treatment
{except external antiparasitic). and nonfasted dogs.

Normality of distributions was tested by Anderson-
Darling test, and reference intervals were determined by the
nonparametric method according to IFCC-CLSI recom-
mendations,” which is based on the ranking of the 2.5 and
97.5 percentiles. Because part of the present study required
sample transport from the dog breeding establishments to
the laboratory, stability of the analytes had to be tested in a
preliminary study. Aliquots of 6 citrated canine whole
blood specimens were analyzed by taking duplicate
measurements within 1 hr of sampling, and after storage
of whole blood for 4 hrand 8 hr at 4°C. Centrifugation was
performed just before each run of analyses. Aliquots of 6
citrated canine plasma specimens were also analyzed by
taking duplicate measurements within | hr of sampling,
and then after storage for 12, 24, and 36 hr at 4°C.
Transference of the reference intervals was based on a
procedure of method comparison™? using 60 canine
specimens obtained from the plasma bank of the Central
Laboratory. All calculations were performed with an Excel
spreadsheet, a statistical analysis software.® and the free-
ware Reference Value Advisor (hitp:/fwww. biostatenvt.fr/
spip/spip.php?article63) for the determination of reference
mtervals.

Results

The within-laboratory imprecision and repeatabil-
ity coeflicients of variation (CVs) of the STA Satellite
in the laboratory were similar or slightly higher than
the manulacturer’s indications. Bias was low except
for PT in the “P" control solution and for fibrinogen
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Figure 1. Distmbution of ages of the 139 dogs used in the
study of reference values of coagulation tests.

(up to 10.8% bias; Table 1). There was no statistically
significant change of the analytes in whole blood
stored up to 8 hr and in plasma stored up to 36 hr at
4°C (Wilcoxon test, with Bonferroni correction [or
multiple comparisons, P > 0.05). except for APPT,
which was slightly (<1 sec) but significantly increased
in whole blood at the eighth hour and in plasma at the
36th hour (Wilcoxon test, P = 0.03),

The main breeds of dog were Brittany (14),
German Shepherd Dog (12), Labrador Retriever
(10), Belgian Malinois (10), Yorkshire Terrier (9),
Rottweiler (9), French Bulldog (9), and Australian
Shepherd (9). There were B8 females, 2 spayed
[emales, and 49 males. Ages ranged from 1 to 14 vears

40
30

0 1 2 3 4 5
Fibrinogen (g/)

Figure 2.
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(Fig. 1). The distributions of the 4 analvtes in the
reference sample group are presented in Figure 2.
There was no outlier according to the Dixon—Reed
criterion.' The AT distribution was not significantly
different from Gaussian. All other distributions could
be transformed into Gaussian, except for PT, which
remained significantly different after all transforma-
tions tested. The best fit for PT was obtained by Box—
Cox transformation (Anderson-Darling test, P =
0.014). Descriptive statistics with the corresponding
reference intervals are summarized in Table 2. The
nonparametric reference intervals thus determined
were 6.9-9.0 sec, 13.1-17.7 sec, 1.24-4.62 g/l, and
104-188% for PT, APTT, fibrinogen, and AT,
respectively. Partitioning according to sex was not
relevant according to Harris-Boyd criterion, even
though the AT values were significantly lower in
males than in [emales (Student’s r-test after checking
for homogeneity of variances. P = (L.002) with means
of 136% and 147%, respectively. There were not
enough values in e¢ach subgroup to make partitions
according to age or breed.

For transference of the reference intervals to the
STA-R Evolution analyzer, the results of some
comparison analyses could not be obtained for
technical reasons, so comparison was based on at
least 53 paired analyses (Table 3). For AT, there was
good correlation but a combined bias, with the results
by STA-R Evolution being approximately 12% lower
than with STA Satellite. Passing-Bablok equations
were applied to the previously determined reference
intervals to transfer reference intervals for the STA-R
Evolution (Le., 7.1-9.2 sec for PT, 12.9-17.3 sec for

30

T - T 1

140 160 180 200 220
AT (%)

80 100 120

Histograms of prothrombin time (PT), activated partial thromboplastin time (APTT), fibnnogen, and antithrombin

(AT) in 139 healthy dogs (black curve: Gaussian curve; vertical lines: reference limits with 90% confidence intervals).
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Descriptive statistics and reference limits of prothrombin time (PT), activated partial thromboplastin time (APTT),

fibrinogen, and antithrombin (AT) in 139 healthy dogs, and characteristics of the distributions.®

PT (sec) APTT (sex) Fibrinogen (g1} AT (%)
Mean 7.7 15.0 236 143
Minimum-Maximum 6.8-9.9 128174 1.09-5.18 06192
Normality, P <0.0001 = 0.0406 <0.0001 = 0.58
Best Gaussian fit Box-Cox > Ln Box-Cox > l/m Box-Cox
Lower limit of reference mterval 6.9 (6.8-7.0) 13:1 (12.8-13.5) 1.24 (1.09-1.43) 104 (96-110)
Upper limit of reference interval B8 (B.6-99) 172 (16.8-174) 4.30 (3.85-5.18) 188 (178-192)

* Numbers in parentheses are 90% confidence intervals.

APTT, 1.20-4.43 g/l for fibrinogen, and 94-159% [lor
AT).

Discussion

The pre-analytical conditions were chosen accord-
ing to recommendations for coagulation testing in
human clinical pathology.''* These conditions are
routinely used in veterinary clinical pathology;
although, to the authors’ knowledge. they have never
been validated except for absence of a significant
effect of citrate concentration between 3.2% and
3.8%.F lack of effect of sampling by direct venipunc-
ture or through a catheter,” significant effect of
abnormal colors of plasmas,® and of dehydration.'*

Prothrombin time, APTT. and fibrinogen are
almost unchanged in canine plasma stored for up to
2 days at room temperature or at 4°C.* which is
longer than the delays recommended for human
specimens.! The durations of storage tested in the
current study were chosen according to the actual
conditions of the experiment where blood specimens
collected at the individual breeders’ locations usually
arrived at the laboratory after less than 4 hr and, in a
very few cases, after up to 7.5 hr. According to the
results of the stability study, PT, fibrinogen, and AT
would not have been altered even aflter 7.5 hr, but a
moderate increase of APTT might have occurred. The
latter change did not exceed the 90% confidence
intervals of the reference limits, thus it should have no
clinical relevance. which is the reason why the results
were included in the study. Finally, the testing of

plasma storage up to 36 hr was unnecessary: this had
been done in case analyses needed to be postponed
because of a technical difficulty.

Selecting the reference sample group according to
“well-defined criteria™ is the most difficult task when
establishing reference intervals. The aim of selection is
to make the reference individuals “as comparable to
the patients as possible, except for the disease.”™ In
the current study. an atiempt was made to maich the
canine population in France by selecting dogs
according to prevalence of the main breeds and by
not taking more than 5 animals from the same
breeder to avoid a “family’” effect. There remained 3
biases. The first one is the arbitrary choice to sample
only purebred animals. This was based on the fact
that, to the authors” knowledge, the proportions and
types of crossbreeds are not reported in the veterinary
literature, thus determining the corresponding refer-
ence sample group was hazardous. Moreover, cross-
breeds reflect the mixing of different breeds, and it
can be expected, but not proven, that values in
crossbreeds fall somewhere within values obtained in
purebred dogs. The second bias is the sex ratio, which
is close 1o 2 females for | male in this sample group.
This results {rom the authors’ choice to sample dogs
[rom breeders who have more females than males.
This ratio is much higher than usually reported in the
general canine population, but this should have had
very little influence on the reference intervals as
Harris—Boyd test showed that no partitioning ac-
cording to sex should be applied. The third bias is

Table 3. Comparison of results obtained with the STA Satellite and the STA-R Evolution analyzers.*
" r at bt Mean bias
PT 57 0.95 1.000 (0.980; 1.064) 0.200 {—0.345; 0.378) 0.2 sec
APTT 57 0.54 1.076 (0.969; 1.250) —LI181 (—3.875 0.477) —=0.1 sec
Fibrinogen 58 093 0.954 (0.918; 1L.00T) 0.024 (—0.125; 0.146) 0.0 g/l
AT 53 0.92 0780 (0.725; 0.852) 12.540 (5.167; 19477) —=11.8%
* n = number of values compared; ¥ = Pearson correlation coefficient; PT = prothrombin time; APTT = activated partial

thromboplastin time; AT = antithrombin.

t Parameters of the following Passing-Bablok equation: STA-R Evolution = a % STA Satellite + b. Numbers in parentheses indicate

95% confidence intervals.
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because all specimens were collected from breeders
within approximately 200 km of the authors’ labora-
tory, both to ensure the stability of the specimens and
allow rapid analyses on the day of sampling. It is
likely that this “geographic™ sampling bias had little
effect on the reference interval results as populations
of dogs have not been reported to differ notably
between different regions of France.

The reference intervals were determined as recom-
mended® by the nonparametric method. Except for AT,
the distributions were statistically different from Gauss-
ian, which might explain some of the differences with
values previously reported for coagulation tests in dogs,
which were mostly based on parametric approaches.

The transfer of the reference intervals from STA
Satellite to STA-R Evolution is only a palliative
method. Tt is recommended by TFCC-CLSI when
reference populations can be expected to be identical,
which was the case in the present study. However,
there were some discrepancies in the results obtained
by the 2 analyzers especially for AT, which may lead
to a greater imprecision of the limits thus calculated
for STA-R Evolution.

It has been reported that significant differences in
coagulation test results could be due to the use of
different reagents, especially for APTT. This supports
the claim that each laboratory should determine its
own reference interval for its specific conditions.
However, such determinations are mostly performed
from small samples with unverifiable assumptions
about the underlying distributions. According to
IFCC-CLSI, “individual laboratories should focus
more on verifying reference interval established
clsewhere.”* In the present case, the reference limits
determined in a sufficient number of dogs with the
nonparametric method can be uwsed for validation
studies involving a limited number of specimens. as
indicated by IFCC-CLSIL.?

The reference intervals determined in the current
study are similar to previously reported values, except
for AT. This is due to the calibration of the
technigques. In some studies, control dogs were used
to determine the “normal”™ (i.e., 100%). alter which
the measurements were compared with this calibra-
tion, resulting in values centered on 100%. In other
studies, including the present one, calibration was
based on the use of a human calibration solution. The
use of human calibrators has 2 major consequences:
1} it produces a bias, and 2) it probably results in a
better transferability of results. as no canine calibra-
tor is available to the authors’ knowledge, and human
calibrators are readily available and comparable in all
seltings,

According to IFCC-CLSI guidelines, the canine
reference intervals determined in the present study

Gefiré et al.

can be used without prior validation by users of these
2 analyzers with the same manufacturer’s reagents,
for amimals that [all into the same age range, and
where the proportions of the canine breeds are almost
identical to those in France. In other countries or with
other analyzers or reagents. validation should be
performed.
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Abstract

Background: Laser-based hematology analyzer Sysmex XT-20001V 1s nereasingly used in
large veterinary clinical pathology laboratories, and corresponding reference intervals are not
available.

Objective: The purpose of this study was to establish canine hematology reference mtervals
for XT-20001V according to IFCC-CLSI procedures.

Methods: Blood samples from 132 healthy pure breed dogs selected among the most
prevalent canine breeds in France were analyzed. Blood smears were scored for PLT
aggregates. Reference mtervals were determined by the nonparametric method. PLT and RBC
counts obtamed by impedance and optical methods were compared. Effects of sex and age on
reference mtervals were determined.

Results: Means. distributions and reference intervals are presented. An excellent correlation
was obtained between impedance and optical measurements of RBC (Pearson r = 0.99) and
PLT counts (r = 0.98) but a significant difference between methods was apparent (Student’s
paired t-test P<<0.0001 for both analytes). Differences between the sexes were not significant.
except for HCT. PLT-I and PLT-O. WBC, lymphocyte and neutrophil counts decreased
significantly with age (ANOVA P<0.05). Median eosinophil count was higher in Brittany
spaniels (1.87 10°/L). Rottweilers (1.41 10°L). German Shepherds (1.38 10°/L) than in the
overall population (0.9 10°/L). PLT aggregates were responsible for lower PLT counts by
impedance but not by the optical method.

Conclusion: Reference intervals for hematology analytes and calculated indices were
determuned according to mternational recommendations from a well characterized sample of
dogs, under controlled preanalytical and analytical conditions.
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Introduction

Reference intervals provide the best aids for interpreting clinical data in animal patients, For
each new mstrument, these reference mtervals must either be transferred from a previous
instrument or validated from pre-existing reference intervals. When transter or validation are
not possible. reference intervals must be determined de nove according to international
recommendations by the International Federation of Clinical Chemistry (IFCC) and Clinical
and Laboratory Standards Institute (CLSI). which have been recently updated.’

To our knowledge there is only one report describino canine hematology reference values by
flow cytometry analysis. This was based on 46 dGEs . 1.e. much few er than the minimum of
120 specimens recommended for use of the nonparametric method.™® Moreover. reference
intervals have not been studied with the Sysmex XT-2000:1V which uses both impedance and
flow cytometry and has been recently validated for the main hematological analytes of dogs.
cats. horses. rats and mice.*®

The major difficulty when determining a reference interval i1s the selection of a well
characterized reference population. Pure breed dogs could provide a good basis if the number
of selected animals is based on the prevalence of canine breeds in France.’ The objective of
this study was thus to establish canine haematological reference intervals for the Sysmex XT-
20001V acecording to the IFCC-CLSI recommended procedures.

Materials and methods

The experimental protocol was designed according to the “outline for obtanuncr reference
values and establishing reference intervals™ for a new analyte or analytical method’, and was
performed over one month between February and March 2008.

1/ Preanalytical factors were defined according to recommendations for blood collection and
processing in veterinary clinical }:oatln::h:og‘_sf.s Venipunctures were performed after clinical
examination by an experienced phlebotomist on fasted dogs at rest in their kennels at early
afternoon to limit possible variability due to transport of the animals. A 5-ml K;-EDTA
sample (VenoJect EDTA (K3) K3E. Terumo Europe- Belgium) was taken from the jugular
vein with a 0.8x40 mm needle (Venoject. Terumo Europe N.V.. Leuven, Belgium) then
gently homogenized by 10 inversions. identified and stored at +4°C prior to laboratory
analyses. Most analyses were performed within less than 4 hours and the maximum time
before analysis was 6 hours.

2/ Inclusion criteria were as follows: pure breed animals: proportions of the different breeds
as representative as possible of the proportions of the same breeds in France: age > 6 months:
healthy animals based on a questionnaire and a clinical examination performed by an
experienced veterinarian. This examination mcluded measures of cardiac and respiratory
frequencies. capillary refill time and rectal temperature. examination of the mucocutancous.
cardio-respiratory. digestive and musculoskeletal systems and palpation of the abdomen and
mammary glands,

The amimal a priori exclusion criteria were: lactation. heats, antecedents of disease within the
last month; history of unusual bleeding: any treatment except external antiparasitic: any
abnormality found during clinical exanunation: non-fasted dogs. Samples were excluded in
case of incorrect filling of the tube or macroscopically visible clot before analysis.

A written informed consent form was completed by the owners.

3/ According to the recommendation.” it was decided that a minimum of 120 results needed to
be obtained to allow use of the nonparametric method. Given that some specimens might not
be usable or some animals might have to be excluded a posteriori, 137 dogs were sampled.

5/ Analyses were performed with a Sysmex XT-20001V analyzer using the settings for canine
samples (software version 00-09; Sysmex. Kobe, Japan) after testing for trueness and
precision, although this had already been done for the most frequently measured 311&11}1654_6
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As canine reference blood samples are not commercially available. these analyses were
carried out using the manufacturer’s blood control samples at low, medivm and high levels
(Sysmex e-check L1, L2 and L3 levels) according to EP 15-A2.° by obtaining duplicate
measurements in the morning and afternoon of five consecutive days. Repeatability in canine
blood was determined from the duplicates measured in the subsequent study.

Duplicates of the whole panel of analyses available were obtained after daily checking with
the 3-level control samples : RBC count by optical (RBC-O) and impedance (RBC-I)
measurements. hemoglobin (Hb). HCT. MCV. MCH, MCHC, reticulocytes (RET). low,
medium and high fluorescence ratios (LFR. MFR. and HFR) as grades of reticulocyte
maturation, RBC distribution width (RDW)) expressed as RDW-SD (standard deviation) and
RDW-CV (coetficient of varnation). WBC count. neutrophil. lymphocyte. monoeyte, and
eosinophil counts. platelet count by optical (PLT-0) and impedance (PLT-I) measurements.
mean platelet volume (MPV). platelet distribution width (PDW). platelet large cell ratio (P-
LCR) as indice of platelet activity and plateleterit (PCT). MPV. PCT, PDW and P-LCR were
analyzed using impedance methodology. The basophil counts are not reported as they have
been shown to be unreliable in canine samples.”®

A blood smear was made on each sample and stamed with May-Griinwald Giemsa to assess
possible PLT aggregates as described by Norman for cats.!® A first examination of the smear
was made under low power (x100 and x200 magnifications) to check for platelet’s aggregates,
particularly at the feathered edge. If platelet clumps were observed. a random observation was
done under high magnification (x1000) on 10 fields selected at the feathered edge and the
aggrepgate size was evaluated. The following scores were assigned: 5 for n> 30 platelets: 4 for
n=20-29 platelets: 3 for n=10-19 platelets: 2 for n=5-9 platelets: 1 for n=2-4 platelets and 0
for no ageregate. The mean score was calculated by averaging the scores obtained in 10 high
magnification fields (Eclipse 501, x100 oil-immersion objective- ocular field number x22.
Nikon. France).

6/ The histograms of all the results were visually inspected to detect possible outliers. As the
recommendation® states that “emphasis should be on retaining rather than deleting” outliers,
only values outside the median = 3 interquartile range were deleted. The normality of the
distributions of native or of transformed values was tested by Anderson-Darling test. Finally.
the reference intervals and 90% confidence intervals of the hmits were determined by
nonparametric method using the Reference Value Advisor macroinstructions’ ' for Excel®.
Partitioning of the reference values according to sex was based on Harris & Boyd’s z test.
Reference intervals for the subgroups were estimated by parametric and robust methods from
the distribution giving the best fit with a gaussian distribution.™ Partitioning according to age
was impossible due to the low number of reference individuals in the subgroups. Possible
effects of age were therefore estimated by determining regression-based reference limits
based on the 95% prediction mntervals of the polynonual regression of reference values vs.
age.”” Comparisons of impedance and optical PLT and RBC counts were based on EP15-A2°
and the general recommendations for method comparison'®™’ using Passing-Bablok’s
regression analysis and Bland-Altman diagrams of difference with an Excel spreadsheet and
the Analyse-It set of macroinstructions {Analyse-it software. Ltd.. Leeds. United Kingdom).

Results

Analvtical characteristics

Results of trueness and precision testing of all analytes in control solutions at three levels are
given 1 Table 1. The coefficients of varation (CV) of within-laboratory imprecision were

below the manufacturer’s mdications. Whatever the blood control level. low CVs (less than or
equal to 1.3%) were observed for RBC-0, RBC-I. Hb. HCT. MCV. MCH., MCHC and high
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CVs (between 9.8% and 41.3%) tor MFR. HFR and IRF. Repeatability CVs estimated from
the duplicates of this study were also lower than the manufacturer’s indications (Table 1).

Score of platelet aggregates

Platelet aggregates were observed in 73 out of 132 dogs (55.3%). but in most cases the mean
score of platelet aggregation was low (score<l: 6.1% (n=8); score>1 and <2: 28.8% (n=38)).
High scores (>2) were observed in 27 samples (20.5%). which were considered as potential
sources of error for the platelet count. It was thus decided to consider these samples as
possible outliers and to evaluate PLT-I and PLT-O counts in the whole reference population
and also 1n the population from which amimals with aggregates score>2 had been removed.

Comparison of results obtained by impedance and optical methods for RBC and PLT
Comparison of the RBC and PLT counts are summarized in Table 2.

RBC counts showed a high correlation with a Pearson r coefficient of 0.99 but the differences
were highly significant (Student’s paired t-test, P<<0.0001). Bias was proportional. Differences
(O-I) were significantly different in the 25% highest and 25% lowest values and the mean
differences were -0.18 and 0.33 10'/L (Student’s t-test after checking homogeneity of
variances, P<<0.001).

PLT counts (all PLT counts {n=132) and PLT count in specimens with no or moderate
aggregates (score<l) (n=105)) showed a high correlation with Pearson r coefficients of 0.98
and 0.99 respectively. However. the differences were highly significant (Student’s paired t-
test, P<0.0001). Biases were proportional. Differences (O-I) were significantly different in the
25% highest and 25% lowest values. The mean differences (O-I) were -42.0 and 18.2 10°L
for whole PLT count and -43.9 and 7.3 10°/L for the PLT count in specimens with no or
moderate aggregates (Mann-Whitney's test after checking heterogeneity of variances,
P<0.001).

Characteristics of the reference population

Five specimens were excluded a posteriori on account of visible clots or msufficient blood
volume at inspection before counting and 132 specimens were finally analyzed. The
population distribution according to breed was representative of the most prevalent breeds in
France. except for Auvstralian Shepherd dogs. Brittany spaniels and English pointers which
were over represented and English setters which were absent (Table 3).

There were 83 females (breeding bitches in anoestrus). 2 neutered females. and 47 males.
Dog age ranged from 6 months to 14 years (9 dogs were less than one year-old and 4 dogs
older than 11 years) with a median of 43 months. 85.6 % of the dogs were between 1 and 8
years old (Figure 1). There was no effect of sex on age. the means being 51.8 and 50.4 months
in males and females respectively (Student’s t-test after checking the homogeneity of
variances, P = 0.999).

Reference intervals

Results are presented separately in Table 4 and Figure 2 for analytes which had been
previously validated and in Table 5 for other results given by the analyzer. No outlier was
visible, on visual inspection of the histograms or according to Tukey’s criterion, for most of
the analytes. All outliers deleted from further analysis are indicated in the footnotes of Tables
4 and 5. Results could not be obtained for MPV, P-LCR, PCT and PDW in 6 specimens due
to poor separation of RBC and PLT by impedance in these specimens.

Many distributions were significantly different from Gaussian (Anderson-Darling test, P
<0.05) but not after Box-Cox transformation. However. the distribution of HCT could not be
transformed into a normal one whatever the transformation tested.
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In non- and moderately-agpregated specimens (n =105. score <2). the lower limit of
impedance PLT was notably higher than in the whole reference sample (n=132), and the
upper limit was unchanged. The corresponding PLT reference intervals (90% confidence
interval in parentheses) were: 115. 9 (62.5-151.6) to 559.4 (517.0-633.0) 10°/L for PLT-O and
125.9 (47.0-163.5) to 608.4 (535.0-661.1) 10°/L for PLT-L.

Effects of sex, age and breed

As there were only 2 spayed females in the reference group. these were not mcluded in the
study of sex effects on the measured variables. According to Harris & Boyd’s z factor. sex
was a partitioning factor only for HCT and PLT. Reference intervals evaluated for these
analytes in the sex subgroups by the robust method on Box-Cox transformed data are given n
Table 6. There was very little difference between the sexes.

Significant decreases of WBC. lymphocyte and neutrophil counts were observed with age
(ANOVA P < 0.05) (Figure 3) with more marked decreases for lymphocytes which reduced
by about 50% between 1 and 9-10 years. There was no significant changes for other analytes
(ANOVA P =0.05).

A systematic review of the results. breed by breed. showed that the median eosinophil count
was higher in Brittany spaniels (1.87 10°/L). Rottweilers (1.41 10°/L) and German Shepherd
dogs (1.38 10°/L) than in the overall population (0.9 10°/L). When these 3 breeds were
eliminated from the whole set of values. the estimated reference interval for the 100
remaining dogs. based on the robust method and Box-Cox transformed data. was 0-1.5 10°/L.

Discussion

Preanalytical conditions

The control of preanalytical factors is essential to miminnze possible effects on clinical
decision making. The preanalytical conditions were therefore chosen according to
recommendations for collecting and handling a blood sample in wveterinary clinical
pathology.® Venipunctures were performed after clinical examination by an experienced
phlebntomist on resting fasted dogs. Blood collection was performed from the jugular vein
because it 1s easy to access in dogs and results obtained are not different from those of blood
taken from the cephalic vein.®, 8 Blood collection tubes were stored in the cold and rapidly

transported to the laboratory to ]_umt possible preanalytical alterations of specimens.

Analytical performances of the analyzer

The reliability of reference intervals 1s partly based on the reliability of the analytical methods
used and accmdmg to international recommendations analytical pe1t0r1nance-: must be tested
and 1epor‘fed The XT-20001V had already been T.alldatecl with canine blood for most
routinely used analytes and indices except basophils However. it has not been validated for
the following analytes: LFR, MFR, HFR. IRF. MPV. P-LCR, PCT and PDW. These latter
results are therefore reported in a separate table. Such information might be useful in further
studies although the clinical value of these new indices has been little investigated in human
1921 or veterinary hematology.?>*

In our hands. the within-laboratory precision of the analyzer with human blood and its
repeatability with canine blood was satisfactory. as shown by the low CVs measured.
Trueness could only be tested with human control samples: m each case, the results obtained
with the analyzer were within the manufacturer’s range of acceptability.

This analyzer provides both optical and impedance measurements of RBC and PLT counts.
The correlation between the two sets of measurements was excellent, but there was a
significant difference between the two methods. which would indicate that two different
reference intervals should be considered according to the methodology adopted. However. the
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differences between the two methods were so slight that very few misclassifications were
possible, except for two platelet counts which showed thrombopenia only with the impedance
measurement. In one case, no reason could be detected from the mpedance or optical
histograms but numerous PLT aggregates were observed on the blood smear (score of 3.5). In
the second case. a Cavalier King Charles (CKC) spaniel. the separation between PLT and
RBC by impedance was not satisfactory. The optical PLT dot plot was close to the RBC cloud
showing the presence of macro-platelets. This was confirmed by blood smear examination
which also revealed PLT aggregates (score of 2). Such idiopathic thrombocytopenia is a
common laboratory finding m CKC qumeis resulting in discordant measurements between
impedance and optical methods. 226 Nevertheless. as previously reported in samples with
numerous large platelets, the PLT-O count appeared to be more accurate and the best
reference interval to use for PLT would be the one from the PLT-O method even though there
was good agreement between both methods.*

Selection of the reference sample

The selection of a reference group is the most difficult task when establishing “health-
associated” reference intervals. In this study. an attempt was made to match the canine
population according to the prevalence of the main breeds in France. However, we were
limited to south-west France and to within 200 kilometres from Toulouse to ensure specimen
stability and analyses within a few hours of sampling. This local sampling led to a biased
selection of dogs. e.g. English setters. one of the top 10 breeds registered in France in 2006,
were absent from the reference sample analyzed. However the reference sample m this study
closely resembled the distribution of canine breeds i France. Another bias resulted from the
choice to use only pure breed dogs. As the proportions and types of cross breed dogs have not
been documented to our knowledge, 1t was impossible to have a representative selection of
these ammals. Moreover as they result from the mixing of different breeds and no major
difference was observed according to breed. it is reasonable to consider that cross breed dogs
would fit within the reference intervals determined for pure breeds. even if no definitive proof
could be found. Finally. the collection of samples in kennels may have limited the
intraindividual factors of variation as compared to animals presented in veterinary practices.
which may thus be expected to show a higher varnability of blood analytes.

The distribution of breeds may be different in other countries. As long as a possible breed
effect has not been more extensively investigated, the reference intervals established here will
have to be validated in other settings if demographic conditions are different. This can be
done with a limited nmnbcl of reference samples under local laboratory conditions. as
recommended by IFCC-CLSL'

As advised in the CLST guidelines the reference individuals for the determination of a health-
associated reference interval do not necessarly lm*-.e to be only young adults but should
resemble as much as possible the patient populatlon This is w 1115,r the animals sampled in this
study covered a large range of ages. However. most animals in kennels are young animals
kept for reproductive capacity. which explains why most of the anmimals were 1 to 8 years old.
It was also decided to exclude a priori dogs younger than 6 months because previous studies
had demonstrated major changes in young dogs.”” 2 The use of dogs in breeding units would
also explain the overrepresentations of females (which constituted appmmmately /3 of the
reference sample) compared to males.

Methods of determination of reference interval

The reference intervals were determined. as recommended. by the nonparametric method."
This method could be used on the whole set of animals as the total number of reference
individuals was above 120 and very few outliers were finally identified in the native or
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transformed distributions. As Jecmmnended ‘the emphasis [has been] on retaining rather than
deleting them [the outliers]™. kA complete determination of reference intervals n partitioning
groups such as age. sex or breed would have required at least 120 reference individuals to be
sampled m each subgroup i.e.. an enormous and expensive task. For the sex effect. sufficient
animals were available to allow the use of parametric procedures’ although large biases have
been reported in small samples.®® A regression analysis was used to determine the age effect.
although it was known a priori that imprecision would be high due to the low number of
values available.”

Comparison of reference intervals determined in this study with data from literature

The most commonly cited canine haematology reference intervals’ ™" or 12u1atc trom
textbooks published in 1961 and 1965 for the main analytes and in 1975 for platele’rs * These
reference intervals have been re-cited in most textbooks. mcluding recent ones.” ~ However.
they do not meet the currently accepted mternational recommendations'” as preanalytical and
analytical conditions. population characteristics and statistics procedures are not reported.
Morcover analvtical procedures have been ereatly improved and updating of the
determination of reference intervals is warranted. A first attempt with the ADVIA”. based on
a limited reference sample which was too small for the recommended nonparametric method
to be used. was published 1ecentlv However, as shown in Table 4, most intervals were similar
to those of Schalm’s textbooks® ™ and ADVIA's study’. The three major differences were
observed for reticulocytes. HCT and platelets. Results from such analytes as MCHC. MCV
and HCT are very dependent on adjustments in the particular mstrument, species settings and
software version. so they should not be expected to be the same even between two
instruments from the samie pr oducer.

As previously 1epor‘red the reticulocyte counts obtained with XT-20001V was higher than
with ADVIA 120. These analysers use different methodology for reticulocyte counting. Thus.
different reference values should be expected and used.

The higher reticulocyte count m this study could be correlated with an active erythropoiesis
related to blood loss occurring during annual to biennial whelping in breeding bitches.
However there was no difference between males and females.

The reference interval for HCT with XT-20001V was lower than with ADVIA 120 but similar
to that of Schalm®!, The latter was obtained by centrifugation®® whereas XT-2000iV sums up
all individual volumes of the red blood cells counted and ADVIA 120 calculates HCT from
RBC count and MCV. The observed difference could thus result from method differences.

The platelet reference intervals observed in Lh15 smdy with impedance and optical methods
were wider than the commonly used 200-500 10°/L% although a recent textbook has indicated
166-575 I'D 1. The lower limit obtamed by impedance in this study was particularly low
(63.7 10°, L) but twice higher (125.9 10°. 'L) when established from non- and moderately-
aggregated specimens (n=105). Moreover. the PLT-I reference interval determined on totally
non-aggregated specimens (n=39) was very close to that determined from 105 samples (data
not shown). On the other hand. whatever the reference sample or subgroup, the PLT-O
reference intervals were nearly the same. indicating that platelet aggregation had little effect
on this method. This confirms that examination of possible platelet aggregation is eritical to
the interpretation of low PLT counts. especially if measurements are made with an impedance
analyzer.

Basophil counts have not been reported in this study because previous studies denmnitrated
very poor agreement between XT-2000iV and manual differential counts.’ A similar
discr epancy has already been observed with XT-20001V and CELL-DYN analyzms and high
imprecision has been reported for low basophil counts with Advia 2120 and XT 20001 iv.>
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Effects of age, sex and breed

The reference ammals were mostly young adults as about 85% were 1 to 8 years old. Thus
partitioning according to age groups was almost impossible due to the low numbers of
yvounger and older individuals. Moreover. young or old age is often considered to be breed-
dependent: adulthood in larger dogs bemg attained at 15 months of age whereas small-breed
dogs are considered adult at 9 months of age.”® In contrast, larger breeds become senior and
geriatric earlier than smaller ones.*® Thus. except for the 3 significant effects observed in
WBC. lymphocytes and neutrophils. no valid conclusions about the effect of age could be
drawn from this study.

A decrease in WBC with age has already been reported in laboratory Beagles and in
Labrador retrievers.” In the latter, a fifty percent decrease of lymphocyte count has also been
observed. as in this present study. This should be further investigated and likely taken into
account when interpreting results in diseased dogs.

284142

Partitioning according to sex was only relevant for hematocrit and platelet count. according to
Harris & Boyd's z eriterion. This clinically relevant criterion was chosen because “any
observed difference. no matter how small or how questionable its clinical significance, can be
statistically significant if the sample sizes are large enough™*® Higher HCT values in males
than in females are in agreement with the higher HGB concentration previously reported in
laboratory Beagles”™*. This could result from sex differences but could also be related to
blood loss in breeding bitches which were the major part of our female reference population
sample. As HCT 1s tightly related to RBC. MCV and Hb. it was expected to observe the same
sex-related pattern m at least one of these analytes but these did not fit Harris and Boyd’s
partition criteria.

The present sample could not be used to investigate a possible breed effect on hematology
variables due to the low numbers of ammals in each breed. However. a high eosinophil count
has already been reported in German Shepherd dogs and Rottweilers®. but not in Brittany
spaniels. The higher RBC. HGB and HCT* values reported in German Shepherd dogs.
Boxers and Dachshunds were not observed m this study.

Conclusion

Reference intervals for hematology analvtes and calculated indices were determined
according to international recommendations from a well characterized sample of dogs. under
controlled preanalytical and analytical conditions. These reference intervals can be directly
applied by laboratories using the same equipment. analogous analytical performances with
populations of dogs analogous to the one studied here. For laboratories in which the patient
demographics may differ. further validation of reference intervals should be done prior to use
by the receiving laboratory
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Table 1: Trueness, within-laboratory imprecision and repeatability of blood analvtes with the
Sysmex XT-2000iV analvzer. Repeatability was estimated from duplicates of measurements
in canine samples used for the deternunation of reference intervals. Trueness and imprecision
were estimated according to EP15-A2 with the manufacturer’s three levels of human control
solutions L1, 1.2 and 1.3 For comparison. imprecision 15 indicated in last colomn according to
manufacturer’s information (no manufacturer's precision data were available for RBC-0O)

Within laboratory i i5in0 L
Tevel L1 e Tevel 13 . m

2 Expectad Mean OV  Expected Mean OV  Expected Mpan CV cv cv

Analyte Unit 2 : :
mngs messared  (%a) TAREE measured  (Ta) 2z meazared (%3] () ()

RBCO" 0% 216264 233 13 387473 416 D 460573 505 10 190 E
BECT 1091 104748 136 66 427453 430 05  S04558 I 05 D3 15
' 2L 5660 24 00 117135 1208 08 156166 1615 06 053 15
HCT LL 01800081 0179 07 03410377 B350 08 04470405 0472 05 032 15
Mo £ TASE0l 60T 05 7TSEST  E214 22 43031 62 02 Do 15
[ ¥ley pe 134358 MM 10 261280 1758 08 288318 3056 07 058 15
MCHC ol 30381 344 11 317357 3356 00 11136 3404 07 D56 10
RDW-5D" £ 378511 4173 04 300528 4530 05 381518 4465 1D D30 £
RDW-CV' %, 13087 1578 00 134982 1548 97 123167 1445 06 120 39
RET" 1L 01102 016 46 007014 010 30 00300080 0045 4T 748 150
RET % 497-1033 504 46 155323 1M 41  0TRISL 002 47 77 150
WRC' WML 165315 302 135 645717 680 16 ISTEITE0 1717 12 1 10
Weumophils® 1091 0.85-164 35 37 2120435 331 24 634117 838 17 180 29
Lynphocyies’ 10°1  0.61-143 105 40 146371 310 632 200538 431 14 193 20
Momocpies' 1091 004074 034 27 BOSES4 075 72 017-333 168 45 346 W0
Eosimophil’ 1091 014041 020 71 034104 073 73 00R17§ 1M 26 408 150
PLT-O" 10°L 1975 344 53 17T29m MIG 33 431SE3 472 15 33e §
PLTT 0% 3377 538 51 1804 6D 23 431560 4M3 15 118 40
178! % SEEESE 760 37 594804 7155 30 685085  TOEE 30 344 00
MER % B43M4 N7 83 703318 B34 W3 1373 1667 131 11 500
HER! % 0008 443 M7 0087 501 151 DO 346 413 35m 100,
RF % B2443 1640 101 76436 2046 08 00345 20010 155 1814 W00
Myt T 7300 008 27  TEI6 046 13 78106 043 06 145 4
BIcR! %, 16300 1185 100 67203 1408 48 §5197 1411 31 182 180
pcT! LL o 0000 @ My ooe 32 OO oms 17 am 50
oW 4 5181 778 47 68107 45 31 g0103 850 17 3D 100

" analytes previonsly validated for canme blood™ ; 7 analyies not validated.

Table 1: Passing-Bablok regression equations of impedance and optical REBC and PLT

measurements in canine blood with Syvsmex X T-20001V analvzer.

v=a*x+b , 05%C1 .

EBC-I=1.10*EBC-O-036 107112 051023 10°L
PLT-I=1.10* PLT-0-11.75’ 106/1.13 -21.79-162 10°L
PLT-I=1.07*PLT-O-342 1.03/1.11 1351931 10°L

Vel specimens (o= 131} included: ~: specimens with no of modsrate agzmepates (o = 105)
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Table 3: Comparison of the distribution of canine breeds in the reference sample group with
major breeds in France.

Canine breeds

Breeds Eeference sample
n Framee’
(%) N o
Englizh satter B4 - -
German Shepherd 7.6 11 83
Cavalier Emg Charles 6.7 & 45
Bnttany spamels 6.6 14 106
Golden Remaver 6.5 & 45
Amencan Staffordshire Termer 5.5 6 4.5
Yorkshwre 34 g 6.8
Labrader 52 10 1.8
French Bulldog 4.5 g 6.1
Cocker Spamel 46 & 45
Rottweiler 41 T 53
Belzian Shepherd (Malmois) 3.7 3 6.1
Beagle 33 g £
Dachshunds (wired hai) 3l 5 18
Boxer 30 4 30
Beanceron 29 2 L5
Bermnese Mountain dog 20 3 23
Enghsh Pointer 25 3 6.1
West Highland White Terner x4 7 53
Pownters (Gemman Shorthawed) 23 - -
Enghsh springer spanisl 21 - -
Shuh Ten X 3 23
Anstralian Shepherd 20 9 6.3
Chihuahua 20 - -
Total 132 100
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Table 4: Mean and reference intervals (BI) of blood analytes previcusly validated and
calculated indices with the Sysmex XT-20000V hematology analyzer (n = 132, except when
outliers were deleted, see footnotes). Normality testing was done by Anderson-Darling test on
mnfransformed (N) and Box-Cox transformed values. Previously reported RI are provided for

comparisons.
Syzmex BT Previonsly reponied BI
. e . 2.5 centile £7.5% centile Wormalay ii ' .
Ananye Uuit Mwmt 0SS pecrei Dty ADVIA120
RBC-O 1051 63 51 T6 N-o0T7153 - 568008
(4.73-3.26) (7.32-8.00) Bow-Cox: 0,718
RBC-I 109 66 32 T HoDTI03 535-8.5"
(4,805 30) [T67-857)  BowCox: 0705
Hb gL 158 12440 s N oD3E §20-180" 137.7-203 4
(120-129) (183-200)  Bax-Cox: 0413
HCT® LL Q42 035 052 N 00135 637055 041062
[0.33-035 {0.50-054)  Bow-Cox: 0016
MCV (i 8 1.3 &0 71 - 0253 B00-T7.0M GL.7-74.56
(55 4-61.0} (70.3-73.0}  Box-Cox : 0884
MCH BE 24 3 16 W - 05911 1952450 IhA46-24 81
[25-226) (155-269)  Bow-Cos: 0516
MCHC gL 3586 i 381 W - 00119 3M0-350" 3146.1-3415
(318-353) (379-383)  Boa-Cox: 0183
EDW-5D i 350 31.1 350 - D423 -
3.5-323) (383417  Bowox:0.71
RDW-Cwe Y 16.1 132 191 N 03276 = 12.00-13.15
(12.5-13.5) (1B2-18.4) Box-Cox: D328
Betculocyies  10%L 5831 104 150 1 W - =0.0001 - 10.92-11094
{12.5-20.9) {120.1-1683) Bew-Cox: 0150
Peticulecytes . i 089 .30 33 - <0.0001 a0-1.5 014-148
{0.22-032) 7100256  BexCox:(0.140
WBC 0% 110 13 04 M- <0.0001 a.0-17.0% 584-20.28
(4805 83) (104331.66) BoxCox: 0027
Meamophils®  12%L 6.6 18 134 N =001 301157 427-0.04
[1.54-2.53) (1232-1546) Box-Cox: 0.106
Lymphocys® 1090 16 114 5% N - 200001 10487 1044 64
(0.66-137) (474581  Bow-Cow: 0.461
Monocyes 10%L 0.7 0.35 156 K- 200001 0.15-135% 024-20=
(0:30-039) (143172}  BoxCox: 052
Eosinophils 1AL R 013 305 W - =0.0001 0.10-1 25% 0.10-130
[0.02-0.14) [165341)  Bow-Cox:0154
PLT-O* WAL 316 108 562 W 04230 - 17314865
(82.5-136.5) (31557105  Bow-Cox: 0,701
PLI-T 1%L 330 3.7 4§13 No03m7 200-500
115.5-137.00) (547577100 Box-Cox: 0.887

*: calculated on uotransformed data; ® and ™ see differences according to zze (Fizure 3) and to sex (Table

&) respactively; *: technics of RDW determination are different in Sysmex XT20001V and ADVIALZD.
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Table 5: Mean and reference intervals (RI) of unvalidated blood analytes and calculated
mndices with the Sysmex XT-20001V hematology analvzer (n= 132; for MPV, P-LCE, PCT
and PDW, n =126 owing to insufficient PLT'RBC impedance discrimination in & samples).
Normality testing was done by Anderson-Darling test on untransformed {IN) and Box-Cox
transformed values.

Sysmex BI
x 215® centile 97.5* cemtile Nomealicy
Aualye Urg e [ CT) [90% CT) T g
LFR Yo 833 63.7 p3e N 0.061
(38.1-58.5) (933048}  Bos-Cox: 0837
MFR ta 114 41 16 N 0.0020
{1643 (11.8-35.8) Bex-Cox : 0.401
HFE! £ 31 12 143 N ;=000
(08-15) {111-169)  Bou-Cox: 0308
IEF T 167 63 363 N : 0.0001
(5.346.8) (315420)  Box-Cox: 0936
MPY* i 1062 B35 1158 N:007
(5:85-0.30) (I1.6513.06) Box-Cox:0.283
BLCR T 30.21 16.13 4016 N:0354
(12.90-18.30 (44855150  Box-Com: 0240
BT L1L 0.0035 G.0084 0.006 N:0.042
(0000340 0023 (0.005-0.0:07) Box-Cox - 0.260
oW fL 1245 830 1895 N =0.0001
(8.85-0.85) (17.20-20.607  Box-Cox: 084
Oithiers - 1 AP 1= 2003)

" Previcusly reported BRI for ADVIA 120 (8.36-1441) is repocted for companson.

Table 6: Reference intervals for hematocrit and platelet counts partitioned by sex using the
robust method on Box-Cox transformed walues (n=347 males and 85 females). Partitioning
criteria was according to Harris and Em]j.-'a:i.]'1 (z*=22079). Normality was tested by Anderson-
Darling test from untransformed (W) and Box-Cox transformed values.

Normality Fafarenca meerval
i 15 cemile 573 cemile
: {90% CT) {P0% CI)
W 03215 037 .52
HCT (LL) Ml Bos-Con 0.4555 (036-038) 0.50-054)
2206 M: 0.0203 034 050
T estides Bos-Con 0.0871 (033036  ([049051)
o N 0.6257 771 BRI
PLEI{10°L) Males Bos-Cow 08651 (473-1005) 46073730
=3 763 ) - 06005 100.7 §104
Erses Bow-Cow 06063 (560-1460)  (576.4-6644)
- W-0418 54 i
mTopey e Bos-Co 07873 (BOEI116  (H40.6563.0)
=3.659 3 W 007007 1337 5053
Femalles Box-Cone 08541 (0S61671) (550 0-630.4)
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Figure 1: Distribution of ages and sexes in 132 dogs (47 males and 85 females) used o

determine canine hematology reference intervals with the XT-2000iV (horizontal bars show

the medians).
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Figure 2: Observed (blue boxes) and fitted (purple line) distnbutions of blood hematology
analvtes in 132 healthy dogs. Blue vertical lines are the linuts of the reference inferval (with
corresponding 90% confidence interval as dotted lines).
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Figure 2 (continued-1): Observed (blue boxes) and fitted (purple line) distributions of blood
hematology analytes in 132 healthy dogs. Blue vertical lines are the lhimits of the reference
interval (with comresponding 90% confidence interval as dotted lines). Outliers were deleted
for WBC (1 = 27.68); neutrophils (2 = 17.34 & 21.2); monocytes (1 = 2.38) and eosinophils
(1=6.34) counts.
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Figure 2 (continued-2): Observed (blue boxes) and fitted (purple line) distributions of blood
hematology analytes in 132 healthy dogs. Blue vertical lines are the limits of the reference
interval (with corresponding 20% confidence interval as dotted lines).
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Figure 3: Effect of age on canine reference values for WBC (n=131). Iyvmphocytes (n=130)
and newtrophils (n=132). Scatter plots with polynomial fits (solid line) and 95% prediction

mterval (dotted Line); same outliers as in Table 4.
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Partie 3

Tester de nouvelles méthodes

Les difficultés rencontrées dans l'utilisation de la procédure de base ont été
reconnues par les experts de I'I[FCC et du CLSI qui ont indiqué que «les laboratoires
individuels devraient s’attacher en priorité a vérifier des intervalles de référence
déterminés ailleurs » [individual laboratories should focus more on verifying reference
intervals established elsewhere], ce qui constitue les deux premieres des quatre
nouvelles pistes explorées :

1/- le transfert d’'un intervalle préalablement déterminé, en se fondant sur
une comparaison classique de techniques de mesure [22] ; cela n’est applicable que
lorsque la démographie de la population du laboratoire « receveur » est similaire a celle
du laboratoire « donneur ». Ces contraintes sont déja couramment prises en compte par
les laboratoires, notamment lors d’'un changement de technique et/ou d’équipement.
Nous avons appliqué cette procédure lors de détermination des intervalles de référence
en hémostase canine avec deux analyseurs de deux laboratoires de la méme zone
géographique (Article n°2).

2/-1a validation d’un intervalle de référence préalablement publié par un
laboratoire « donneur » vers un laboratoire « receveur » en testant uniquement une
série de 20 individus de référence. Si au moins 18 des valeurs de référence obtenues
dans le laboratoire « receveur » concordent avec l'intervalle de référence du laboratoire
« donneur », alors l'intervalle est validé. Cette procédure a été testée (Article n°4) pour
des analyses d’hémostase, dans des conditions pré-analytiques et analytiques similaires
mais non identiques au sein des deux laboratoires. La procédure, simulée a partir d'une
banque de données (Article n°2), s’est avérée tres utile pour rejeter rapidement

I'intervalle de référence d’un laboratoire « donneur ». L’acceptation d’'un intervalle de
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référence de laboratoire « donneur » est en revanche plus délicate et parfois trompeuse,
pouvant conduire a des erreurs diagnostiques (résultat du patient classé comme
«normal » vs «anormal ») si les limites de référence sont utilisées comme seuils
décisionnels.

3/- l'utilisation d’'un nombre plus limité d’individus de référence, en
compensant ce manque d’effectif par des outils statistiques puissants comme la méthode
robuste. Cette autre piste est proposée par le CLSI, qui dans ses documents
préliminaires ne donnait pas de limite inférieure pour l'effectif [23]. Une simulation de
cette procédure a été testée pour des analyses biochimiques (Article n°5). Il est apparu
que pour des échantillons de référence de trées petite taille (27 individus), les intervalles
de référence générés étaient tres variables, correspondant parfois a celui obtenu a partir
des 1439 individus de la base de données d’origine, mais étant aussi parfois totalement
erronés. La sélection d'un faible nombre d’'individus de référence peut créer une
incertitude d’échantillonnage qu’il est malheureusement impossible de vérifier.
Cependant, dans le cas particulier d’especes sauvages ou rares [24], il peut arriver que
I'on ne dispose que d’'un nombre tres faible de sujets; I'application de la méthode
robuste apparait donc comme un palliatif, en espérant que la base de données pourra
étre ultérieurement complétée pour permettre une détermination plus précise des
limites de référence.

4/- I'exploitation a posteriori des bases de données collectées dans les
centres de médecine préventive, les hopitaux ou les gros laboratoires de biologie
médicale. Cette approche repose sur le fait que ces jeux de données contiennent a la fois
les valeurs des individus considérés comme « sains », c'est-a-dire « non malades » pour
le test en question, et les valeurs des individus « malades ». Il est possible, grace a un
modele mathématique, de séparer les distributions des données des individus sains de
celles des individus malades. Une fois extraite, la distribution des valeurs des individus
sains est considérée comme la distribution de référence et les intervalles de référence en
sont facilement déduits. Les simulations d’application a des exemples concrets de
biologie humaine et animale ont donné de bonnes estimations des intervalles de
référence déterminés selon les recommandations (Article n°6). Cependant, 'algorithme
ayant été créé pour détecter des hétérogénéités de distribution, donc d’éventuelles sous-
populations, il faut rester vigilant sur la nature de ces dernieres: s’agit-il vraiment

d’'individus sains vs malades ou bien jeunes vs agés ou encore femmes vs hommes ? De
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plus, I'analyse de ces grosses bases de données peut parfois révéler plus de deux sous-
populations. Ces perspectives de travail devront étre explorées a I'avenir, mais il est clair
que l'exploitation de ces séries de données nécessite de disposer d'un minimum
d’'informations démographiques pour éviter les éventuelles erreurs d’identification des

sous-populations caractérisées par I'analyse mathématique.

Article n°4
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Article n°6
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Validation of preexisting reference intervals: can the procedure be applied to
canine hemostasis?

Anne Geflré.,! Didier Concordet, Catherme Trumel, Jean-Pierre Braun

Abstract. The de novo establishment of reference intervals (RIs) for all variables is beyond the capabilities
of many small laboratories. Thus, recent international recommendations propose procedures to adopt Rls
established by “donor™ laboratories after validation in “‘receiving’ laboratories. The objective of the current
study was to use recently published RIs of canine hemostasis tests as possible donor values and evaluate the
validation procedure with randomized sets of values obtained in another study of canine R1 determination of
prothrombin time (PT), activated partial thromboplastin time (APTT), fibrinogen, and antithrombin (AT).
The preanalytical, analytical, and demographic conditions of the donor and receiving laboratories were first
compared. To represeni new reference individuals, 25 validation sample sets of 20 results of the receiving
laboratory were randomly selected for each variable and compared with the RI of the donor laboratory.
Validation was rejected in all cases for APTT and AT. Donor RI could be validated in 14 of 235 cases for
fibrinogen and in 4 of 25 cases for PT. When preanalytical and analytical differences existed between donor
and receiving laboratories, validation procedures consistently rejected preexisting R1. When the differences are
smaller, the vanability of the results obtained in the validation sample sets tested may be responsible for
validations or rejections, which can lead to further misinterpretations of results {rom patients. Validation of a
preexisting reference mterval is certainly an interesting option for small laboratories, but progressive

determination of the laboratory’s own reference interval 1s probably a better long-term solution.

Key words:

The International Federation of Clinical Chemistry and
Laboratory Medicine—Clinical and Laboratory Standards
Institute (IFCC-CLSI) recommends that each laboratory
should establish its own reference intervals to ensure that
the values correctly reflect the analytical characteristics of
the methods used and the demographic characteristics of
the individuals tested. However, the de novo determination
of a reference interval is a long, difficult, and expensive
process, and beyond the capabilities of most laboratories.
Therefore, the latest issue’ of the IFCC-CLSI recommen-
dations proposes a procedure to validate preexisting,
properly determined reference intervals: ““every laboratory
is more than capable of verifying the applicability of
reference mtervals in its own population.”

The proposed vahdation procedure can be based on
“subjective [...] judgment of the laboratorian™ or, prefer-
ably, on a procedure “using small numbers of reference
individuals.”? This latter procedure consists of measuring
the variable in specimens from 20 reference individuals
from the receiving laboratory. After eliminating possible
outliers, if all but 2 values are within the reference limits,
the reference interval can be validated. 1f 34 values are
outside the reference interval, another validation sample set
of 20 reference individuals must be tested; if all but 2 values

From the Département des Sciences Cliniques {Geffré, Trumel,
Braun) and UMR 18] Physiopathologie et Toxicologie Expéri-
mentales (Concordet, Braun), ENVT, INRA, Ecole Nationile
Vétérinaire de Toulouse, Toulouse, France.

"Corresponding Author: Anne Geffré, Ecole Nationale Vétér-
inaire de Toulouse, Département des Sciences Clmiques, 23 Chemin
des Capelles, 31076 Toulouse Cedex 3, France. a geffref@ent. fr

Dogs; hemostasis; reference interval; validation procedure.

in this new validation sample set are within the reference
limits, then the reference interval can be validated. When
more than 4 values are outside the reference limuts, the
reference interval must be determined de novo according to
the recommendations

To the authors’ knowledge, the validation procedure has
only been used once in veterinary clinical pathology for the
determination and/or validation of reference intervals in
Bemess Mountain dogs.® However, effects of interindivid-
ual variability within the small reference sample group used
in the validation procedure have not been evaluated. The
current study was therefore designed to test the soundness
of transferring hemostasis reference intervals, and more
specifically, the effects of the composition of the small
reference sample group used by the receiving laboratory. It
is based on previously published reference intervals of
canine hemostasis in 56 dogs' (used herein as donor
laboratory data) and individual results obtained In a
previous study” {used herein to represent the procedure in
the receiving laboratory). The variables studied were
antithrombin (AT), prothrombin tme (PT), activated
partial thromboplastin time {(APTT), and fibrinogen.

The subjective validation was based on a comparison of
the preanalytical, analytical and demographic conditions
of the 2 laboratories as summarized from the 2 publications
in Table 1. The 139 results obtained for each variable in the
receiving laboratory were randomized 25 times using the
RAND function of Excel® The first 20 results obtained
from each series were chosen to represent the small
reference sample group hereafter called the validation
sample set. The 25 validation sample sets were examined
for possible outliers according to Tukey test at the =3
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Tahble 1.
reference mtervals.

Briel Research Reports

Companson of the donor and recerving [aboratory conditions for the test of wvahdation of camine hemostasis

Daonor Laburntury[ (STA Compact analvzer )

Recetving laboratory 5 (STA Satellite a nulvzer)

Prothrombin time

Reagent STA Neoplastm plus
Reference mterval 5.7-8.1 sec
Conlidence interval Not reported

Distribution Non-normal

Activated partizl thromboplastin time

Reagent STA APTT Kaolin
Reference mnterval 10.0-14.3 sec
Confidence mterval (9.7/10.4) (13.9/14.9)
Distribution Log-nomal
Fibninogen
Reagent STA Thrombin
Reference interval 1.3-3.1 gft
Confidence interval (1.2-1.4) (2.9-34)
Distribution Normal
Antithrombin
Reagent STA Antithrombin ITI
Reference interval 107.9-128.0%
Confidence interval Not reported

Distribution Non-normal
Demography n = 56; 1-6 years old; ~55% males-45%
females; a variety of breeds
Preanalytics Fasted, resting dogs; Nas<itrate, 3.18%;

2 ¥ 10 min, 850 % g centrifugation; plasma

stored -80°C =3 weeks

STA-Neoplastine CI Plus
6.9 8.8 sec

(6.8/7.0)

Non-normal

(8.6/99)

STA-Cephascreen
13.1-17.2 sec
(12:8-13.5)

MNormal after Box-Cox

(16.8-17.4)

STA-Fibrinogen
1.24-4.30 gl
(1.09-1.43)

Normal after Box-Cox

(3.85-5.18)

STA-Stachrom AT II1

104-188%

(96-110)

Normal

Sets of 20 values (of 139); 0.5-14 years old; —35%
males-65% females; a variety of breeds

Fasted dogs; Nay-citrate, 3.8%; 1 % 15 min, 1,300 X g
centrifugation; no storage, analysis =7.5 hr

(178-192)

interquartile range criterion. When an outlier was thus
detected, the next value in the series was used as a
substitute, as stated in the recommendations.? Results were
then ordered and compared with the donor reference limits
to be validated, based on the following 3 criteria: 1) if 2 or
less values were outside the limits, the reference interval was
considered validated; 2) if 5 or more values were outside the
limits, the procedure was stopped and the validation was
considered impossible; and 3) if 3 or 4 values were outside
the limits, the next 20 results in the corresponding series of
randomwzed values were tested as previously, to mmmic a
new validation sample set of 20 reference individuals.

The reference limits of the donor laboratory with their
90% confidence intervals (when available) are indicated on
Table 1, which shows that the different equipment and
reagents were from the same manufacturer. Preanalytical
conditions also differed, but in both cases the stability of the
specimens had been validated.!” Comparison of demo-
graphic conditions showed that a variety of breeds was used
in both studies, and that there was a larger age range and a
higher proportion of females in the receiving laboratory.

When evaluating the validation sample sets, there was no
significant effect between draws when evaluating values of
APTT, fibrinogen, and AT (analysis of variance [ANOVA],
P = 0.05), but a significant effect was observed for PT
(ANOVA, P = 0.035). The dispersion of values in the
validation sample sets also differed according to the draw
with coefficients of vanation (CV) of 4.5-9.9% for PT, 5.5~

9.1% for APTT, 19.4-45.7% for fibrinogen, and 8.9-18.6%
for AT.

Detailed results obtamed for the first 20 fibrinogen values
from the 25 validation sample sets are presented in Figure 1.
An outlier was identified in 2 validation sample sets and was
replaced by the next value in the randomized nonordered
series of values {the outlier in validation sample set number 7
was replaced by 1.38 g/, and the outlier in vabdation sample
set number 17 by 1.42 g/l). According to the reference limits of
the donor laboratory, 10 validation sample sets had values of
2 or less outside the limits tested; 6 validation sample sets had
values of 5 or more outside the limits tested; and 9 validation
sample sets had 3 or 4 values outside the limits tested.

In a second step, the following 20 nonordered results of
the 9 latter corresponding series were examined (Fig. 2).
After this replacement, there were 4 validation sample sets,
in which values of 2 or less were within the donor
laboratory reference inierval and 5 in which values more
than 2 were outside. Finally, in this test of the IFCC-CLSI
validation procedure for the fibrinogen reference interval,
there were 14 of 25 cases in which the criteria for validation
were met and 11 cases in which the criteria were not met.

For APTT and AT (Fig. 3), there were 3 or more values
outside the reference limits of the donor laboratory in each
validation sample set. For PT, there were 4 validation
sample sets, where 2 or less values were outside the limits,
19 where there were 5 or more values outside the limits, and
2 where there were only 4. For the latter, there were 3 or 4
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Test of the validation of previously published reference intervals for canine plasma prothrombin time (PT), activated

Figure 3.
partial thromboplastin time (APTT), and antithrombin (dotted lines). Each vertical set of dots represents 20 randomly selected results

obtamed m a study of canine hemostasis reference mtervals. *
further investigation, according to International Federation of Clinical Chemistry and Laboratory Medicine-Clinical and Laboratory

Standards Inmstitute recommendations.
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values outside the limits in the next validation sample sets
of 20 values (results not shown).

The validation of preexisting reference intervals by
receiving laboratones 1s a very interesting option for all
small- or medium-sized laboratories, as this may avoid the
long, difficult, and expensive selection of a large number of
well-characterized reference individuals for the establish-
ment of de novo reference interval In the current study,
hemostasis tests were chosen because of the availability of
the data and also because they are reported to be strongly
instrument- and reagent-specific.” The first option for
validation is *‘a subjective assessment” based on “‘careful
inspection of the pertinent factors of the onginal appro-
priate reference value study.” This step is necessary but
cannot be sufficient. Most often, the full details of the
demographic variables are not extensively reported, and the
complete set of reference values is not available. However,
this first step should be used to exclude possible validation,
when conditions are too different in the receiving labora-
tory or are not reported at all.

In the present case, the study used as basis for the donor
laboratory was recent, and strictly based on IFCC-CLSI
recommendations, except for the number of reference
individuals (n = 56). Demographic conditions did not
seem to differ notably. The analyzers used belonged to the
same manufacturer and were based on the same technol-
ogy, but the reagents were different. It was the subjective
opinion of the investigators that the proofs of identity were
not reliable enough to transfer the reference interval
without a validation study.

In the test of validation, the random selection of 20-value
validation sample sets represented the recommended
procedure’ to select 20 reference individuals representative
of the demographics of the receiving laboratory. It was
surprising to observe that there was such variability in the
validation sample sets of randomly selected values. In the
example of fibrinogen, the interindividual variability has
recenily been reported to have a CV of 28% ® In the present
study, interindividual fibrinogen variability in the valida-
tion sample sets ranged from 19.4% to 45.7%;, but this did
not result in statistically significant differences between the
validation sample sets. However, this variability increased
the possibility of obtaining values cutside a preexisting
reference mierval Validation was estimated to be accept-
able in slightly more than | of 2 cases (56%) by use of the
small reference sample groups, which is not really better
than coin tossing. The reference interval that had been
established from the whole sample group of 139 dogs
(Table 1) has a notably higher upper limit than the
corresponding limit of the donor laboratory. As a
consequence 8.6% of healthy dogs (12/139) would have
been considered to have false-positive results by use of the
upper limit of the donor laboratory (in healthy individuals,
there are only 2.5% of false positives at this limit).

Less variability within the validation sample sets was
observed for the other vanables, as previously reported for
PT and AT, whereas much higher between-dog variahibity

347

(69.3%) had been reported for APTT.® Validation for
APTT and AT was impossible in all cases. This is consistent
with the notably different reference intervals of the 2
laboratories, and 15 likely due principally to the reagents
used. For PT, validation would have been accepted in 4 of
25 cases, whereas the upper limit of the donor laboratory
was 0.7 sec lower than in the current study,” which might
cause clinical misinterpretations.

These results suggest that the validation of preexisting
reference intervals can be an interesting option for a
receiving laboratory, and that it seems especially valuable
in demonstrating when a preexisting reference interval i
inappropriate for a receiving laboratory. Results also
suggest that there can be unexpected variability, and that
users should be very cautious when granting validation
with a first validation sample set of 20 values. This should
entice laboratories wishing to use this procedure to
progressively collect results obtained in reference anmmals
to compute their own reference intervals, possibly using
small reference sample groups with relevant statistical
methods.* This is especially important when the analytical
methods can notably impact the results, which is the case in
hemostasis testing, or when reference intervals are only
available from textbooks in which analytical and demo-
graphic details are rarely reported.

Sources and manulacturers

a. Microsoft Corp., Redmond, WA.
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Introduction

Background: According 1o international recommendations, reference in-
tervals should be determined from at least 120 reference individuals, which
often are impossible to achieve in veterinary dinical pathology, espedally
for wild animals. When only a small number of reference subjects is avail-
able, the possible bias cannot be known and the normality of the distribu-
tion cannot be evaluated. A comparison of reference intervals estimated by
different methods could be helpful.

Objective: The purpose of this study was to compare reference limits de-
termined from a large set of canine plasma creatinine reference values, and
large subsets of this data, with estimates obtained from small samples se-
lected randomly.

Methods: Twenty sets each of 120 and 27 samples were randomly selected
from a set of 1439 plasma creatinine results obtained from healthy dogs in
another study. Reference intervals for the whole sample and for the large
samples were determined by a nonparametric method. The esimated ref-
erence limiis for the small samples were minimum and maximum,
mean + 2 5D of native and Box—Cox-transformed values, 2.5th and 97.5th
percentiles by a robust method on native and Box—Cox-transformed val-
ues, and estimates from diagrams of cumulative distribution funcrions.
Results: The whole sample had a heavily skewed distribution, which ap-
proached Gaussian after Box—Cox transformation. The reference limits es-
timated from small samples were highly varable. The closest estimates to
the 1439-result reference interval for 27-result subsamples were obtained
by both parametric and robust methods after Box—Cox transformation but
were grossly erroneous in some cases.

Conclusion: For small samples, it is recommended that all values be re-
poried graphically in a dot plot or histogram and that estimates of the ref-
erence limits be compared using different methods.

Standards Institute [CLSI;_’ Most of these recommen-
dations can be transposed to animal dinical pathology.

The concept of using reference values for reporting the
variability of analytes in healthy subjecis is widely ac-
cepted as a basis for interpreting the individual values
observed in patients, even though many medical clas-
sifications are based on decision limits or consensus
values that differ from the reference limits."* The most
recent intemational guidelines for the preparation of
reference limits in human dinical pathology have been
published by the Intemational Federation of Clinical
Chemistry (IFCC) and the Clinical and Laboratory

However, as with some human subgroups (eg, new-
borns orelderly people), it is often impossible 1o obtain
the minimum recommended number (120} of refer-
ence subjects. It is nevertheless recommended that in
such cases “data should still be analyzed by the non-
parametwric method. As an alternative, the robust
method may be used .. ..7°

Robust methods are based on iterative processes
that estimate the median and spread of the distribu-
tion.*” In the IFCC-CLSI proposed guideline for robust

Vet Clin Pathel 3814 [2009) 477-484 £2009 Amerian Saciety for Veternary Clinical Pathalogy 477
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methods, they gave as an example the assessment of a
reference interval for plasma caldum in women, in
which 3 sets of 20 values each were randomly selecied
from a group of 120 values. The subsequeni reference
intervals calculated by the robust method were very
close 1o the interval determined by a nonparametric
method from the whole set of 120 values.” In that ex-
ample, the distribution of 120 values was roughly
Gaussian and the range was narrow (88-103mg/L),
with no outliers. This may explain why “the perfor-
mance of the method (was) not dependent on getting a
‘eood’ set of points; though of course, results vary de-
pending on the specific values selected.” Despite the
good resulis obtained in that example, in the final
approved revised guideline the working group was
hesitant to recommend calculating reference intervals
with sample numbers < B0 *except in the most
extreme instances.””

In praciice, when only a small number of refer-
ence subjects are available for selection, the possible
bias resulting from this selection cannot be known,
and the nommality of the distribution cannot be evalu-
ated. Thus some doubis will remain and a comparison
of the reference intervals estimated by different meth-
ods could be helpful.

The aim of this study was to 1ake a large set of ca-
nine plasma creatinine reference values obiained in a
previous study” and to: (1) randomly selea large sam-
ples (120-sample sets, which is the smallest number of
subjecis recommended for use of the nonparameiric
method) and determine reference intervals: (2) ran-
domly select small samples (27-sample sets) and esti-
mate the reference limits in each by different methods;
and (3} compare the results obtained with the refer-
ence interval determined for the whole sample by the
nonparametric method.

Materials and Methods

The whole sample consisied of 4097 dogs, of which
1439 were healthy animals of known body-weight
class and plasma creatinine concentration. These
healthy dogs consisted of 800 small (< 15 kg), 261 me-
dium (15-35kg), and 378 large (> 35kg) dogs. No
other possible factors of variation were taken inio ac-
count in the study. Ten sets of 120 resulis each (large
samples) were randomly selected from the whole sam-
ple using the ALEA funciion in Excel (Microsoft Cor-
poration, Redmond, WA, USA). Ten additional large
subsets consisting of 67 small, 22 medium, and 31 large
dogs were selected to reflec the relative proportion of
each body-weight class in the whole sample. Reference

Gefiré et al

limits and their 90% confidence intervals (Cls) were
determined for the whole population, for the random
120-sample subsets, and for the 120-sample subsets
balanced for body weight, by the nonparametric meth-
od according to IFCC recommended procedure, which
is based on the ranking of values and setting limits at
the 0.025 and 0.975 fractiles tper::&n[ileﬂ_7

Ten seis of 27 resulis each (small samples) were
randomly obtained from the whole sample (R sub-
group) by the same random selection method and 10
additional sets of 27 results were obtained by randomly
selecting results from 15 small, 5 medium, and 7 large
dogs, again to represent their relative proportion in the
whole sample (5 subgroup). In each of the 20 seis of 27
values, the following were calculated: (1) mini-
mum-maximum interval (range); (2) mean=+ 25D of
native and Box=Cox-transformed values; (3) 2.5-97.5%
intervals by a robust method with native and Box—Cox-
transformed wvalues: and (4) 2.5-97.5% intervals est-
mated graphically from the cumulative distribution
functions (CDF) derived from the histograms.

Statistical analysis

Calculations were performed with an Excel spreadsheet
{Microsoft Corporation) and the Analyse-It (Leeds, UK)
set of macroinstructions. The Box-Cox A coeffident
was calculated with freeware R 2.7.0 (The R Founda-
tion for Statistcal Computing: hitp://stat.ethz.ch/
CRAN/). The robust method used was the one recom-
mended by Horn and colleagues.®* Resulis were tested
using ANOVA. Comparisons between groups was made
using a Mann—-Whitney U-test after testing the homo-
geneity of vadances, and when necessary using Bon-
ferroni’s correction. Possible panitioning criteria were
studied by Harris and Boyd's z-statistics,” and outliers
were detected by visual inspection of distributions and
confirmed by Tukey’s criterion.’

Results

Reference limits of the whole reference sample
{n=1439)

The overall distribution was skewed and non-Gaussian
(Figure 1) and could not be transformed into a Gauss-
ian distribution by log or Box—Cox transformation
(Anderson-Darling, P=.0005 and .001, respectively).
The reference interval for plasma creatinine concen-
tration determined nonparametrically (90% CI of lim-
its in parentheses) was 53.1 (52.0-55.0) 1o 1504
(148.0-159.0)pmol/L ({Table 1). The eflect of body
weight was highly significant (ANOVA, P <.001) and

478 et Clin Pathol 384 (2009) 477 -4 84 {2009 Ame ncan Socety for Vetermary Clinical Pathalagy
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Figure 1. Distribution of plasma (P} creatinine concentration in 1439 din-

ically healthy dogs. White, body weight (BW] < 15kg; red, BW 15-35kg;
blue, BW = 35kg.

the 2 x2 differences between the 3 body-weight
classes were also significant (Mann-Whimey with
Bonferroni cormrection, P <.001; Harris and Boyd
7% 7% after Box-Cox-transformation). The corre-
sponding reference intervals for small, medium, and
large dogs, respectively, were 51.0 (46.0-53.0) to 146.0
(140.0-153.0) pmol/L, 60.1 (53.1-62.0) to 1439
(136.0-154.0) pmol/L, and 67.5 (61.9-70.0) 1o 168.6
{159.0-180.0) pmol/L.

Reference limits of the large samples

The distributions of all 120-sample subseis differed sig-
nificantly from Gaussian (Anderson-Darling, P <.053)
whereas none of the Box—Cox-wransformed disiribu-
tions, except 1 (P=.014), differed from Gaussian
{Anderson-Darling, P=.053-.977). There was no
difference between the limits determined by the non-

Reference intervals from small samples

parametric method in the randomly selecied and body-
weight class selected subgroups (Student's i-test after
testing for homogeneity of variances, P=.250and .829
for lower and upper limits, respectively). Lower and
upper limits ranged from 44 to 57 (median 53.1) pmol/
Land from 140to 179 (median 150.7) pmol/L, respec-
tively, and the 90% CIs ranged from 35 to 63 pmol/L
and from 124 1o 242 pmol/L for the lower and upper
limits, respectively (Table 1 and Figure 2).

Reference limits of the small samples

The percentages of dogs in the 3 body-weight dasses in
the 10 randomly selected data subsets (RI-R10 sub-
groups) differed considerably from those in the whole
sample (55.6%, 18.1%, 26.3%), whereas the percent-
ages in the 10 S-subgroups, selected based on body-
weight class, were almosi the same (35.6%, 18.5%,
25.9%) as in the whole sample (Figure 3). Creatinine
concentrations in the 20 subsets had similar ranges.
with coefficients of variations (CVs) of 18.3-37.5% in
the R subgroups and 18.2-39.4% in the 5 subgroups
(Figure 4).

In most cases, the native values could not be used
o estimate the reference limits by the robust method
so the resulis are not reported. Extrapolation of the
2.5th and 97.5th percentiles from the histograms was
imprecise due to the distribution of values (see 2 typ-
ical examples in Figure 5) and systematically gave val-
ues below the observed minimum and maximum
(Wilcoxon's test, P <.001). Whateverthe method used
1o calculate reference limits, no difference was found
between the limits determined for the R and § sub-
groups, except for the mean £ 2 5D limit, which was

Table1. Experimental approach and resulting reference limits for plasma creatinine concentration (pmolil] in dogs.

Reference Interval Results
for Creatinine {pmol/L}

Dataset Method of Estimation Data Type Reference Interval Type  Lower Limit Upper Limit
Whaole sample (n=143%) Wonparametric (25-97.5%) Native values Limit (90 C1 of limit] 53.1 [(62-55) 1504 (148—159)
Large subsets of 120 samples each  Nonparametric (25-97.5%] Native values Median (range} of limits  53.1 (44-57) 1507 (140-179)
Small subsets of 27 samples each Minimum—maximum Native values Median (range] 53.1 [40-75) 1504 (125-239)
Parametric [mean £ 250)  Nativevalues Median (range) 42.0(22-61) 146 [124-188)
Box—Cox transformed . Median (range) 53.8 (40-74) 1543 {126-283)"
Robust Native values Median (range] NC NC
Bow—Cox transtormed  Median (range) 52.4(23-73] 1658 [122-363)¢
Visual estimation CDF Median (range] 46.8 (30—70) 1432 (120-223)
*Upper limit is an outlier; next nearest value is 203 pmoliL.
tUpper limit is an outlier; next nearest value is 215 pmolL.
CDF, cumulative density distibution Cl, confidence interval, NC, not calculated {not possible to calculate) for many subgroups.
Vet Clin Pothol 3874 [2009) 477-484 £2000 Americn Society for Vieterinary Clini! Pathology 479
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Figure 2. Upper and lower limits of the reterence interval for plasma (F)
creatinine determined by a nonparametric method in 20 randomly se
lected 120-sample subsets within the full dataset of 143% healthy dogs.
Dotted areas, 20% confidence intervals (Cls) of the limits determined far
the whole sample; vertical bar, range of the 0% C1 caloulated from the
120-sample sibsets.

lower in the § subgroups (Mann-Whimey, P < .05 af-
ter testing for homogeneity of variances).

Estimates of the lower limit of the reference inter-
val obtained by the paramerric and the robust method
after Box—Cox transformation (Table 1 and Figure 6)
were closer 1o the value determined in the whole da-
taset than those obtained by other methods. The range
of upper limit estimates was wider than for the lower
limit (Table 1 and Figure 7). Box—Cox-transformed re-
sulis revealed an apparent outlier, which, according 10
Tukey's critedon, was eliminated. When this outlier
was removed, the CV of the estimates was similar w
that obiained for the lower limii. Closest estimates of
the upper limit determined in the whole sample were
obtained from the calculated mean 4+ 2 5D using native
values and Box—Cox-transformed values.

The means of all estimates of the reference limits
(50 and 158 umol/L) were close 1o the values deter-
mined from the whole sample. The range of values was
large, however, independent of the method used; the
range was 39.8-73.6ppmol/L in the best case for the
lower limit, and most values calculated from small

Gefire et al

Fercent

Rt B2 R3 R4 RS RS RF REB R8 R0 Al 5110

Figure 3. Percentage of small (blackj, medium (white), and large (speck-
led) dogs in the 10 sets of 27 results selected randomly (R1-R10) fromthe
whole sample (All} and in the 10 sets of 27 results selected according to
body-weight class (S1-10). Dotted lines are the percentages of dogs in
each body-weight class in the whole sample.

samples were outside the CIs determined from the
whole sample. Meaningful calculation of the Cls for
the determined limis was precluded by the low num-
ber of individuals in the 20 small sets.

Discussion

The aim of this study was 1o determine whether refer-
ence limits calculated from small samples randomly
selected from a large sample were identical 1o those
calculated from the latter by nonparametric method. If
<o, more or less valid reference intervals could be esti-
mated from small samples when large samples are not
available. Our results, however, suggest the bias ob-
tained from different random small samples resulied in
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Figure 4. Distribution of plasma (P} creatinine values in the 10 sets of 27
results randomly selected (R1-R10) and in the 10 sets of 27 results se-
lected according o body-weight class (51 -10) from the whole sample.
The dotted lines are the limits of the reference interval determined from
the whole sample.
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Reference intervals from small samples
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Figure 5. Examples of histograms (black bars) and cumulative distribution function (CDF, thin ling) of plasma iF) creatinine values cbtained from two 27-

sample subsets of values.

very different estimates of reference limits compared
with those obtained with large samples.

It was presumed that all recommended criteria
concerning preanalytical and analytical criteria were
respected.”” These were not reported here as the aim
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Figure 6. Estimates of the lower limits of the reference interval for
plasma (P} creatinine as determined by different methods in the 10 sets
of 27 results selected randomly (R) and in the 10 sets of 27 results se-
lected according to body-welght class (S). The dotted area is the 90X
confidence interval of the lower limit determined from the whole sample,
m, mean; SD, standard deviation.
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was not o determine reference intervals for plasma
creatinine concentration in dogs, but rather to com-
pare different methods of estimating reference inter-
vals from small samples. Even though some criterda
may have been inadequate, their effect on the whole
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Figure 7. Estimates of the upper limit of the reference interval for plasma
{P} creatinine as determined by different methods in the 10 sets of 27
results selected randomly (R} and in the 10 sets of 27 resulis selected
according to body-weight class (5). The dotted area is the $0% confidence
interval of the upper limit determined from the whole sample. m, mean,
S0, standard deviation.
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sample and the subgroups would have been identical
and therefore validate the comparisons.

No apparent heterogeneity could be detecied from
the shape of the histogram of plasma creatinine con-
centration in the whole sample, except that it was
heavily skewed toward high concentrations, which
suggested that plasma creatinine concentrations might
have been higher in 1 subgroup of dogs. Not all the
possible partitioning faciors evidenced in the preceding
study were taken into account.® Body weight was the
only panitioning factor used tw investigate possible
effecis on resulis abtained from small samples, as this
was reported previously 1o influence canine plasma
creatinine concentration.'™!! 1t is usually acknow-
ledged that differences between subgroups may be sia-
tistically significant, when a large number of samples is
compared, even though they may not be clinically rel-
evani, which was the case in this study."® When ap-
plied 1o medical data, tests of partiioning such as that
described by Harris and Boyd® are only suitable for
comparisons of 2 sers of values. In the case of body
weight, all 2 x 2 comparisons were highly significant.
Thus, parnitioning resulis according to the 3 body-
weight classes was considered relevant, and validated
the original selection of data subsets based on body-
weight disoribution.

The overall upper limit of the reference interval in
this study was almosi the same as the limii reported in
the previous study in which all healthy animals were
included (151 pmol/L; n= 1516 values).® In the present
study, only those cases with known body-weight class
were analyzed (n=1439).

Although it was not the main aim, the variability
of reference iniervals determined using the recom-
mended nonparametric method and the minimum
number of reference individuals (120} was examined
and compared with the variability of the estimates ob-
tained from small numbers. The mean of the range of
reference limits for the 20 random large samples se-
lecred from the whole sample and that of the reference
limits determined from the whole sample, was almaost
identical. The variance of the limits thus determined
was almost the same (they differed by ~7%) for the
lower and upper limiis. This was much lower than the
variability of estimates from the small samples, but
much broader than the 90% CIs determined for the
whaole sample. The narrowness of this latter wasdue 10
the large number of values used, uncommon in studies
of reference values except those based on hospital
data."” It was surprising, however, 1o see that in some
cases the calculated limits derived from the minimum
recommended number of 120 samples differed notably
from those determined from the whole sample.

Geffré et al

Tweniy-seven was chosen as the number of sam-
ples for the small subseis in this study because many
reports of reference values for nondomestic animal
species include < 30 animals and because this num-
ber permitted a relative weighting of body-weight
classes proportional to that of the whole sample.

In this study we confirmed that the bias obiained
from different random samplings of 27 results resulied
in very different estimates of reference limits but the
resulis for the R and S subgroups, ie, with or without a
partitioning factor (here, body-weight class) did not
differ. Partitioning factors, based on a priori estimates
of possible effects of sex, age, season, eic, on the re-
sults, are sometimes taken into account in studies with
small numbers of animals. This approach may there-
fore not be appropriate if the number of animals in
each category is oo small to allow a proper study of
differences between subgroups.

When only a small sample is available, recommen-
dations siate that all of the resulis may “serve a useful
clinical purpose as a guide in the form of a list of all the
values, [...] ordered according to increasing magni-
tude.”” The major advaniage of this rype of data pre-
sentation is that no information is lost as all values are
reported, but the list of numbers is not easy o evalu-
ate. The values can also be reported in a dot plot, his-
togram, or diagram of CDF; these forms of data
presentation may be more useful from a clinical stand-
point. However, such lists or figures still are less easy to
apply routinely than the upper and lower limits of a
reference interval. When the number of samples is
low, extrapolation of values from a CDF diagram re-
sulted in 2.5% and 97.5% limits that were below the
observed minimum and maximum of the dataset and
therefore are not relevant. A nonparametric approach
cannoi be used as the number of reference samples is
below 40.

Reference intervals from small samples are re-
poried in the literature in many different ways, indud-
ing median and maximum-minimum values, mean +
SD, and 2.5th and 97.5th percentiles estimated by
parametric methods, with or without ransformation
of the data. However, it is impossible to correctly assess
the type of distribution in small samples and, as shown
in this siudy, the shapes of the distributions and the
numbers of apparent outliers differed considerably be-
tween the 20 sets of values. Thus it is difficult 10 make
relevant decisions on the best mathematical model to
apply. However, as blood analyte distributions are of-
ten skewed, it would seem reasonable to include all the
values obtained from small samples.

In this study, the lower reference limits were un-
derestimaied when the mean—25D interval from

482 Viet Clin Pathol 384 [2008) 477 -484 (©2009 American Sad ety for Veterinary Clinical Pathology
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untransformed values was used on the small samples,
which would be expected from a distribution skewed
toward high wvalues. It was surprising, however, that
the mean+2 SD limits were close to the upper limit
calculated from the whole sample. The parametric ap-
proach is more valid if a beter fit to Gaussian distribu-
tion can be obtained by mathematcal transformation.
This can often be achieved by Box—Cox transfor-
mation, which is now readily available in the R 2.7.0
freeware program. The distribution of the Box—Cox-
transformed values did not differ significantly from
Gaussian except for | subset of data, and parametric
estimation of the reference interval from the Box—Cox-
transformed values was close to the Cls of the refer-
ence limits determined from the whole sample. In the
one exception, the upper limits determined as the
mean+2 SD from Box—Cox-transformed values or by
the robust method were grossly erroneous (Figure 7)
compared with other methods of estimation.

Robust methods have been recommended for de-
termining the quaniiles of a distribution of small sam-
ples. In this case, the method of Hom et al* could not
be applied to untransformed canine plasma creatinine
values. As already mentioned, the robusi method
should preferably be used when the data fit a Gauss-
ian distribution, and in this study, the robust approach
was effident on Box—Cox-transiormed values. In the
example in which the robust method was used for hu-
man plasma caldum values, estimation of reference
limits was more accuraie than in this study. This may
be due to the higher interindividual variance of canine
plasma creatinine (~15%)"*"* than of human plasma
calcium {~3%,),'®"" such that randomly selected small
subsets of canine creatinine data may not be represen-
tative of the whole set of values, resulting in the deter-
mination of erroneous limits.

In summary, none of the methods vsed in this
study were very satisfactory for estimating reference
intervals in small samples, and probably no method
can be used that is generally applicable. Whatever cal-
culations and mathematical models are applied, the
limiring factor remains the a prior assumption that the
small sample of values available is representative of
samples to be tesied in the fumre for diagnosis.'® Ref-
erence intervals always should be estimated from the
largest possible number of animals available <o that
nonparametric methods can be used to determine the
reference limits and their CIs, and allow evaluation of
possible partitioning factors. When only small samples
are available, the estimation of reference intervals is
biased by the sample, which may be more or less rep-
resentative of the whole population, and this bias can-
not be determined. In this case, as much information

Reterence intervals from small samples

as possible should be reponted, incduding lists of or-
dered values, dot plots, and/or histograms. A good ap-
proach when estimating reference intervals is 1o
ransform the data to obtain the best possible fit with
Gaussian distribution and to compare the estimated
limiis obtained by parameiric and robust methods. The
real and estimated reference limits may differ consid-
erably, demonsirating the bias inherent in reponing a
single estimaie for small samples.
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ARTICLE INFO ABSTRACT

Background: Reference limits are some of the most widely used tools in the medical decision process. Their
determination is long, difficult, and expensive, mainly because of the need to select sufficient numbers of
reference individuals according to well-defined criteria. Data from hospitalized patients are, in contrast,
numerous and easily available, Even if all the information required for a direct reference interval computation
is usually not available, these data contain information that can be exploited to derive at least rough
reference intervals.
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Hos it T,-Im-d PSR ) Methods: In this article, we propose a method for the indirect estimation of reference intervals. It relies on a
lndizl:: arethad — statistical method which has become a gold-standard in other sciences to separate components of mixtures.
EM. algarithm It relies on some distributional assumptions that can be checked graphically. For the determination of

reference intervals, this new method is intended to separate the healthy and diseased distributions of the
measured anatyte, We assessed its performance by using simulated data drawn from known distributions
and two previously published datasets (from human and veterinary clinical chemistry).

Results and discussion; The comparison of results obtained by the new method with the theoretical data of
the simulation and determination of the reference interval for the datasets was good, thus supporting the
application of this method for a rough estimation of reference intervals when the recommended procedure

cannot be used,

0 2009 Elsevier BV, All rights reserved,

1. Introduction

Reference values are some of the most powerful tools in medical
decision-making both in human and veterinary medicine, even
though decision limits are being introduced in an increasing number
of cases. Recently, the recommendations for “Determining, establish-
ing and verifying reference intervals in the clinical laboratory” have
been updated by the International Federation of Clinical Chemistry
and Laboratory Medicine (IFCC) and the Clinical and Laboratory
Standards Institute (CLSI) [1].

This working group acknowledges that the de nove determination
of reference limits, and their regular updating for the main partition-
ing groups is an enormous, time-consuming and very expensive
undertaking, even in human dinical pathology, for which very large
data bases are available, e.g. through Preventive Medicine Centers |2].
This task is even more difficult in animal dinical pathology, due to the
various species, breeds, breeding conditions, productions, etc, and
often the small number of animals available, e,z in wild species.

* Corresponding author. Tel: +33 561 B3 829,
E-maoil address: d concordet@envefr (D Concomdet ).

0009-8981 /% - see front matter © 2009 Elsevier BV, All rights reserved
doi: 101016/ Lo 2009.03.057

Moreover, the absence of well documented reference intervals (RI) for
many analytes sometimes makes it impossible to transfer or verify
previously established reference intervals in veterinary clinical
pathology.

When direct sampling is not possible, the recommendation states
that indirect sampling technigues may be used “based on the
assumption, confirmed by observation, that most results, even on
hospital and clinic patients appear “normal™ [1]. Data thus obtained,
preferably from relatively healthy individuals, can be used for
calculations of reference intervals, Rl determined in this manner
“should be considered rough estimates at best”, as the datasets are
contaminated by an unknown number of values obtained from
individuals that are not healthy.

Very large clinical pathology databases exist in human hospitals,
and also in veterinary hospitals and animal research centers. Several
attempts have been made [3,4] to use them in the estimation of
human reference intervals and some are still being pursued, often
with very large numbers of data [5]. To our knowledge, few attempts
have been made in animal clinical pathology [G].

Several statistical methods have been proposed to estimate the 2.5
and 97.5 centiles from such “polluted” datasets, the simplest ones
being based on a cut-off value below or above which the observed data
are discarded [7,8]. This approach is easy to implement but can
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severely bias results. After recursively removing the values of
individuals considered as diseased outside, Kairisto and Poola [8]
modelled the distribution of the remaining values as two half
Gaussian distributions. More sophisticated methods have been
proposed (see [6] for a brief comprehensible review), Bhattacharya
[9] proposed an indirect method based on the assumption that the
distributions of healthy and diseased are Gaussian. As advocated by
Baadenhuijsen and Smit | 10] this method does not properly describe
the distributions of most analytes which present skewed distribu-
tions. To solve this problem, Baadenhuijsen and Smit extended
Bhattacharya's method to mixtures of log-normal and gamma
distributions. These two methods are very practical since the
estimations can be performed graphically without using a modem
computer. Oosterhuis et al [11] proposed a weighting scheme that
decreased the influence of outliers in the Baadenhuijsen and Smit
method. However, such approaches are specific to the chosen
distributions and even for mixtures of Gaussian, log-Gaussian or
gamma distributions, they do not give the maximum likelihood
estimate which is the best estimate that it is possible to build when
the number of data available (n) is large.

The aim of this paper is to propose a method thatallows separation
of the distributions of healthy and diseased individuals from
observation of their mixture, This method generalizes and improves
Bhartacharya-like methods.

As suggested in [1] when the actual patients status is known, we
assume that there are two Box-Cox transformations that respectively
make Gaussian the distributions of healthy and diseased individuals,
We used this distributional assumption to estimate the percentage of
healthy individuals and the distributions of healthy and diseased
individuals, from which we derived a reference interval

2. The proposed method

Let us first describe intuitively how the proposed method works, Assume that
high values are mther observed on diseased individuals A high value has thus a small
probabiity to have been observed in a healthy individual and a high probability in a
diseased individual. The model (Bg. (1)) desoibed hereafter allows to formally
quantify these probabiliies. The distribution af healthy s computed as f all observed
values came from healthy individuals. However, during this computation, each
abse rved value is weighted by the probability that it has been obtained on a healthy
individiual. The same process is used for the diseased distribution. As an example, 2
very high value has a small probability (=0} o come from a healthy individual. Is
weight during the computation of healthy distnbution is == 0: this means that this
value is discarded. One can see that proceeding so leads o a knd of crodlar
reasoning: we need to know the distribution of healthy/ diseased to compute the
probability that a value has been obtained on a healthy /diseased individual while
knowing these probabilities allows o cmpute these distributions. The method we
propose iterates this idea untl there & a stct accordance between the probabilities
used to perform the computations and the distributions thus obtained We now
deseribe how to do it practically.

Let us assume that one obsenves ¥ on the ith individual of the sample

Yi=UX + -G i=1_.n (1)

where U is the unobserved status of this individual equal o 1 when heis healthy and 0
otherwise. Consequently, when the individual is healthy, one observes X while X7 is
observed when he is diseased. The distribution of ¥, is thercfore a mixture of the
distributions for healthy and diseased individuals:

‘We assume that the random variables 3 that appear in the model (Eg, (1)) are
mutually independent, independent of U, and respectively distributed acoording o a N
{0 T) up o a Box-Cox transformation k,;, where

=1
k(%)= A
log () if & = 0.

ifh 20

If the actual status Ui of the ith individual was known, the probability density
funcoon (pdf} of the observation ¥, would be

=2 1. .
Ymasliy) = if—u,zt'xp["ﬁlk.\wd —m)*

with (mo? A= (muodh ) ifU=1 ad (moA)=(ma13A; ) otherwise,

In this case, onewould estimate the reference interval

](. Ry 2 ) P (14 Ry, + 20,)) "

where iy, 83, and A, are the parameter estimations eomputed from the data of healthy
mdividuak only.

Since the Ujs are not observed, we need to estimate the percentage of healthy
individusls p and the parameters of the “heslthy” distribution (m oA, ). The healthy
distribution can be wel separated from the diseased distribution when the pammeters
from the “diseased” distribution {m=,03A;) ane ako estimated. We thus need to estimate
the parameter 8= (pmo A moo i) o get anestimation of the reference interval,

The best way to proceed s to use the maximum lkelihood estimate of the
parameter 8 that can be obtained as the value of @ that masimizes

148) = TT (PYm, a0 + (1= PV ¥mazn, )

=]

Urfartunately, the diect optimisation of this functon is often intractable. This is
the reason why we suggest using the so-called EM algorithm [12] to solve it, The EM
algorithm consists of iterations of an Expectation and a Maximization step. At the kth
iteration, the E step computes the conditional expectation of the log-likelihood of the
wmplete data (¥, U) with respect to the distribution of the missing, or non-observed
data U given the observed data ¥ at the current estimated parameter value 8

Q[a.a*'] = E[:mgp[v:um.o”'j.

The M step finds &* * " so that

gl = at’gsupQ[i‘:ﬁ‘“i:l.
r ;
These two-step itemtions are repeated until convergence [13]
In pur problem, the actual status Us of each individual is not observed Estimating
the mixtire of distributions of diseased and healthy individoals with the EM dgorithm
amounts to repeating the following iterations:

[1] For each individual compute the weights wy and v that respectively depend on the
likelihood that this individual belongs to the healthy and diseased group.

[2] Compute the mean, variance and A parameter of each group by affecting to each
individual the corres ponding weight.

3] Repeat steps 1and 2 until the estimated paramete s nolonger change bepween bvo
sucoessive iterations.
This problem can be reduced to the following iterations, The algorithm starts with

some inftial value 8% o8 = (p.my,0F Ay o3 AL Atiteration kof the algorithm, 8% =

(*m o2 ml o 3R AL) s known and @51 1) is computed from &% by

munimizing the following fundion with respect to &
"i"':" [2|l — N Jlogy, + logod + (K, 'thm:j‘m%J i
(1 ..ﬂ;h"][zu- M)BEY, + bEGE + (hf}-l-mz]lw%‘
where

y o T® 20 (¥4
P g 00 + (1 =P o om0

g
Salving this problem leads vo the Tollowing iterations

ok o 155
p,l 1 = EZQ.'"
=1
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These iterations are continued until the difference between ¢ and g%V
becomes small let us denote 8§ = (P07 Ao 035 ) the vale of 8% after
convergence of the preceding iterations. The reference interval is then obtained as
described by equation (Eq. (2)).

As we use the maximum likelihood, this reference mierval is the best estimate
{with respect to the precision) that cn be bullt when the distributional assurmptions
we made are reasonable. It s therefore important o chede these distributional
assumptions. We propose hereafter a test (P-value) and a graphical meansof checking
that fully exploits the statistical properties of 8,

A Pvalue lower than 005 indicates that the assumptions about the distributions in
the model (Eg. (1)) are notadequately chosen, Two main reasons lead tosuch Pvalues:
1) the chowe of the distributions is not consistent with the data suggesting other
distributions to be used {e.g gamma, Weibull,... §, 2} there exist “outhers”, Their effect
on the estimation of the upper limitof the reference interval seems o be limited as soon
as a rigorous analysis 5 performed. When the test pejects the model, some extreme
values should be removed from the analysis,

four model (Eq (1)) is cormeet, the actual distribution of the data, summarized by
its cumulative distribution fundion (cdf) F should be equal to the one implied by the
maodel:

kg =mgy k() = my
Kyl = Pd’(T) + 1= PFD(T) 3

where @ is the cdf of the standard Gaussian distribution.

Thus, ifthis model is comed, Fand Fz should be equal. Since both Fand f cannot be
observed, we propose to compare thelr estimates, An estimate of F is given by its
empirical curmulative distribution function [ adf)

ro
Fiv = H; Ly ay

where Ty - y=1 1 ¥,y and 0 otherwise.

On the other hand, an estimate of F ks Fs. Aguick way to proceed is to build 2 0Q-
plot by representing ' (Fy,)) asa function of v. When the points obtained are about
on astraight line, the model can be considered as masonable. Howeve r and even if the
chosen model (s the good one, such graphics always exhibit points far away from the
line because the sampling varation has not been taken into account to bulld it Ako, a
monfidence region/a P-value is helpful to compare these cdf We propose to build 295
uniform region Rg o for the QO-Plot that can be used as follows: when at leastone point
(v Fa "F{v))) falls outside Ry o there is less than 5% risk that F# F. Equivalently, we
propose to mmpute a Pvalue by simulating the distribution of sup [Fy(v) —Fiy)|
under Hy: F=F, ’

To perform these simulations, we wsed the properties of the maximum likelihood
estimator: the Central Limit Theorem guarantees that when n is large, vajg — R) is
approximately distributed according to the following Gausstan distribution NOJ (@)
where [[#) 15 the Feher information matrixe This matrix depends on the true value
of & which is unknown. Louis [14] proposed a method that gives a good approximation
of I{#) that we denote by [,

W thertore propose to butkd By a- vsing Monte-Carlo simulations. Rrst, draw a large
nurnber (K;) of 8 {say Ky = 10 000) from M&F " fn} and for each 8, we simulated K =50
samples of size n using (Eqg. (1)), We thus obiained K, <K; samples of size n, each of them
giving an empirical odf G and the distance sﬁp [El¥) - Gl |. The Poalue of the test is
obtaned as the percentage of sup | (v -Ef_rj! greater than sup |Fl¥) -va,||. After
discanding the 5% stmulated samples with the highest distance sup LA ~ G {y) |, we butlt
the QQ-plat for each of the 95% reraming samples. The emvelope of these QQ-plots ghes
Fass.

Afver the distributional assumptions of the model | Eq. (1)) have been checked, the
standard error of the estimates of the reference limits are computed as the standard
deviation of the K, reference limits that can be computed using equation (Eq. (2}) but
with the Monte-Carlo sample # instead of 8,

3. Performance assessment

The objective of this simulation was to create samples from a
predefined model distribution and to see whether or not the proposed
method was able to recover this known distribution from the samples
thus created.

The following parameters were used for the model distribution
p=09, m; =31, 0% = 0014, \; =—018, m2= 2,90, 3 =0.022, A, =
—0.26. These values are not purely fictive and, except for the value of
p, come from example 2 given hereafter. In this distribution, the 2
subpopulations of healthy and diseased subjects are not dearly
separated and greatly overlap.

The true reference limits of the healthy subpopulation are given in
Table 1. As they have been determined from a distribution model and
are purely theoretical, there is no confidence interval for these values,

For each sample, the method gives a parameter estimate, the mean
of which is given in Table 1 for the simulations made as below. The
actual imprecision of the calculation is measured from the sam ple-to-
sample variation of this estimate. The standard deviation of this
variation is the standand error of the estimate (fourth line of Table 1).
In practice, only one single sample of size n is available for the
calculations, which makes it impossible to evaluate the sample-to-
sample variation. However, when n is large enough, it is possible to
calculate an approximation of this sample-to-sample variation using
the information matrix The average of such approximations over
samples is named the asymptotic standard error (a.5.2.) and is given in
the second line of Table 1.

We simulated 100 samples of size n= 1000 and n = 10000 and
used our method to separate the distributions of healthy and diseased
individuals, We estimated p and the limits of the reference interval of
the “healthy” distribution thus separated. Estimates of p and of the
reference limits from the 1000 and 10,000-samples are presented in
Figs.1and 2, and summarized inTable 1. In both cases, the means were
very close to the theoretical values, and the impredsion of the
estimates was two-fold higher for the 1000-sample than for the
10,000-sample series, When 10,000-samples were used, the mini-
mum and maximum estimations of p were 0.844 and 0.944, whereas
the true value was 0.9, Estimates of the lower limit of the reference
interval were very precise and accurate, whatever the number of
values, The more precise estimation of the up per limit of the reference
interval was obtained with the 10,000-samples, mnging from 1453 to
167.4, whereas the true value was 155.76. This large imprecision can
probably be explained by the position of the actual upper limit of the
reference interval which is about at the mode of the distribution of
diseased individuals, We cansee in Fig. 2 that estimations of the upper
limit are more often lower than the actual value of this limit. This
suggests that the distribution of the corresponding estimator is as
skewed as the distribution of the extreme values,

The estimates of the reference limits given by our method are
unbiased since the mean of the 100 estimates is close o the true value
for the 3 parameters, It can also be observed that the standard error of
the estimator is very close to the as.e. But a standard statistical result
shows that the maximum likelihood is the best estimate that it is
possible to build when n is large, Consequently, no unbiased estimate
with a smaller standard error exists, which implies that there s no
better estimation than the one thus provided.

The parameters that define the distribution of diseased individuals
are not well estimated in the above exam ple. This can be explained the
low number of data available for the diseased individuals. The
population contains only 10% of diseased individuals therefore, the
samples of size n= 1000 and 10,000 contained about 100 and 1000
diseased individuals, These numbers of diseased individuals appear
too small for a predse estimation.

4. Two practical “real” examples

In this section, we show the results obtained when this method
was applied to two previously reported examples.

4.1 Example of plasma TSH concentration in human males

An indirect determination of the plasma TSH upper reference limit
was carried out using more than 19,000 unselected hospital results
[15]. A 2056-value sample was selected by the authors comprising
males for which repeat analyses had been discarded and the
corresponding histogram was published of Fig. 1B of [15] The
estimated upper limit, using the method proposed by Kairisto and
Poola [8] implemented in the program GraphROC, was 3.5 miU/L. The
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Table 1
Parameters of the simulated model distribution and estimations of the percentage of
healthy individuals and of the reference interval using the proposed method.

n=1000 n= 10,000

r lower im.  Upperlim  p Lower lim Upper Bm.
True value 080 5373 155.76 080 5373 15576
ase. 0094 m 10.78 0034 033 343
Mean 0£99 5353 15338 0886 5334 15449
e 0045 L18 9.62 0nz2 06 519

(p = percentage of healthy individuals; Lower and Upper lim. = the limits of the
reference interval; ase. = average of asymptotic standard errors; se. = standard
deviation of estimates obtained with the 100 samples).

only information available being a histogram, we did not have
individual data. We thus simulated individual data by assuming that
they were uniformly distributed within each histogram class. We
assumed that values induded in negative classes corresponded to
results below the limit of quantification (LOQ) and deleted them
before subsequent analyses, The distribution of values above 0 was
assumed to be a mixture of two Gaussian distributions after Box-Cax
transformations, The observed and fitted distributions thus obtained
as well as the components of the mixture are presented in Fig. 3. The
overall shape of the distribution is very similar to the original one, The
percentage of individuals with a TSH concentration below the limit of
quantification was 4.21%, Using the proposed method, the esimated
percentage of healthy individuals with a TSH concentration above the
limit of quantification was 77.10% The distributions of plasma
concentration of healthy (with TSH > L0OQ) and diseased patients
were estimated to be Gaussian after a Box-Cox transformation with
parameters0.2835and —1.433 respectively. Since 4.21% of individuals
were assumed to be healthy because they had a value below the LOQ,
the next step was to calculate the 97.50-4.21 = 93.29% quantile of the
distribution of the healthy individuals to obtain the upper limit of the
reference interval This lacter was estimated to be 3.770+ 0333 mlU/ L
which is slightly higher but very close to the estimate provided in the
original study. The diagnostic plot represented in Fig. 4 shows that the
proposed model is acceptable {P=005) as the observed QQ-Plot is
entirely contained within the confidence region.

4.2 Example of creatinine concentration in dog

A study to determine the diagnostic effidency of plasma creatinine
and urea concenirations for the diagnosis of canine kidney diseases
finally included 3822 cases, of which 37% were healthy [16]. The
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Fig L Estimated percentage of healthy individuals obtained from 100 samples of size
n=1000 and 100 samples of size n= 10,000, The horizontal lne is the vaue that
was used for simulations. This percentage (s well estimated: the imprectsion decreases
with
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Fig. 2 Estimated reference limits obtained from 100 samples of size n = 1000 and 100
samphes of size f= 10,000 The hodzontal Hnes are the actusl refernce limits. The
lower reference limit is well estimated while the estimated upper reference imit has
quite a lamge impredsion probably because a large percentage of diseased individuals
had concentrations close to this imit

nonparametric reference interval was 53-151 pmol/L (90% confidence
intervals were 52 to 55 pmol/L and 148 to 159 pmol/L), As discussed
in this article, even if the health status of these animals was known,
there was no way of ensuring the quality of the diagnoses. We
therefore decided to ignore the available diagnoses in the present
study, The observed distribution of plasma creatinine in the 3822 dogs
is represented in Fig 5. The diagnostic test described in the Proposed
methods section gave a Pvalue=0.580 thus showing that the
proposed model is acceptable.

The estimated percentage of healthy individuals was p=79.93%,
quite higher than the “true”™ percentage. The plasma concentration
distribution of healthy patients was estimated to be N{3.100;0.014)
after a Box-Cox transformation with parameter —0.179, This led to an
upper limit of the reference interval of 160.94 8.7 pmol/L, which is
dose to the limit obtained in healthy dogs based on reported clinical
status [ 16].

When the method proposed by Baadenhuijsen and Smit [10] was
applied to the same data, the estimated upper limit was 135.1 pmol/L;
for a mixture of gamma distributions. Using the same method but
with the weighting scheme proposed by Oosterhuis et al [11] we
obtained 1425 pmoi/L. In contrast the method of Kairisto and Poola
(with no use of external information) [8] gave 340.8 pmol/L.

These large differences between the estimations could be explained:
1/ by the high sensitivity of Baadenhuijsen's method to the choice of
aligned points and 2/ by the threshold implied by the +4 5D rule in the
Kairisto and Poola method that keeps the d ata from diseased individuals
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Fig. 3. The histogram represents the observed TSH concentrabons in human males
obtained from [16]. The concentratons below the LOG have not been represented (but
aken into account for the R determination ( see text . The dotted, thin and thick curves
represent the TSH distribution obtained using the proposed method for the diseased,
healthy individuals and for the entine population respectively,
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Fig. 4 Dagnostic plot proposed inSection 2 for the TSH data. The empirical edf F thin
lime) is totally induded within the 95% confidence region (thick lines} or [ P>0.05). The

assumptions about the model (shape of distributions) are thus in accordance with the
dara.

for computation when nomanual exdusion of data is performed. On this
example, the modification of the Bhattacharya method proposed by
Oosterhuis, Modde man and Pronk produced a reasonable estimate but
its imprecision cannot be computed.

5. Discussion

In this artide we propose a method for estimating reference
interval of an analyte from a large set of data when the actual status of
the individuals in the analyzed sample is unknown, This method is not
new: it is currently considered as the gold-standard method for
mixtures analysis,

This method compensates some of the defidendes of existing
methods used to determine reference intervals. Bhattacharya and
Baadenhuijsen's methods assume specific shapes, mainly Gaussian
and log-Gaussian, for the distributions of healthy and diseased. These
methods are not flexible enough to adapt to other distribution shapes,
unlike the proposed method. With these methods the computation of
reference intervals relies mainly on a grap hical analysis that requires a
subjective choice of aligned points in a scarter plot This choice
strongly influences the results obtained and the confidence intervals
for the provided estimates cannot be computed. Actually, these

GO0
w| [
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1009 \L:'§

-

Mumber of patients

K

relatively “old” methods were well adapted to a time when
computations were not performed with computers,

When the actual distributions have a shape close to the assumed
one, the method that we propose provides, for large n, the maximum
likelihood estimation of the reference interval, ie. the most precise
unbiased estimate that can be computed.

We also propose a method that allows rapid {and visual) checking
of whether or not these assumptions about shapes of distributions are
reasonable.

Although this method is an improvement on existing ones, it has
some weaknesses that restrict its use. First of all, it requires the
distributions to be Gaussian up to a Box-Cox transformarion. This
assumption is essential for the method to give unbiased results,

Secondly, the method is designed to identify two subpopulations
and it succeeds in doing this even if the subpopulations are not the
ones which were expected. As an example, we used this method on
another dataset and it separated young versus old individuals instead
of healthy versus diseased ones.

Thirdly, this method correctly separates healthy individuals, but as
previously stated, the limits thus obtained are “rough estimates at
best” [1]). Even when this new method which minimizes the
imprecision of such estimates was used, the se. of the upper limit
was within the range of 5 to 10% in the simulations and in the
examples studied, which means, that the 90% confidence interval of
this limit was in the range of [140.0; 171.6] for n =1000.

Fourthly, this method cannot be used to analyse serial measure-
ments inthe sameindividual, As the method assumes that the random
variables are mutually independent, these data should be discarded
from the analysis. In practice, omitting repeated measurements often
reduces the number of available data.

Finally, this method estimates the distribution of the "minor” ie.
less represented subpopulation, with greater impredsion than that of
the major. This algorithm converges (ie. stabilizes after some
iterations) only when the distributions of healthy and diseased
individuals are different enough with regards to the sample size n.
Even very close distributions can be distinguished when n is very
large. On the contrary, this algorithm may fail to estimate guite
different distributions when only a small sample size is available. This
problem is connected with the general problem of identifiability of
mixtures [17].

A large number of refinements and extensions can be considered. It
is likely that the skewness we assumed (Gaussian after a Box-Cox
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Plasma creatinine concantration (umol/L)

Fig. 5 Histogram of the plasma creatinine concentrations in dogs obtained from [17]. The dotted, thin and thick curves represent the aeatinine distribution obtained for diseased
animals, for healthy animals and for the entire population respectively, using the proposed method.
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transformation) for the distributions cannot cover all the situations
encountered in pracice. However, following exactly the same EM
steps, other distributions can be used, such as the exponential family
(eg gamma, Weibull...). An interesting study would be to mry
distributions with different shapes and to use the graphical diagnostic
plot proposed in the paper to identify the shapes that are compatible
with the data.

Examples composed of 2 subpopulations (healthy versus diseased
individuals) are simplistic Actual populations are more complex, e.g.
subpopulations of individuals affected by a different disease than the
one for which the analyte has been measured. Thus, a natural
extension of this work will be to build an algorithm that can deal with
an unknown number of subpopulations.

Finally, demographic variables such as age, gender, weight could be
used as covariates as in [18]. Even if these variables are not known for
each individual, they would help identify the populations separated,
thus minimizing the risk of wrongly “labelling” the identified
subpopulations as healthy or diseased.
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Partie 4
Mettre au point un outil statistique

d’utilisation simple et rapide

Nous avons vu que lorsque cela est possible, 'utilisation de la méthode non
paramétrique est recommandée pour la détermination des limites de référence. Cela
impose donc un nombre minimum de sujets égal a 40. De plus, avec un si petit effectif, il
est impossible de faire une estimation non paramétrique des intervalles de confiance
des limites.

Dans tous les cas ou les effectifs sont faibles, il est donc nécessaire de faire appel
a des calculs plus ou moins complexes, a des transformations mathématiques
permettant de rendre les distributions voisines de distributions gaussiennes, etc. A
I'heure actuelle, les calculs les plus simples sont disponibles dans des logiciels de
statistiques classiques et dans des logiciels commerciaux plus ou moins dédiés (Analyse-
It [25], RefVal [26]). Certaines des nouvelles méthodes statistiques recommandées par
les groupes d’experts ne sont disponibles que dans des logiciels spécifiquement
mathématiques, difficiles d’acces pour un utilisateur non averti, voire pas disponibles du
tout ou peut-étre dans un nouveau logiciel d'un colt prohibitif [27]. A I'opposé, le
logiciel Excel est extrémement répandu et relativement simple d’utilisation. Il a donc été
décidé de mettre au point un jeu de macro-instructions pour Excel qui, d’'un simple clic,
produit pour chaque série de valeurs de référence, cinq types de calculs d’intervalles de
référence, générés par les méthodes statistiques précédemment citées. Le logiciel réalise
également automatiquement des figures permettant d’évaluer la distribution des
valeurs de référence ainsi que quelques commentaires sur la pertinence d’utiliser tel ou

tel intervalle de référence calculé. Ces suggestions d’utilisation sont fondées sur les
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recommandations internationales appliquées a chaque jeu de données entré dans le
logiciel. Elles peuvent guider un utilisateur néophyte pour choisir la procédure de
détermination de l'intervalle de référence la plus appropriée. Cependant, elles ne
pourront jamais compenser un mauvais échantillonnage des individus de référence,
cette étape restant souvent le point critique de la détermination d’'un intervalle de

référence.
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Abstract: International recommendations for determination of reference
intervals have been recently updated, especially for small reference sample
groups, and use of the robust method and Box—Cox transformation is now
recommended. Unformunately, these methods are not included in most
software programs used for data analysis by clinical laboratories. We have
created a set of macroinstructions, named Reference Value Advisor, for use
in Microsoft Excel to calculate reference limits applying different methods.
For any series of data, Reference Value Advisor calculates reference limits
{with 90% confidence intervals [CI]) using a nonparametric method when
n=40 and by parametric and robust methods from native and Box—Cox
transformed wvalues; tests normality of distributions using the Ander-
son—Darling test and outliers using Tukey and Dixon-Reed tests; displays
the distribution of values in dot plots and histograms and construas Q-0
plots for visual inspection of normaliry; and provides minimal guidelines in
the form of commenis based on international recommendations. The crii-
ical steps in determination of reference intervals are correa selection of as
many reference individuals as possible and analysis of specdmens in con-
trolled preanalytical and analytical conditions. Computing tools cannot
compensate for flaws in selection and size of the reference sample group
and handling and analysis of samples. However, if those steps are per-
formed properly, Reference Value Advisor, available as freeware at hup://
www.biostat.envi.fr/spip/spip.php?article63, permits rapid assessment and
comparison of resulis calculated using different methods, including cur-
rently unavailable methods. This allows for selection of the most appro-
priate method, especially as the program provides the CI of limis. It should
be useful in veterinary clinical pathology when only small reference
sample groups are available.

Determination of reference intervals is a long, difficulr,
and expensive task for all laboratories, mainly owing
o the difficulty in selecting suffidemt numbers of
well-characterized healthy subjects and in ensuring
perfectly controlled preanalyiical and analytical condi-
tions.'” Compurations comprise standard staristical
procedures,”™ but are often perceived as the most
difficult part of the rask and are sometimes performed
using simplistic assumptions about the data. Interna-
tional recommendations have been recently updated
by the International Federation of Clinical Chemistry
(IFCC) and the Clinical and Laboratory Standards In-
stitute (CLSI).” These recommendations confirm that a

nonparametric method is preferred when the number
of reference individuals within 1 group is at least equal
0 120. The revised CLSI guideline introduces determi-
nation of reference intervals from smaller reference
samples based on a robust method,® preferably after
ransformation of the data to a distribution that is
closer 1o Gaussian or normal. Box—Cox transformation
is often used to transform data to normality, but is only
available on statistical software, such as R (hup://
www.r-project.org), S-PLUS (Tibco Software Inc., Palo
Alto, CA, USA), and SAS (SAS Institute Inc., Cary, NC,
USA). Moreover, the robust method is not currently
widely available. Thus, the aim of this smudy was to

Vet Clin Pothal 4001 [2011) 107-112 €2011 Amerian Society for Veternary Ciinicl Pathalogy 107
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Reference Value Advisor

create a set of macroinsiructions for Microsoit Excel
(Microsoft, Redmond, WA, USA) that would permit
evaluation and transformation of data distributions
and computation of reference intervals with the corre-
sponding 90% confidence intervals (CI) with a single
click. In addition, we aimed to provide minimal guid-
ance in the form of comments based on intemartional
recommendations. Thus, the program was named Ref-
erence Value Advisor.

Reference Value Advisor

The software is a set of visual basic macros developed
in Microsoft Excel for Windows v. 2003, chosen as the
development tool because of its wide availability. The
selection of computations performed was guided by
the IFCC-CLSI recommendations and included:

s Common descripiive siatistics: sample size, mean,
median, standard deviation, minimum, and maximum
values

e Test of normality according to Anderson-Darling,
with histograms and (-@ plots: regardless of the re-
sults of this test on raw data, the generalized Box—Cox
transformation is performed. Its &, and &, parameters
are determined by the maximum likelihood estimator
that provides the highest precision.

s Tests of “outliers”: Dixon-Reed and Tukey's tests are
used.” The former detects a single potential outlier
based on the ratio of is distance to the nearest value
divided by the whole range of values. The larter is
based on the median and interquartile range. The
number of potential outliers is reported on the main
results sheet with a list of outliers produced on a sep-
arate sheet. A box and whiskers diagram (median,
25th and 75th percentiles, 95% CI of mean), with a
dot plot showing all values, can also be used to visually
identify the outliers.

¢ Computations of reference intervals: for any series of
data, Reference Value Advisor calculates and reports 5
reference intervals based on assumptions about data
distribution. The first 4 intervals are obtained by using
standard and robust methods on both nontransformed
and transformed data, thus combining the need for
data transformation with assumpiions regarding
Gaussian or symmeirical distribution of data (Table 1).
The last (fifth) interval is obtained without any as-
sumption about data distribution. Thus. it is distribu-
tion free or equivalently nonparametric, but is only
computable when the sample size is large enough
(11 =40). The standard intervals require data distribu-
tion to be Gaussian before or after Box—Cox transfor-

Gefire et al

Table 1. Assumptions regarding data distribution.

Mative Data Box—Lox Transformed Data
Standard interval Gaussian Gaussian after Box—Cox
transformation
Robust Hormn Symmetrical Symmetrical after Box—{Cox
interval fransfomation

mation, whereas the robust method only requires
symmetry of the data.

e CIs of the reference limits computed for each meth-
od: for the standard method, the 90% CI is obtained
using a parameiric bootsirap when n < 20. In all other
cases a nonparametric bootstrap method is used. For
the nonparametric method, the CI is determined
according 1o tables for 120 < n < 3707 it n< 120, a
boowstrap method is used.

It was decided to consistently provide all compu-
tation resulis to permit selection of the most relevant
resulis by expert users. However, it was also decided
that, for inexperienced users, guidance should be pro-
vided based on IFCC-CLSI recommendations. Thus, a
color code is used when reporting reference limits:
green indicates in agreement with recomumendations, or-
ange indicates use with caution or avoid using because pos-
stble outliers are detected, and red indicates that rhe
distribution is not Gaussian. In a comments section, the
following explanatons are added and are activated ac-
cording to the series of data analyzed, information in
the IFCC-CLSI recommendations, and the calculation
methods used:
¢ Possible outliers detected according to Tukey or
Dixon: IFCC-CLST C28-A3 recommends that unless
outliers are known to be aberrant observations, em-
phasis should be on retaining rather than deleting
them.

e Suspect data detected according to Tukey: IFCC-CL-
SI C28-A3 recommends that unless these data are
known 1o be aberrant observations, emphasis should
be on retaining rather than deleting them.

¢ The sample size is large enough to compute a non-
parametric reference interval.

e The sample size is wo small (7 < 40) to compute a
nonparameiric reference interval.

e The sample size is oo small (# < 80) 1o compute
precise CIs for the limits of the nonparameitric refer-
ence interval.

¢ The CIs of the limis of the nonparametric reference
interval were determined using a bootstrap method.

¢ Data should be analyzed with a nonparametric
method. As an alternative, the robust method with
Box-Cox transformation may be used after checking
the symmetry of the diswribution.
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Table2. Example of 83 randomly selected plasma creatinine values (pmoliL) in healthy dogs.

50 53 58 62 62 62
&7 68 6% 7 71 7
B8O BO B8O 81 81
87 g8 88 89 S0
97 97 97 97 99
106 107 107 107 106 112
120 120 120 124 127 127

62 62 64 &4 &7
72 72 75 77 7%
82 B2 82 g3 B4 B4
o kal 92 3 G4
99 100 100 m 106 106
114 15 115 115 17 1%
14 146 147 168 177

e The robust method with Box—Cox transformation of
the data gives the following reference inmerval (x v)
ithis message is provided when the nonparametric ref-
erence interval cannot be determined in accordance
with the IFCC-CLSI C28-A3 recommendation and
when the performance of the robust method+Box—
Cox is satisfaciory).

e The sample size is too small (1 < 20) to compute CI
for the limits of the reference interval obtained with
the robust method with Box-Cox transformation.

e The 90% CI of 1 {or more) limit is wider than is rec-
ommended in IFCC-CLSI C28-A3.

Example of Use

Reference Value Advisor was utilized to evaluate a set
of 83 canine plasma creatinine values randomly se-
lected using the Excel RAND function from a large
sample of values obtained from healthy dogs used in a
previous study'® (Table 2). Descriprive statistics, detec-
tion of possible outliers, and estimations of reference
intervals were performed (Figure 1), and a histogram
and Q- plot were generated (Figure 2). Resulis ob-
tained using Analyse-It (Analyse-It, Leeds, UK) were
identical 1o those obtained using Reference Value Ad-
visor (data not shown).

Discussion

Reference Value Advisor met the established objectives
as 1t automatically performs a series of computations
on any set of data and provides more information than
is currently available in other software programs. Pro-
vision of these calculations is also potendally risky if
they are used in the absence of a cenain degree of ex-
pertise in determining reference intervals. For this rea-
son, we provided comments that may aid less
experienced users and encourage them to refer 1o
IFCC-CLSI recommendations.

The mainstrengths of the Reference Value Advisor
are the:
s ease of use and availability of computations, such
as the robust method and Box—Cox transformation,

which are either rarely performed or not performed at
all by commonly used mathemartical programs;
e reporting of all values obtained in a graphical for-
mat, either as a dot plot or histogram;
e detection of “extreme” values, ie, possible outliers,
by the 2 methods recommended by IFCC-CLSI and
their clear identification on a separaie report sheet.
These outliers have little influence on determination of
limits by nonparametric methods but greatly influence
the width of the CI for these limiis, especially for the
upper limit. However, emphasis should be on retaining
rather than rejecting outliers unless it is certain they
represent aberrant observations.” In the case of aber-
rant values, computations must be performed again
after the outliers are deleted;
s systematic determination of the 90% CI of the refer-
ence limiis. It is recommended that the width of the
90% Clof reference limits should not exceed the width
of the reference interval by 20% or more”®;
e possible comparison of reference intervals estimated
by different methods in small samples. When different
methods do not give similar results, the validity of the
data may be questioned.

Reference Value Advisor also has weaknesses:
¢ In some cases, Gaussian distribution cannot be
achieved by Box—Cox ransformation, and other trans-
formations, not incduded in this software, might be
better.
e There is no test for distribution symmetry, which is
required for the robust method. The current version
includes only a test for normality, which requires more
than syrmetrical distribution.
+ Reference Value Advisor currently lacks some pro-
cedures, such as Harris and Boyd's test for partition-
ing'! and a method for regression-based determination
of reference intervals, eg, for age-dependent wvari-
ables.'” However, these methods can be implemented
in the future.
¢ The set of macroinstructions currently works on Mi-
crosoft Excel for Windows up to Excel XP and 2003;
updated versions are currently being developed for
Excel for Mac and Excel 2010.

From a practical point of view, when n > 120
the recommended nonparameiric method can be
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Untr snsformed data Bow-Cox transformed data
Mlathod Srandard Robust Srand srd Robust Plonp arsmetric
M B3 B3 83 &3 B3
MMean 30 a7
Median a5 20,1 a7 a7
=D 243 53 25 5
Minirmum 50,0 500 a5 35
M asirmum 1770 177.0 ®2 ®©.2
A1 coelfivient Boz-Cosz -415 415
Az cosificiert Box-Cos o418 0418
pwalue Anderson-Darling 0,029 0,029 0562 0882
Cutlier s Dizon
Outliers Tukey ] 1] 0 L]
Surpect dats Tukey 2 2 o o
Lowear limit of reference intersal 431 397 54.8 547 534
Upper limit of ieference interval w29 1404 152.1 1518 146.9
303 C1 for lower limit oy | 234 516 513 50,0
504 182 524 522 £20
‘B0 Clior upper Bmit B2 1310 1358 130 268
1536 510 1647 643 7e3

Comments

The sample size is large enough 1O compute the Nonparametric eference interval : [53.3; 146.9).

The confidencs mavals of the imies of the nonpar smaltic refsrencs interual was detarmined Uging 3 boorsti sp method.
The 9022 Cl of onw (of mare) limit iz larges than ecommended in IFCC-CLSI C22-A3.

it

bt |

o

“afo¥

o 20 40

100
Creatinine

120 140

160

180 200

Figure 1. Printout of computations made with a series of 83 canine plasma creatinine concentrations in Table 2 using Reference Value Adwvisor. The
untranstormed distribution is not Gaussian (P [Anderson-Darling] = 0.025), but Box—Cox-transformed values fit a Gaussian distribution (P [Anderson—
Darling| = 0.862). This can be visually inspected using a Q-Q plot and histogram (Figure 2). The 2 suspect outliers detected by Tukey's test appear as
orange crosses on the box and whiskers diagram; they are close to the rest of the data and there is no valid reason to reject them. The color code
indicates that the results calculated from the untranstormed data (red and orange) should preferably not be used as the distribution is not Gaussian. The
green color indicates that the reference limits are in agreement with recommendations.
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Distribution of Creatinine

: : - e Obsetved listribstion
£ i 75 : : ~——— Fitted distribution
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Creatinine (Box-Cox-transformed)

Figure 2. Histogram of untransformed and Q—Q plot of Box—Cox-transformed canine plasma creatinine results obtained from 83 healthy dogs. The
histogram shows the asymmetric distribution of creatinine values; the linear arrangement of the G- plot of Box—-Cox-ransformed values shows that the

transformed distribution was very dose to Gaussian.

satisfactorily used, except when visual inspecion of
data indicates that disiribution is not unimodal. For
smaller samples, the robust method on Box—Cox rans-
formed data usually gives the narrowest Cls for the
reference limits.

Conclusion

Reference Value Advisor compuies reference intervals,
regardless of data type or species. However, it must be
emphasized that computations represent only the last
step in determination of reference intervals and that
the most critical steps in this process are selecion of
reference individuals and preanalytical and analytical
conditons. Computations cannot compensate for lack
of quality in any of these areas.

Availability of Reference Value Advisor

The freeware can be downloaded at hiip:/ /www.bio
stat.envifr/spip/spip.php?article63

Acknowledgments

The authors greatly appreciate the input of Dr. Krsten
Friedrichs, University of Wisconsin-Madison, who evaluo-
ated preliminary versions of this software and provided a
series of detailed observations, comments, corrections, and
suggestions.

Vet Clin Pothol 4001 [2011) 107-112 €201 Americn Society for Veternary Clinical Pathology

Disclosure: The authors have indicated that they have no
affiliations or financial involvement with any organization
or entity with a financial interest in, or in finandal compe-
tition with, the subject matter or materials discussed in this
article.

References

L. Gefiré A, Friedrichs K, Harr K, et al. Reference values: a
review. Vet Clin Paithol 2009;38:288-298,

2. Solberg HE. Establishment and use of reference values.
In: Burtis CA, Ashwood ER, eds. Tk Textbook of Clinical
Chemistry. 3rd ed. Philadelphia, PA: Saunders;
1999:336-356.

3. Horn PS8, Pesce AJ. Reference Intervals. A User s Guide.
Washington, DC: AACC Press; 2005,

4. Solberg HE. The theory of reference values Part 5.
Statistical treatment of collected reference values.
Determination of reference limits. J Clhin Chem Clin
Biochem. 1983;21:749-760.

. Solberg HE. The IFCC recommendation on estimation
of reference intervals. The RefVal program. Clin Chem
Lab Med. 2004;42:710-7 14,

6. Harris EK, Boyd JC. Statistical Basis of Reference Values in
Laboratory Medicine. New York, NY: Marcel Dekker;
1995,

7. CLSL Defining, Establishing, and Verifying Reference
Ttervals in the Clinical Laboratory: Approved Guideline. 3rd
ed. Wayne, PA: CLSI; 2008.

Wi

-75-



Reference Value Advisor Geffré et al

8. Horn P8, Pesce A, Copeland BE. A robust approach to from hospital-based data. Clin Chim Acta. 2009405
reference interval estimation and evaluation. Chin 43-48,
Chem. 1998;44:622-631. 11. Harris EK, Boyd JC. On dividing reference data into
9. Reed AH, Henry RJ, Mason WB. Influence of statistical subgroups to produce separate reference ranges. Clin
method used on the resulting estimate of normal range. Chem. 1990;36:265-270.
Clin Chen. 197 1:17:275-284. 12, Virtanen A, Kairisto V, Uusipaikka E. Regression-based
10. Concordet D, Geffre A, Braun JP, et al. A new ap- reference limits: determination of sufficient sample
proach for the determination of reference intervals size. Clin Chem. 1998;44:2353-2358.
12 vet lin Pathol 4071 2011) 10711222011 American Saciety for Veterinary Clinical Pathdlagy

-76 -



Comme nous venons de le voir, les questions posées par les valeurs de référence
peuvent étre abordées de la méme maniere en biologie animale qu’en biologie humaine
et les recommandations qui ont été faites par I'IFCC et le CLSI sont tres largement
transposables, méme si la validation d’intervalles préalablement établis et I'utilisation
de petits échantillons amenent a de sérieuses réserves.

Cependant, en biologie animale, les intervalles de référence sont beaucoup plus
difficiles a définir qu’en biologie humaine pour de multiples raisons qui conduisent a
s'interroger sur la validité et sur les utilisations possibles des intervalles de référence
publiés dans des revues scientifiques et davantage encore dans des traités généraux :

- dans les principales especes domestiques, ou les effectifs disponibles sont
souvent suffisamment nombreux pour permettre de sélectionner des échantillons de
référence de grande taille, les races ou les conditions d’élevage sont des facteurs de
partition encore insuffisamment étudiés Par exemple, la variabilité liée a la taille chez le
chien commence a étre étudiée, surtout grace aux lévriers «en retraite » qui sont
fréquemment des donneurs de sang aux Etats-Unis et en Grande Bretagne [28], [29],
[30], [31], [32]. 1l est par contre plus difficile de disposer de nombreux individus de
référence dans les races de petite taille. De méme, les races de vaches ou de brebis, a
viande ou laitiéres, different par leur patrimoine génétique mais aussi par leurs
conditions d’élevage, leur stade de production et/ou leur alimentation. En toute rigueur,
il faudrait connaitre l'impact éventuel de ces facteurs sur les principales variables
biologiques utilisées en pratique ;

- dans les espéces de compagnie facilement stressables, comme les chats ou les
lapins, on peut s’interroger sur la représentativité d’intervalles de référence déterminés
chez des sujets tranquillisés voire anesthésiés [33] ; il en est de méme pour les especes
sauvages chez lesquelles les animaux peuvent étre poursuivis avant la capture,
éventuellement tranquillisés puis prélevés ;

- dans les especes sauvages ou de zoo, les effectifs sont parfois tres faibles,
dépassant a peine une dizaine de sujets dont I’état de santé est souvent mal caractérisé.
Cependant, les quelques valeurs collectées peuvent avoir un intérét non négligeable
pour évaluer I'état de santé de congéneres.

Face a ces questions, la multiplication d’études de détermination de novo

d’intervalles de référence constitue une impossibilité en raison du temps et du colt
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impliqués, voire du nombre d’animaux existants au total [24]. Cela impose donc des
palliatifs. Dans ce domaine, les pistes pourraient étre les suivantes :

- pour les espéces majeures et les analytes les plus fréquents, suivre d’aussi pres
que possible les recommandations internationales ;

- pour les autres cas, faire ce qui est possible mais ne pas essayer de faire dire aux
valeurs observées davantage que ce qu’elles signifient. Lorsque les effectifs sont faibles,
I'information d’un clinicien est probablement aussi bonne avec une médiane et un
intervalle minimum-maximum qu’avec l'illusion de précision donnée par une moyenne
et un écart-type ;

- dans tous les cas, pour que le travail effectué puisse étre exploité, donner un
maximum d’'information démographiques, indiquer précisément les criteres d’'inclusion
et d’exclusion, méme s’ils ont été établis a posteriori, et les caractéristiques des

techniques analytiques.

Il n’existe pas actuellement en biologie animale de structure internationale
similaire a I'l[FCC ou au CLSI et le sujet des valeurs de référence est percu a tort comme
une simple question mathématique, a priori rébarbative. Il en résulte qu'un certain
nombre de spécialistes de pathologie méconnaissent la question des valeurs de
référence et omettent dans leurs publications les informations minimales qui rendraient
leurs résultats plus largement utilisables. Un effort devrait étre entrepris par les
Colleges européen [3] et américain [34] de spécialistes de biologie médicale vétérinaire
pour que des recommandations soient faites, spécialement dans le cas d’échantillons de

petite taille.

Les intervalles de référence de population ne sont certes que I'un des auxiliaires
des cliniciens pour contribuer au diagnostic, au pronostic ou au suivi des affections
humaines ou animales. On assiste progressivement au développement d’autres
approches, comme les valeurs de référence individuelles [35] et les seuils de décision
[36] mais il est vraisemblable que I'étude des intervalles de référence de population va
encore rester pendant de nombreuses années I'un des moyens privilégiés d’approche de
la variabilité interindividuelle des sujets en bonne santé et donc I'une des bases du

diagnostic médical et du suivi des patients.
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Il semble que I'un des points importants soit aussi que les utilisateurs finaux,
médecins ou vétérinaires, soient mieux informés des limites de ce qu'’ils lisent. Un grand
nombre d’entre eux sont avides d’informations simplifiées, sous forme de tableaux a
multiples entrées avec les classes de partition dans un sens et les variables dans I'autre,
ou bien des «valeurs normales » indiquées a coté des résultats sur une feuille de
compte-rendu d'un laboratoire. Pour atteindre cet objectif, il faudrait tendre a donner
des comptes-rendus contenant davantage d’informations: sur les incertitudes qui
entourent les limites de référence mais aussi sur les résultats d’analyses. Il est
vraisemblable que cela sera mal accepté dans un premier temps car cela devrait générer
davantage de doutes. Cependant, c’est toute I'expertise des cliniciens de prendre des
décisions en pesant des incertitudes, encore faudrait-il qu'’ils soient informés de
certaines d’entre elles.

Enfin, la question des valeurs de référence dépasse tres probablement le domaine
de la biologie médicale. Ces approches doivent étre transposables a d’autres secteurs,

par exemple a tout ce qui peut étre mesuré en biologie [37] ou pourquoi pas a la

variabilité d'un process industriel.
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NEW APPROACHES FOR THE DETERMINATION OF REFERENCE INTERVALS

Reference intervals describe the variations of biological markers and they are
commonly used by clinicians to interpret test results. They are determined in healthy
individuals and take into account variation factors such as age or sex. Groups of experts
are regularly updating the recommendations on “how to determine reference intervals?”
The aim of this work was to test the latest international recommendations using
practical examples and to test new approaches by two different ways: firstly working on
small reference sample groups (determining the reference interval de novo or
transferring a pre-existing reference interval), and secondly working on reference
sample groups that are “contaminated” by non healthy individuals’ test results. An easy-

to-use freeware has also been created.

Keywords: reference interval, reference value, validation procedure, indirect

method, nonparametric method, robust method.
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Les intervalles de référence décrivent les variations des marqueurs biologiques
et sont utilisés quotidiennement par les cliniciens pour interpréter les résultats
d’analyses. Ils sont déterminés chez des sujets supposés en bonne santé en tenant
compte de nombreux facteurs de variations comme 1'age ou le sexe. Leur détermination
fait I'objet de recommandations internationales et I'objectif de ce travail a été d’en tester
I'application dans des cas concrets puis d’évaluer de nouvelles méthodes en suivant
principalement deux pistes : d’abord en travaillant sur des échantillons de référence de
petite taille (soit en déterminant un intervalle de référence de novo, soit en transférant
un intervalle de référence préexistant), ensuite en travaillant sur des échantillons de
référence « pollués » par des valeurs issues d’individus non sains. Un outil informatique
permettant de répondre rapidement et simplement aux questions précédentes a

également été mis au point et est aujourd’hui disponible gratuitement.

Mots-clés : Intervalle de référence, valeur de référence, procédure de validation,

méthode indirecte, méthode non paramétrique, méthode robuste.
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