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In an article published in 2008
[1]

, Professor A.R. Mujumdar and his colleagues reviewed 

some applications of fractal concept on drying. As a modest continuation to this article, 

we give an overview on three drying related issues where fractal aspects are present. 

First, we discuss within the framework of the theory of invasion percolation in a 

gradient the characteristic lengths that determine the extent of the hydraulically 

connected region during drying. It is pointed out that the scaling of this region is 

fundamentally different in 2D and in 3D owing to the different percolation properties in 

2D and 3D. In particular, it is shown that the fractal region only represents a small 

region of a drying front in 3D systems. Then a situation is described where fractal 

porous structures form as a result of an evaporation process. Finally we consider drying 

in systems characterized by an initial fractal distribution of the liquid phase (invasion 

percolation cluster), a situation expected to happen in PEM fuel cells, and explore the 

size dependent property of the overall drying time from pore network simulations. 

INTRODUCTION 

 The introduction of fractal concepts in relation with the characterization of porous 

media and the study of transport phenomena in porous media dates back to the eighties which 

were the golden age as regards the spreading of fractal concepts in physics and chemistry in 

general. The literature of those years is abundant and one can refer to different books 
[2-4]

 for 

overviews of the field. About 25 years after the hype of the eighties, the use of fractal 

concepts in relation with porous media studies is much more moderate. Nevertheless, fractal 

concepts remain an interesting tool everyone should know. Since a nice review in relation 

with drying problems is available in [1], the idea is rather here to discuss only three aspects of 

drying and evaporation where fractal concepts are important or present. The fist one is the 

concept of length scale associated with the two-phase zone that forms in drying as a result of 

evaporation under classical conditions. This length scale is important to predict and can be 

analyzed for example from drying simulations after the fast drying rate period has ended. The 

second one is related to porous structures, which can be fractal like as the result of an 

evaporation process. The third one is related to the structure of the liquid distribution at the 

beginning of drying, which can also be fractal like.  
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CHARACTERISTIC LENGTHS IN DRYING   

 We consider the basic drying situation depicted in Fig.1. Evaporation, at ambient 

temperature, of a liquid initially saturating a rigid porous medium of height H results from the 

gas convection along its upper, horizontal, free surface or in the absence of convection from 

the vapour diffusion in the surrounding dryer air. The other boundaries of the porous medium 

are in contact with approximately isothermal, rigid, impermeable surfaces. The temperature of 

the external gas remains close to the ambient temperature so that temperature gradients are 

negligible during the drying experiment. We consider the classical case of capillary porous 

media in which hygroscopic effects (i.e. the adsorption of liquid on pore walls) can be 

neglected. The drying curve for this type of material under these drying conditions is 

classically described in three main periods as follows 
[5]

. During the first period, referred to as 

the CRP (constant rate period), the evaporation rate is essentially constant and controlled by 

the external demand (velocity and relative humidity in surrounding air). The last period, the 

receding front period (RFP), is characterized by an internal evaporation front receding into the 

porous medium whereas the intermediate period, the falling rate period (FRP), is a crossover 

period characterized by a significant drop in the drying rate. When the mass loss �m of the 

sample due to evaporation is plotted as a function of time, one generally obtains curves 

similar to the one shown in Fig.2, which illustrates the very significant decrease in the drying 

rate equal to 
dt

md )(δ
−  after the CRP. A key issue in the drying theory is to predict the drying 

curve. Here we will simply discuss the prediction of the extent of the CRP, by determining the 

end of this period which marks the beginning of the RFP if one neglects the short intermediate 

FRP. We consider that the CRP ends when the porous medium surface ceases to be 

hydraulically connected to the liquid present inside the porous medium. In the classical 

description of the drying curve, this definition rather corresponds to the end of the FRP. 

However, the FRP is often short compared to the two other periods and therefore it is often 

not important to clearly distinguish the time marking the end of CRP from the time marking 

the end of FRP. In other terms, we consider in fact that it is sufficient to distinguish two main 

drying periods (as shown in Fig.2): the CRP/FRP period referred to as the first drying period 

in this paper, and the receding front period, referred to as the second drying period in this 

paper. The fact that the first period ends when a dry zone begins to form in the top region of 

the sample is widely admitted
[5-7]

. There is a problem however as regards the definition of the 

hydraulic connectivity of the liquid phase. The simplest option is to neglect the possible effect 

of thick liquid films
[8-9]

 that can be present in the corners of non-cylindrical pores,  crevices of 

the pore space or the roughness of the pore walls. Under these circumstances, the term 

hydraulically connected to the surface means that there exist surface pores fully occupied by 

liquid and connected to the liquid pores deeper inside the sample by a path of fully saturated 

liquid pores. This is the situation considered for example in the first generation of pore 

network models, i.e. [10], [11] and references therein. As shown with the simple drying 

experiment for a single tube of square cross section reported in [9], the thick films can 

however provide hydraulic paths to transport the liquid up to the surface even in the absence 

of fully saturated pores at the surface. As discussed in several previous works
[8,12-15]

 and 

depicted in Fig.1, one can therefore distinguish in fact four main zones in terms of phase 

distribution when the RFP is reached: a fully saturated zone adjacent to the sample bottom, a 

two-phase zone where pores fully occupied by the liquid and pores invaded by the gas phase 

coexist, a dry zone adjacent to the top surface of the sample and a film region between the top 

of the two-phase zone and the dry zone. Films are of course also present in pores occupied by 

the gas phase in the two-phase zone. According to this picture, which has not yet been 

completely confirmed for “real” porous media, the extent L of the hydraulically connected 

zone (the saturated zone is not considered) is therefore, 



ftp LLL +=              (1)  

where, as depicted in Fig.1, Ltp and Lf are the vertical extent of two-phase zone and pure film 

region, respectively. The extent of the film region roughly decreases with mean pore size 

owing to viscous effects and as a result strong film effects have been demonstrated so far only 

for relatively coarse porous media. Also, one can notice that the evaporation rates typical of 

convective drying in industrial applications are usually greater than the ones measured in a 

laboratory experiment at room temperature. This is another factor limiting the extent of liquid 

films in applications. As a result, throughout this paper we will make the assumption that Lf  

<< Ltp. From Eq.(1), we therefore consider that tpLL ≈ . That means that the first drying 

period ends when the position, measured from the porous medium surface, of the most 

advanced points of the two-phase zone in the porous medium is of order Ltp. The next step is 

to predict Ltp.  

 Although an approximate and useful approach based on classical concepts has been 

proposed for 3D systems in [7], the theoretical framework convenient to discuss the length 

scale Ltp both for 2D and 3D systems is the theory of invasion percolation in a gradient, e.g. 

[11], [12] and references therein. From previous works, see [11], [12], we know that the 

extent of the two phase zone depends on the competition between capillary effects, viscous 

effects (in the liquid phase) and gravity effects. As illustrated in Fig.3 from pore network 

simulations
[16]

, both gravity and viscous effects are stabilizing and therefore contribute to the 

formation of a two phase zone of limited length within the porous sample. Following previous 

works, e.g. [17], [18], the two-phase zone extent Ltp is defined as the distance between the 

most advanced point and the least advanced one of the two phase zone. In two dimensional 

systems, the length Ltp can be expressed as 
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when the length of the two-phase zone is dominated by the competition between capillary and 

gravity effects. In Eq.(2), λ is a numerical pre-factor, B is the bond number 

(
θγ

ρ

cos

rg
B �= where 

�
ρ  is the liquid density, g the gravity acceleration, γ  the surface tension, 

θ  the wetting angle and r  is an average pore size); 
r

rr minmax −
=Σ  is a measure of the width 

of the pore size distribution; � and � are the percolation probability and the correlation length 

exponents of the percolation theory
[19]

; � = 5/36 and � = 4/3 in a 2D system, which leads to 
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β
. In this 2D case, the two-phase zone is essentially formed by a travelling 

fractal front with some isolated liquid clusters in the “fjords” of the front (see Fig.1). When 

the viscous forces are responsible for the limited extent of the two-phase zone, the length Ltp

is expected to read
[17]
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where the capillary number, characterizing the competition between capillary and viscous 

effects, is given by Ca = 
�

�

γρ

µe
, where e is the evaporation flux (constant in the first drying 

period and computed from the external transfer conditions) and 
�

µ  the liquid dynamic 

viscosity. It is worth noticing that Eq.(3) is fully consistent with the sole available 

experimental results
[18]

, but that more accurate results from experiments or pore-network 

simulations for example are still desirable to better confirm Eq.(3). Fractal concepts are 

therefore central to determine the length Ltp in two dimensional systems (this is because the 

2D invasion front operates near the percolation threshold of the porous microstructure and it 

is well known that a percolation cluster is a fractal object, see [20] for more details). Owing to 

the greater connectivity of the pore space, the situation is quite different in a 3D porous 

structure. The two-phase zone in 3D systems was first discussed in [21] and further details 

can be found in [22] and [23]. The essential difference is that the fractal region (near the 

percolation threshold of the network) is confined to a small region in the most advanced 

region of the two-phase zone. As sketched in Fig.4, the profile is characterized by two 

regions: a short frontal region of size σ and a much larger compact region of size �. Hence Ltp

� �+�. For the gravity stabilized case, the scaling law governing the size � reads 

ξ ∼
1−
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B
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whereas the size of the frontal region varies as, 
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which gives 
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σ using the known value of the correlation exponent for 3D systems (�

= 0.88
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). Similarly, the scaling of the compact region is ξ ∼
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 as discussed in more details 

in [24]. Because of the significantly lower exponent for the frontal region, the frontal region is 

generally much smaller than the compact region and in fact usually negligible under practical 

conditions. The scaling of the compact region is fully consistent with the classical continuum 

approach to drying, e.g. [25], and this explains why the characteristic length of the two-phase 

region can be deduced from usual macroscopic concepts in the case of 3D systems, e.g. [7].  

The above discussion applies to situations where Ltp < H. When Ltp ≥ H, the situation is of 

course different since the two-phase zone can extend over the full height of the sample. This 

corresponds to the capillary regime discussed in [11] and the end of the first drying period in 

3D systems can be estimated in this case using an approach similar to the one developed in 

[6].  

FRACTAL SALT STRUCTURES GENERATED BY AN EVAPORATION PROCESS 

An interesting and yet relatively little explored problem is the formation of efflorescence at 

the surface of a porous medium
[26]

. Salt crystallization can be a problem in relation with the 

underground sequestration of CO2
 [27] 

and is an important issue in building physics because of 



the severe damages caused by the crystallization process
[28]

. Salts can enter stone and 

masonry by several routes, the simplest of which is the capillary rise of groundwater. As the 

water penetrates a wall, it also evaporates. When the evaporation front is within the porous 

medium, salt crystals will precipitate inside the porous medium if the solution becomes 

supersaturated; this is called subflorescence. When the liquid/vapor interface remains at the 

porous medium surface, supersaturation leads to precipitation at the surface or efflorescence. 

Although less damaging than subflorescence, efflorescence is an important issue for the 

conservation of old paintings and frescoes. Fig.5 shows two examples of efflorescence 

obtained from the evaporation of a NaCl aqueous solution. The first one was formed at the 

surface of saturated porous medium
[29]

 whereas the second one developed on a glass plate 

partially immersed in the salt solution. As shown in [30], efflorescence can form fractal 

structure and this is qualitatively illustrated in Fig.5b which shows a structure resembling 

classical DLA (Diffusion Limited Aggregation) structures
[31]

. Figure 5a shows, however, that 

more compact structures can be obtained as well. In fact, as in many non-equilibrium growth 

processes
[31]

, the efflorescence structures can be more or less ramified depending on the 

formation conditions (evaporation rate, temperature, presence of impurities, etc). A lot of 

work remains to be done to characterize the efflorescence growth process, which is only 

qualitatively understood. As discussed in [32] and illustrated in Fig.5b, efflorescence 

structures are porous and therefore hydraulically connected to the liquid solution located at its 

bottom or traveling in the underlying porous medium. The efflorescence grows owing to the 

salt deposition occurring preferentially in the upper region of efflorescence where evaporation 

is higher. The problem can be seen as the one of a Laplacian field (the vapour concentration 

field around the efflorescence is essentially controlled by diffusion at the scale of the 

efflorescence) with an irregular boundary (the efflorescence). This qualitatively explains why 

structures typical of Laplacian growth
[31]

 are obtained here. Further details on this interesting 

and widely open problem can be found in [26], [29] and [30].  

DRYING WITH INITIAL FRACTAL LIQUID DISTRIBUTIONS  

Another situation where a fractal structure is encountered in a drying problem is found when 

the liquid phase forms a fractal distribution at the beginning of drying. We consider a 

hydrophobic system; i.e. a system in which the contact angle of the water with the pore walls 

is sufficiently greater than 90° (why “sufficiently” greater and not “exactly” greater than 90° 

is explained in [33]). Typical practical examples are “teflonized” materials, i.e. materials that 

have been treated so that the pore wall is carpeted by PTFE (Polytetrafluoroethylene or 

Teflon). The advancing contact angle of water on PTFE is on the order of 110°-120°. PTFE or 

other hydrophobic agents are for example used to render the stones of buildings and 

monuments hydrophobic in order to prevent damages associated with the capillary rise of 

groundwater
[28]

. Another example intensively studied in recent years is the so-called gas 

diffusion layer (GDL) of proton exchange membrane fuel cells (PEMFC), e.g. [34]. As a 

result of electrochemical reactions, liquid water can invade the hydrophobic GDL, which can 

be detrimental to the fuel cell operation. At some stages in the operation of the fuel cell, it can 

be desirable to get rid of the water by drying the GDL. As discussed in some details in [35] 

and [36], water invasion in the GDL is a capillarity controlled invasion process, which leads 

to fractal water distributions (an invasion percolation cluster) as a result of the hydrophobic 

nature of the medium. An example of invasion percolation in a two-dimensional network is 

shown in Fig.6. To get some preliminary insights into this drying situation, that is the drying 

of a medium in which the initial distribution of the liquid forms a percolation cluster, we have 

performed the following pore network simulation study. We consider a two-dimensional 

N x N square network. In a first phase, water invasion is simulated using the classical invasion 

percolation algorithm
[37]

 up to breakthrough (water is injected from the bottom and the 



simulation is stopped as soon as water has reached the top edge of the network). This typically 

leads to invasion patterns similar to the one shown in Fig.6. Then, drying of the network is 

computed using the classical pore network model proposed in [38]. In fact, using this model 

can be questioned since the medium considered is hydrophobic. As discussed in detail in [33] 

and [39], the simulation of drying in a hydrophobic network can be much more involved than 

simulation of drying in a hydrophilic medium because of cooperative effects between adjacent 

menisci during drying. However, it has been shown that the receding contact angle of water 

on a Teflon surface can be significantly lower than the advancing contact angle. Values as 

low as 80° have been reported
[40]

. Due to this the medium can be considered in fact as 

hydrophilic as one regards the drying problem. This justifies the use of the classical pore 

network model of drying. For the sake of brevity and since this model is described in several 

previous papers
[11,15,38]

, we will not describe it here again. For simplicity, we assume that the 

pore network is open at the top whereas the other edges are in contact with impervious 

boundaries. At the top, we assume that the external resistance to mass transfer is very small so 

as to focus on the effect of the internal mass transfer resistance. We have computed the 

overall drying time of the network as a function of network size. For each size considered, 

many realizations of the network have been generated and the results are thus expressed in 

terms of average drying time over the number of realizations considered (see caption of Fig.7 

for more details). Owing to the fractal nature of the initial liquid distribution (an invasion 

percolation cluster as explained before), it is expected that the drying time exhibits some scale 

dependence. As illustrated in the inset of Fig.7, the initial mass of liquid in the network 

follows a non-trivial power law, M0
dL∝ . A best fit of our data gives d = 1.82, in very good 

agreement with the known value of this exponent
[19]

. As can be seen from Fig.7, the average 

drying time >< τ can be also expressed according to a power law as, 

   bLτλτ >=<            (5) 

where λτ is a numerical pre-factor. A best fit from the data reported in Fig.7 yields for the 

exponent b � 1.88. This behaviour is significantly different from the one obtained starting 

from a fully saturated network, see [39], which leads to an exponent slightly greater than 2 

owing to an effect which has nothing to do with fractal concepts (see [39] for more details). It 

can thus be concluded from these preliminary simulations that an initial fractal distribution of 

the liquid leads to a non-trivial variation of drying time with system size.   

CONCLUSIONS 

In this article, we have discussed a few aspects of drying and evaporation where fractal 

concepts are important or useful. We have seen that the fractal concepts are essential to 

determine the characteristic length of the two-phase zone (regardless of film effects that can 

lead to a wider two-phase zone) resulting from drying in two-dimensional systems whereas 

the fractal two-phase region can generally be neglected in three-dimensional systems. As 

mentioned in the article, the concept of characteristic length scale is useful to determine the 

transition between different drying periods. It is therefore important to clearly understand the 

fundamental differences between two-dimensional and three-dimensional systems.   

Then we have briefly discussed a situation where an evaporation process leads to the formation 

of fractal-like structures with the example of salt efflorescence. Interestingly, some advances in 

the phenomenology of efflorescence formation and growth have been made recently, e.g. [26], 

but the quantitative characterization is yet a quite open problem. 

Finally, we have shown that fractal aspects can come from the initial distribution of the liquid, 

when, as considered in this article, the phase distribution results from an invasion percolation 

process.  



Although fractal concepts are certainly much less fashionable than in the eighties, they should 

undoubtedly have a place in the tool box of drying practitioners.  
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List of figures 

Fig. 1. Convective drying of a capillary porous medium with the four main internal regions. 

Fig.2. Typical evolution of sample mass loss �m as a function of time during drying of a 

capillary porous medium. 

Fig.3. Three dimensional pore network simulations of drying. As illustrated in Fig.3a, gravity 

effects (the gravity vector is directed from the top to the bottom of network) leads to a gravity 

stabilized phase distribution; b) a somewhat similar stabilized distribution is shown in Fig.3b 

but results from a stabilizing effect due to viscous effects only (no gravity effects are taken 

into account in the simulation leading to Fig.3b, see [16] for more details). In the figure, white 

pores represent the gas phase; fully saturated pores are shown in black and partially filled 

pores are in blue for slice saturations S < 0.5 (Fig.3a) and S < 0.7 (Fig. 3b).   

Fig.4. Sketch of gas phase saturation profile across the two-phase zone. ξ  is the size of the 

saturation transition zone in the compact region; σ is the size of the fractal region. Actually σ  

is much smaller than ξ  under usual situations. 

Fig.5. a) Example of efflorescence at the surface of a porous medium, b) efflorescence formed 

on a plate partially immersed in a NaCl aqueous solution. The black arrows schematize the 

transport of aqueous solution through the efflorescence up to the tips of efflorescence where 

evaporation is greater. The white arrows schematize the evaporation fluxes. 

Fig.6 Invasion percolation (IP) pattern. The liquid phase in black is injected from the bottom 

under quasi-static conditions up to breakthrough.  

Fig.7 Overall drying time (in minutes) for 2D square networks as a function of network size 

for an initial liquid distribution corresponding to an IP pattern at breakthrough (see Fig.6). 

The dashed lines represent ±1 standard deviation of drying time obtained in numerical 

simulations. The inset shows the evolution the initial mass of liquid (using as mass unit the 

average mass of liquid contained in one channel and one pore of network). The number of 

realizations used to determine the drying times are 100 up to network size N = 40 and 10 for 

larger networks. 
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