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ARTICLE INFO ABSTRACT

A time-domain harmonic balance method for the analysis of almost-periodic (multi-har-
monics) flows is presented. This method relies on Fourier analysis to derive an efficient
alternative to classical time marching schemes for such flows. It has recently received sig-
nificant attention, especially in the turbomachinery field where the flow spectrum is essen-
tially a combination of the blade passing frequencies. Up to now, harmonic balance
methods have used a uniform time sampling of the period of interest, but in the case of sev-
eral frequencies, non-necessarily multiple of each other, harmonic balance methods can
Almost-periodic flow face stability issues due to a bad condition number of the Fourier operator. Two algorithms
Time sampling are derived to find a non-uniform time sampling in order to minimize this condition num-
Condition number ber. Their behavior is studied on a wide range of frequencies, and a model problem of a 1D
Turbomachinery flow with pulsating outlet pressure, which enables to prove their efficiency. Finally, the
flow in a multi-stage axial compressor is analyzed with different frequency sets. It demon-
strates the stability and robustness of the present non-uniform harmonic balance method
regardless of the frequency set.

Keywords:
Harmonic balance

1. Introduction

The standard industrial design of multistage turbomachines is usually based on steady analysis, for which the most ad-
vanced tools are three-dimensional Reynolds-Averaged Navier-Stokes (RANS) steady computations. With the ever growing
need to improve performances, aggressive design choices foster unsteady phenomena, such as: blade interactions in com-
pact turbo-engines, separated flows at/or close to stable operability limits, or aeroelastic phenomenon, to name but a
few. In such a context, engineers now need tools to account for these effects as early as possible in the design cycle. With
the growth of computational power, unsteady computations are entering industrial practice, but the associated restitution
time remains an obstacle for daily basis applications. For this reason, efficient and/or accurate unsteady approaches are
receiving a lot of attention. Different ways can be pursued to achieve an appropriate trade-off between efficiency and
accuracy.

A first approach is to deal with the model equations: the Unsteady Reynolds-Averaged Navier-Stokes (U-RANS) equations
can be simplified using some level of linearization (see Refs. [1-3]) to obtain a fast solution but with some limitations in
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nonlinear regimes (see Ref. [4] for an example of accuracy issues, and Ref. [3] for some cure of stability problems). Con-
versely, the Large-Eddy Simulation (LES) approach can be used to increase accuracy [5,6], but at a prohibitive cost.

A second approach, usually based on the U-RANS equations but not necessarily, is to work on the time-integration algo-
rithm to reduce the computational cost as compared to standard time-marching techniques. To achieve this, Fourier-based
methods for periodic flows have undergone major developments in the last decade (see He [7] for a recent review, or the
special issue of the Int. J. CFD [8]). The basic idea is to decompose time-dependent flow variables into Fourier series, which
are then injected into the equations of the problem. The time-domain problem is thus made equivalent to a frequency-
domain problem, where the complex Fourier coefficients are the new unknowns. At this point, two strategies coexist to
obtain the solution. The first one is to solve directly the Fourier coefficients, using a dedicated frequency-domain solver,
as proposed by He and Ning [9,10]. The second strategy is to cast the problem back to the time domain using the inverse
Fourier transform, as proposed by Hall [11,12] with the Harmonic Balance (HB) method. The unsteady time-marching
problem is thus transformed into a set of steady equations coupled by a source term that is a high-order spectral evaluation
of the time-derivative of the initial equations. The main advantage of solving in the time domain is that it can be imple-
mented in an existing classical RANS solver, taking advantage of all classical convergence-accelerating techniques for steady
state problems. The HB approach has demonstrated significant reduction of computational time, typically of a factor 2-10.

In turbomachines, the relative motion of fixed and rotating blades gives rise to deterministic unsteady interactions at fre-
quencies termed BPFs (Blade Passing Frequencies). In a multi-stage turbomachine, a row sandwiched between two other
rows is submitted to (at least) two BPFs (see Tyler and Sofrin [13] for instance), hence the need for multiple frequency meth-
ods. Initially developed for single frequency problems, harmonic methods have been extended to account for multiple fre-
quencies [14-16]. All the variations of the HB technique proposed in the literature rely on a uniform time sampling of the
longest period of interest (though the number of samples can differ). Ekici and Hall [15] mention the use of non-uniform
sampling but do not develop it. However, when the fundamental frequencies involved are significantly different, uniform
sampling leads to an unnecessary high number of time samples: given that the shortest period has to be discretized by at
least three instants (Shannon [17] requires at least two instants per period to capture a frequency, but an odd number of
samples is required for stability issues [18]), uniform sampling of the longest period requires a total number of samples that
grows with the largest to the shortest period ratio. This can compromise the efficiency of the method, as too many time sam-
ples are computed. Besides, as demonstrated in the present contribution, uniform time sampling can also raise stability is-
sues. To overcome these computational limitations, a new approach using non-uniform time sampling is proposed in the
present contribution.

This paper is organized as follows: First, in Section 2, mono- and multi-frequency HB methods are presented, and the im-
pact of time sampling on numerical stability is discussed. Then, two algorithms for an automatic choice of the time samples
are presented and compared in Section 3. The proposed non-uniform sampling is assessed for a model problem in Section 4.
Finally, Section 5 is dedicated to the application to a turbomachinery configuration, with emphasis on the choice of
frequencies.

2. Time-domain harmonic balance technique

The Unsteady Reynolds-Averaged Navier-Stokes (U-RANS) equations in integral form are given by
“—dV+ ¢ F-Nds=0, (1)

where F is the flux across 9Q and W is the vector of the conservative unknowns (conservative variables and turbulent vari-
ables). Assuming Q is a control volume, the semi-discrete finite-volume form of the U-RANS equations is obtained from
Eq. (1):

d _

a (VW) +R(W) =0, (2)
with V the volume of the cell Q, R the residual resulting from the discretization of the fluxes and the source terms (including
the turbulent equations), and W the mean of the unknowns over the control volume. In the following, the over line symbol -
is dropped out for clarity. Moreover, the mesh is considered not deformable, which allows to remove the volume V of the
time derivative in Eq. (2), and simplifies explanations. However, the treatment remains valid if the mesh is deformable
(see Ref. [4] for instance).

2.1. Periodic flows

If the mean flow variables W are periodic in time of period T = 27/w, so are the residuals R(W) and the Fourier series of
Eq. (2) is
> (ikoVWi + Re)e* =0, (3)

k=—00



where Wk and IA?k are the Fourier coefficients of W and R corresponding to the mode k:

W)= Y Wi, R()= ) Rie™. (4)

k=—o0 k=00

The complex exponential family forming an orthogonal basis, the only way for Eq. (3) to be true is that the weight of every
mode k is zero, which leads to an infinite number of steady equations in the frequency domain:

ikoVW, + R, =0, Vkez. (5)

McMullen et al. [19-21] solve a subset of these equations up to mode N, —N < k < N, yielding the Non-Linear Frequency
Domain (NLFD) method.

The principle of the time-domain harmonic balance approach, sometimes referred to as Time Spectral Method (TSM)
[12,22], is to use an Inverse Discrete Fourier Transform (IDFT) to cast the equations back into the time domain. The IDFT then
induces linear relations between Fourier coefficients W, and a uniform sampling of W at 2N + 1 instants in the period:

N
W, = Z Wy exp(ionAt), 0<n<2N+1, (6)

k=—N
with W, = W(nAt) and At = T/(2N + 1). This leads to a new system of 2N + 1 mathematically steady equations coupled by a
source term:
R(W,) +VD(W,) =0, 0<n<2N+1. 7)

The source term VD, (W,) appears as a high-order formulation of the initial time derivative in Eq. (2). This new time operator
connects all the time levels and can be expressed analytically as

N
Dt(Wn) = Z den+m7 (8)
m=-N
with
n(_1)"t! _mm_
dm:{T( 1) csc(ZNH), m#0, )
0, m=0.

This equation clearly states that the source term is real for periodic flows. A similar derivation can be made for an even num-
ber of instants, but it is proved in Ref. [18] that it can lead to a numerically unstable odd-even decoupling.

A pseudo-time (7,) derivative is added to Eq. (7) to march the equations in pseudo-time to the steady-state solutions of all
the instants:

oW,
0Ty

This time step is defined locally in a given cell and can be different for all the HB instants. For stability reasons, its compu-
tation is modified [18] to take into account the additional source term,

%

+R(W,) + VD((W,) =0, 0<n<2N+1. (10)

|

ATy =CFL .
! [<nll + NV

(11)
The extra term wNV is added to the spectral radius || &, to restrict the time step. Eq. (11) implies that a high frequency and/or
a high number of harmonics N can considerably restrict the time step, especially for explicit Runge-Kutta time integration
scheme, as mentioned in [11]. Several implicit schemes, which are theoretically unconditionally stable and thus allow larger
CFL number, have been derived for the HB method: Krylov-space based methods are used in [23,24], and Antheaume et al.
[25] propose a point Jacobi algorithm. The present paper uses the block-Jacobi algorithm derived in Ref. [22] to improve
robustness and efficiency.

This time-domain harmonic balance method has been implemented in the elsA solver [26] developed by ONERA and
CERFACS. This code solves the RANS equations using a cell-centered approach on multi-blocks structured meshes. Using
the HB method, significant savings in CPU cost have been observed in various applications such as dynamic derivatives com-
putation [27], aeroelasticity [4] and rotor/stator interactions [28]. However, this approach is limited to periodic flows (i.e. a
single fundamental frequency) and is unfit when the main frequencies of the system are not integers multiple of each other
(such as multi-stage turbomachines for instance). The single-frequency HB method is therefore extended to the case where
the flow is not periodic in time but is almost periodic.



2.2. Almost-periodic flows

2.2.1. Mapping on a set of arbitrary frequencies

If the flow variables are composed of non-harmonically related frequencies (i.e. the flow spectrum has high-energy
discrete-frequency modes), the flow regime can be termed as almost-periodic [29]. Instead of a regular Fourier series, the
U-RANS equations are projected on a set of complex exponentials with arbitrary angular frequencies . The conservative
variables and the residuals are then approximated by

N N
W(t)~ Y Wie™, R(t)~ Y R, (12)
k=—N k=—N

where W, and Ry are the coefficients of the almost-periodic Fourier series for the frequency f; = wy/27. Injecting this
decomposition in Eq. (2) yields

XN: (ikaWk n Ek)ef‘Ukt —0. (13)

k=-N

Sampling in time onto a set of 2N + 1 time levels to solve Eq. (13), the following matrix formulation is obtained:

Al (iVPW* n E*) -0, (14)
where the almost-periodic inverse discrete Fourier transform (IDFT) matrix reads:
[ exp(io_nto) --- exp(iwgty) --- exp(imnto) ]
A= | exp(io_nty) -+ exp(imoty) - exp(ionty) |, (15)
Lexp(iw_ntay) -+ exp(imotay) -+ exp(icntan) |

with wg =0, to =0, w_y = —wy and
P =diag(—wy,...,wy,...,0N),
W* = [W_y,...,Wq,..., Wy, (16)
R*=[R.n,...,Ro....,RN]".

As opposed to the case of periodic flow, the arbitrary complex exponentials family does not form, a priori, an orthogonal
basis.

Knowing a time sampling that allows A to be invertible, the almost-periodic Fourier coefficients can be approximated
thanks to

{ :VV* = AW*, with W* = [W(to),...,W(ty),...,W(tan)]", an
R* =AR*,  with R* = [R(ty),...,R(t;),...,R(t)]".
Eq. (14) thus becomes

iVA'PA + R* = VD{W*] +R* =0, (18)

where the multiple-frequency HB time-derivative operator D[] = iA~' PA, the HB source term, can not be easily derived ana-
lytically, and has to be numerically computed. This must be real matrix, however the authors were not able to prove it math-
ematically. Nonetheless, numerical experiments tends to confirm this assertion. Indeed, the magnitude of the ratio of the real
part over the imaginary part is around 10"°. The remaining value of the imaginary numbers may then be attributed to round-
ing errors.

At this step of the derivation of the method, the time sampling [to, ..., tzy] remains to be specified.

2.2.2. Condition number and convergence
Kundert et al. [30] show that the condition number of A, and thus A™', has a salient role in the convergence of harmonic
balance computations. The condition number of the almost-periodic DFT matrix A is defined as

K(A) = k(AT) = |IAll- AT, K@A) > 1, (19)

where || - || denotes a matrix norm. Considering the resolution of Ax = b, if A is invertible and if 6A, éx and b are the numer-
ical errors associated with the computation of A, x and b, respectively, then

(A + 0A) (X + 0x) = b + db. (20)



Therefore, the condition number sets an upper bound for the error made on x:
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The error on the iterative resolution of the U-RANS equations can therefore be amplified by the HB source term. This ampli-
fication is led by the condition number of the almost-periodic DFT matrix. This also means that if the errors are small but the
condition number is high, and vice versa, the computation can diverge too. However, the errors can not be a priori controlled,
thus the need to minimize the condition number.

In the case of periodic-flows, the DFT matrix is well-conditioned: the uniform sampling for harmonically related frequen-
cies leads to a condition number equal to 1, which is the theoretical lower bound for the condition number. This is linked to
the orthogonality of the complex exponential family. On the other hand, when the frequencies are arbitrary, it is usually
impossible to choose a uniform set of time instants over which the almost-periodic DFT matrix A is well conditioned. In fact,
it is common for uniformly-sampled sinusoids at two or more frequencies to be nearly linearly dependent, which causes
them not to be orthogonal, leading to the ill-conditioning encountered in practice. As the frequency set is chosen by the user,
the only degrees of freedom left to get a well-conditioned matrix are the time levels. The following section describes two
algorithms to find a non-uniform time sampling that minimizes the almost-periodic DFT matrix condition number.

3. Non-uniform time sampling algorithms

Two algorithms that automatically choose the time levels in order to minimize the condition number are presented: first,
the Almost Periodic Fourier Transform (APFT) algorithm, initially proposed in the literature for electronics problems, is de-
scribed, then a gradient-based optimization algorithm over the condition number (OPT) is presented.

3.1. The APFT algorithm

Based on the work of Kundert et al. [30] in electronics, the APFT algorithm has been implemented. The aim of the APFT
algorithm is to maximize the orthogonality of the almost-periodic DFT matrix in order to minimize its condition number. It is
based on the Gram-Schmidt orthogonalization procedure. First, the greatest period 1/min(f;) is oversampled with M
equally-spaced time levels, M > 2N + 1 being specified by the user and N the number of frequencies. Considering these time
levels, a rectangular almost-periodic IDFT matrix is built. Noting that every row of this matrix is a vector, a set of M vectors is
obtained, numbered from 0 to M — 1, and of length 2N + 1. The first vector V, (corresponding to t = 0) is arbitrarily chosen as
the first time level and any component in the direction of V, is removed from the following vectors using the Gram-Schmidt
formula:

A7

Vi=V, - 0 %
N N VgVo

Vo, s=1,.... M-1. (22)
The remaining vectors are now orthogonal to V. Since the vectors initially have the same Euclidean norm, the vector having
the largest norm is the most orthogonal to V. It is assigned to V;. The previous operations are then performed on the M — 2
remaining vectors using V; as V. This process is repeated until the required 2N + 1 vectors are defined. As a time instant
corresponds to a vector, 2N + 1 time levels are obtained, which enables the construction of the almost-periodic DFT matrix.
This algorithm is summarized in Algorithm 1.

Algorithm 1. The almost periodic Fourier transform algorithm.

WDrmin ‘_min(|wk|7l <k gN)
form—0,....M-1do

b — 2t m
m Dmin M

end for
forn—1,...,2N do
form—n+1,... Mdo

A%
Vim— Vp — =2V
m m VIV, n

end for
argmax () returns the index of the largest member of a set
k = argmax(|Vi||,n+1<s<M)
swap(Vn1, Vi)
swap(tn1, ty)
end for
—[roptimized — [to, ..., tan]




3.2. Gradient-based optimization algorithm (OPT)

A more direct approach is to seek directly a set of time levels that minimize the condition number of the associated al-
most-periodic DFT matrix, instead of using orthogonality properties. This minimization problem can be solved numerically
by an optimization algorithm.

The limited memory optimization method of Broyden-Fletcher-Goldfarb—Shannon (L-BFGS-B, [31]) is used to look for a
minimum of the condition number of the almost-periodic IDFT matrix x(A[T]) as function of the time levels vector T. This
quasi-Newton algorithm approximates the inverse Hessian matrix H(x(A[T]))"' with the BFGS formula in order to decrease
the objective x(A[T]) in the direction —H(x(A[T])) "' Vi (A[T)). This descent direction is associated with the search for a zero of
the gradient, which is a necessary condition for an extremum, in a second order Taylor series. Finally, a line search on o is
performed to minimize x(A[T — aH(x(A[T])) "' Vk(A[T]))). In the present case, the derivative Vic(A[T]) of the objective with
respect to the time levels is approximated by first-order finite differences. An open-source implementation of this reference
broadly-used algorithm is employed [32].

Gradient descent methods being local, the L-BFGS-B method converges to a local minimum of the condition number. This
minimum is unsatisfying if the starting point T is not well chosen, therefore a strategy to find an appropriate one is required.
As shown in the following comparison, APFT or uniform-sampling time levels do not always guarantee acceptable condition
numbers, and so cannot be used to provide a starting point for L-BFGS-B. To this aim, the smallest frequency is uniformly
sampled:

Q= {%wmim~-7m7+1a)min7-~~7wmin ) (23)
where M denotes the desired number of initial guesses. This gives a set of periods. Each of them are evenly sampled to obtain
a set of time levels.

21tM 2NTM

2N+ )M+ Domn’ 2N+ 1M + 1)Omin]” (24)

T = |0,

These time levels sets are then used as initial guesses for the L-BFGS-B algorithm.

The almost-periodic IDFT matrix is built for each of these time levels and the corresponding condition numbers are com-
puted. A large number M, typically thousands, of fractions of the greatest period gives a large set of potential time levels vec-
tors. This is acceptable given the very low cost of the computation of the condition number on such small matrices of size
(2N + 1) x (2N + 1). From this set, the time levels vector associated with the almost-periodic IDFT matrix having the smallest
condition number is taken as a starting point. The optimization algorithm actually achieves a local adjustment of the time
levels.

In this way, the exploitation capability of the gradient-based optimizer is well combined with the exploration capacity of
the sampling. This finally gives solutions that are always close to the ideal value of 1, as shown in Table 1. The OPT method is
summarized in Algorithm 2.

Algorithm 2. The gradient-based optimization algorithm (OPT).

Omin — min(|wg|,1 <k < N)

form—0,... M—1do
memTH’wmin
fori—0,...,2N do

i-27
Om-2NF1)

end for
Tm [to,...,ti,...,tzN]
Cm — K(A[Tm))
end for
argmin () returns the index of the smallest member of a set
k — argmin(C,,,0<m<M-1)
min _1-bfgs-b(k(A[T]), T;,;) returns the optimal time levels vector T with the condition number x(A[T]) as objective
function using the L-BFGS-B algorithm and Ty, as starting point.
Toptimized « min _l—bfgS—b(K(ADﬂ), Tini = —[rk)

tj —

3.3. Assessment of the algorithms

Let us consider the case of two frequencies, f; and f. Without loss of generality it can be assumed that f < f;. The non-
dimensional frequency J; is defined as:



Table 1
Global results for the presented algorithms.

EQUI APFT OPT
# instants 2N +1 3N +1 20N +1 2N +1 2N +1
min(x[A]) 1.002 1.0 1.0 1.001 1.000
max(kl[A]) 3.024 x 10 1.871 x 10! 2732.6 823.8 2.905
mean(x[A]) 3.081 x 10" 1.871 x 108 10.92 7.742 1.097

5;:{[0:][1} —[0:2] (25)

ik

f =255

By taking fi constant, and having ¢; sampled between 0 and 2, the whole range of f < f; is explored. Moreover, as ¢; is anti-

symmetric (3;(—f) = —d;(f)), and as the almost-periodic IDFT matrix is symmetric A[—f] = A[f], the following relation is ob-
tained for the condition number:

k(AR (=) = k(A =0:()]) = k(AL (), (26)

meaning that the case f > f; can be deduced in a straightforward way.

For each value of d;, the condition number of the almost-periodic IDFT matrix k(A) is computed, highlighting the ability of
the different algorithms to choose the time levels that minimize the condition number, for any input frequencies. This
assessment is only valid for two frequencies, but the tendency is similar when increasing the number of frequencies. Two
frequencies are involved thus five time levels are required. The results of three algorithms are depicted in Fig. 1: (i) APFT:
the Almost Periodic Fourier Transform algorithm, (ii) OPT: the gradient-based optimization algorithm and (iii) EQUI: evenly
spaced time levels oversampling the largest period as done in Gopinath et al. [14] using 2N + 1 time levels and in Ekici and
Hall [15,16] using 3N + 1 time levels.

The EQUI algorithms give fair results (x(A) < 2) only at discrete points, corresponding to the particular cases where fis a
multiple of f;, which are thus similar to the single-frequency case. Oversampling improves the results. In fact, the mean con-
dition number obtained with 20N + 1 time levels indicates that the higher the number of time levels the better the condition
number. However the almost-periodic DFT matrix becomes rectangular and the memory cost of such a computation in-
creases drastically, preventing the use of such an approach on industrial cases. The APFT algorithm improves the results,
as it gives results with x(A) close to unity for 0.3 < ¢; < 1.2. However, when J; tends to the boundaries (0 and 2), the con-
dition number seems to go to infinity. This corresponds to special values of f:

=0 <= f=h,

5=2 < f=0. @)

This means that the APFT algorithm fails to work when the frequencies are too close to one another, and when they are sig-
nificantly different. This limits the method for a range of frequencies where the HB method could give a salient gain in CPU
time. Finally, the OPT algorithm gives a condition number close to unity for any value of J;. The OPT algorithm thus ensures
that the convergence of the HB method is not sensitive to the specified set of frequencies. Table 1 summarizes the results
obtained with each algorithm.

100 : 100 -
| 2N +1 -« APFT
3N 41 | —— opr
— 20N +1 o — EQUI 2N +1
= 10 = 10}
© <
0 0.5 1 1.5 2 0 0.5 1
fi—f P e |
=2 0 =2
MRS T nes
(a) Evenly-spaced time levels algorithms (b) Proposed algorithms

Fig. 1. Comparison of the presented algorithms.
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Fig. 2. Distribution of the time levels on each frequency periods.

Thus the proposed non-uniform time sampling combined with the OPT algorithm allows to tackle problems with large
frequency separation. In such cases, the gain of the HB approach compared to classical time-marching methods is expected
to be significant: with a time-marching scheme, the time-step has to be small enough to discretize the shortest period, while
the number of time steps of the simulation has to be long enough to reach the (almost-) periodic state (i.e. the simulation
time is equal to several times the longest period). Conversely, the cost of the HB method only depends on the number of
frequencies to capture, regardless of their relative values.

3.4. Distribution of the time levels

For harmonically-related frequencies, the optimal time levels correspond to a uniform set sampling the fundamental fre-
quency period as it gives the theoretical lower bound x(A) = 1. Since the frequencies are harmonically related, the distribu-

tion of the time levels on the other frequencies is also uniform. Considering the frequency vector F = [f1, ..., fy = kf1,...,Nfi]
and the time levels vector T:
1 2N
T=0, ey , 28
fi-@N+1)""fi -(2N+1) (28)
then the product of the ith term of T to its associated frequency is
i i i
fi- = kfi =fi- (29)

fi-2N+1) kfi - 2N +1) fi- @GN+1)°

Eq. (29) means that evenly-spaced time levels for the fundamental frequency are still seen as evenly spaced by the kth har-
monic. This is an explanation why the condition number of the almost-periodic IDFT matrix A" will be unity as each fre-
quency is sampled by evenly spaced time levels [33].

Now, considering non-harmonically related frequencies, there is mathematically no reason for evenly-spaced time levels
over the smallest frequency to be seen as evenly spaced by the other frequencies in general. Therefore, the use of non-evenly
spaced time levels, and algorithms to automatically choose them, becomes necessary.

Fig. 2 shows the distribution of the time levels, relative to each frequency period, obtained by the presented algorithms
for the frequencies f; = 3 Hzand f, = 17 Hz (i.e. 9; = 1.4). To do so, the chosen time levels are redistributed on the considered
frequency period by applying a modulo to it:

T = Tymodulo1/f;. (30)

Then, they are divided by the latter, so that the results are dimensionless. In light gray line is depicted the y = x function
representing the evenly-spaced solution on the considered period. Keeping in mind that if each frequency sees evenly-
spaced time levels, then the condition number is the smallest, the optimal solution would be to have relative time levels
on y = x for each period. Running the EQUI, APFT and OPT algorithms leads to a condition number of 33.1, 3.8 and 1.1, respec-
tively. The EQUI algorithm is perfect for the period 1/f; but is really far from the evenly spaced time levels for period 1/f.
The APFT algorithm is far from the evenly spaced solution for both the periods considered, but closer than EQUI regarding
period 1/f,. Finally, the OPT algorithm is the only one to be close to the evenly spaced solution for each considered period,
allowing the proposed HB method to be used for any set of frequencies.
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Fig. 4. Distribution of the time levels on each frequency periods.

The source code of the proposed algorithms and the scripts to generate in Figs. 1 and 2 are available over the internet.
The impact of the time sampling on HB computations is now investigated for the simple case of a channel flow with fluc-
tuating pressure outlet.

4. Channel flow
4.1. Test case description

A channel configuration is set up to study the properties of the proposed HB method and the above algorithms for non-
uniform time sampling. It is a 2D channel of length L, = 100 m in the axial direction and L, = 1 m in the transverse one. The
boundary conditions are: (i) an injection condition for the inlet, (ii) symmetric conditions for the upper and lower bounds as
the flow is assumed to be symmetric in the transverse direction, and (iii) a fluctuating pressure imposed at the outlet:

Poutter(£) = Py - [1 + Aq - Sin(27f1t) + A, - sin(27fot)], (31)

where P,, is the temporal average static pressure, A, the amplitude of the nth mode and f, its frequency. The mean outlet
pressure P,, is set to 60% of the inlet total pressure P, = 101,325 Pa.

Pressure waves travel within the flow with the velocity u + ¢ and u — ¢, where u denotes the local flow velocity and c the
sound velocity. Since the pressure waves are generated at the outlet, only the u — c waves are visible, resulting in pressure
waves propagating upstream of the channel, which are damped by the effect of viscosity. Fig. 3 shows a schematic diagram of
the channel case, illustrating the propagation and attenuation of the pressure waves.

The mesh consists of 997 points along the axial direction and 9 in the transverse one, which amounts to almost equal
spacings in both directions.

This configuration is turbulent as the Reynolds number based on the inlet flow velocity and the axial length of the channel
is about R, ~ 2.0 x 10°. Turbulence is modeled using the one-equation model of Spalart and Allmaras [34], and the third-or-
der upwind Roe scheme [35] is used to compute the convective fluxes.

4.2. Convergence sensibility analysis

As mentioned previously, the condition number is of great importance for the convergence of the proposed HB method.
To highlight this feature, the presented channel case is computed with a single frequency at the outlet: f; = 3 Hz with an

! http://cerfacs.fr/~gomar/PyLeap.html.



03— 10

K(A) =1
20 e K(A) =1.69] ]
. sy K(A) =2.24 . 102
< 101 [ e f5(A) = 2.82 <
= — k(A) =343 =
= = i
£ 100} g 10
— —
> -1 >
107
: £}
g 102 g
A L A 10~}
1077
L o2
0 2 4 6 8 10 12 14 16 18 20 0 2 4 6 8 10 12 14 16 18 20
Iteration (x10%) Tteration (x10%)
(a) A; = 0.01 (b) A; = 0.05
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amplitude A; = 0.05 for the first case and A; = 0.01 for the second one, the second frequency having a zero amplitude:
A, = 0. Two frequencies are specified for the HB computation: f; and its first harmonic 2f;. The time levels are chosen to
reach varying condition numbers such that 1 < k(A) < 3.43. Since the input frequencies of the HB computation are harmon-
ically related, the minimal conditioning x(A) = 1 is obtained with evenly spaced time levels. The OPT algorithm is modified
by subtracting the targeted conditioning to the objective function, so that the different condition numbers can be reached.
The distribution of the time levels for each condition number is shown in Fig. 4. The time levels deviate from the evenly
spaced solution as the condition number grows. The results in Fig. 5 show that for a condition number x(A) > 3.43 and wave
input amplitude A; = 0.05, the computation diverges. However, the computations with the same condition numbers but a
smaller input amplitude A; = 0.01 converge. In fact, the condition number amplifies the errors made during the iterative
process. When the input waves have a smaller amplitude, the iterative errors are slighter, hence the convergence as ex-
plained in Section 2.2.2.

4.3. Validation of the multi-frequency HB method

To validate the proposed HB method, two non-harmonically related frequencies are chosen as input for the outlet bound-
ary condition: f; = 3 Hz and f, = 17 Hz.

A classical time-marching scheme is taken for comparison, namely the Dual Time Stepping scheme (DTS [36]). The DTS
method is a 2nd-order implicit time-marching scheme. Convergence in time discretization is obtained after 20 periods using
160 instants per almost-period. Since the frequencies are integers and coprime, the period is T = 1 s. Iterative convergence
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Fig. 6. DTS computation: transient propagation of the pressure waves.
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for the inner loop is considered achieved when the normalized residuals drop by 1072 within a maximum of 50 sub-
iterations.

The results obtained with the DTS scheme are compared to the HB results for pressure waves amplitudes of
A =A; = A, =0.001. The transient of the DTS computation is shown in Fig. 6, illustrating the wave propagation with a slight
attenuation of the high-frequency waves.

The results are analyzed for frequencies 1 < f < 40 Hz and the dominant frequencies (the one that have the highest
amplitudes) are set for the HB computation. To do so, pressure signals are probed upstream, in the middle and downstream
of the channel at x = [25 m,50 m,75 m] and z = 0.5 m, respectively. The spectrum of the aforementioned unsteady pressure
signals, obtained with a Fourier Transform, are plotted in Fig. 7. The labeled frequencies are the dominant ones, as for each
probe, these have a high amplitude. They are thus selected for the HB computation. For such frequencies, the OPT algorithm
gives a set of time levels leading to a condition number of 1.4.

A Discrete Fourier Transform is computed at several axis positions, resulting in the spatial evolution of the different har-
monics, which is used for the comparison of the HB and DTS approaches, in the middle of the canal (z = 0.5 m). In Fig. 8, the
results are plotted for the frequencies that have been set for the HB computation. The overall agreement is fair. Some local
discrepancies can be observed upstream for frequencies f, + 3f,f> — f1 and f, — 2f. These are caused by aliasing but they are
minimal regarding the temporal evolution, as shown in Fig. 9, where the time evolution of pressure signals is extracted at all
probes. The difference between the HB and the DTS method is negligible, proving that the proposed HB method is able to
reproduce the unsteady almost-periodic phenomena.

The goal of this section was not to show significant CPU savings but rather the capacity of the present HB method to cap-
ture an almost-periodic flow on a model problem. It is now applied to a more complex configuration, namely a turbomachin-
ery element, where its computational efficiency is also emphasized.

5. Turbomachinery application

Under the assumption that all unsteady phenomena in a blade row during stable operation are periodic and can be cor-
related with the rotation rate Q of the shaft, the dominant frequencies are those created by the passage of the neighboring
blades. In a multi-row turbomachine, a blade row sandwiched between the upstream and downstream rows is subjected to
wake and potential effects. In practical turbomachines, the blade counts of neighboring rows are generally different and co-
prime. Consequently, a sandwiched blade row resolves various combinations of the frequencies, which are additions and/or
subtractions of multiples of the blade passing frequencies: according to Tyler and Sofrin [13], the kth frequency in the blade
row j is given by

nRows

o = Z My iBi(Qi — €). (32)
i1
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Here, B; and Q; are respectively the blade count and the rotation rate of the ith blade row, ny; is the kth set of nRows integers
driving the frequency combinations. It must be noted that only the blade rows that are mobile relative to the considered j
one contribute to its temporal frequencies and that every blade row solves its own set of frequencies and thus its own set of
time levels. To set up a HB computation for a multistage configuration, it is of course impossible to use each and every pos-
sible n,;, and the user has to choose which frequency combinations will appear in the computation of each row.

In the literature, Gopinath et al. [14] and Ekici and Hall [15] assessed their implementation of the harmonic balance
on a 2D multi-stage compressor (namely configuration D). It is composed of a rotor sandwiched by two stators having
32, 40 and 50 blades, respectively. Various combinations of the stators BPFs are considered, but always with evenly-
spaced time levels sampling the largest period. While Gopinath et al. use 2N + 1 samples, Ekici and Hall over-sample
this period with 3N + 1 time levels. This leads to a rectangular (2N + 1) x (3N + 1) almost-periodic Fourier Matrix and
requires the computation of its Moore-Penrose pseudo-inverse. The chosen frequencies and the a posteriori associated
condition numbers of the above references are given in Table 2. For N = 4, the 3N + 1 instants oversampling approach
of Ekici and Hall efficiently reduces the condition number. But for this case, the use of evenly-spaced time levels is suf-
ficient as the condition number seems to be small enough for the considered magnitude of unsteadiness. However, such
an approach fails when dealing with more widely-separated frequencies as illustrated in the present contribution in Sec-
tion 3. Moreover, using an oversampling increases the CPU cost and the required memory as the number of steady com-
putations to solve simultaneously is higher. These two reasons highlight the need for a non-uniform HB method as
proposed in the current paper.
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Table 2
Frequency combinations and associated condition number of computations made in the literature.

Frequencies K(A)

n S1 n S2 EQUI 2N + 1 EQUI 3N + 1 APFT OPT
N=2 1 0 379 3.00 1.72 1.08
Ref. [14] 0 1

1 0]
N=3 0 1 5.40 3.84 1.71 1.00
Ref. [15] 1 1

1 0
N=4 0 1 11.25 2.07 3.46 113
Ref. [14] 1 1

1 -1

1 0

0 1

1 1
N=7 1 -1 16.66 14.61 12.95 1.00
Ref. [14] 2 0

2 -1

2 1

5.1. Boundary conditions for sector reduction

Section 3 showed how to contain the problem size by reducing the time span over which the solution is sought. In the
following sections, it is explained how to cut down the mesh size by using a grid that spans only one blade passage per row.

5.1.1. Phase-lagged azimuthal boundary conditions

In a single blade passage computation of a multi-row configuration, the phase-lag condition [37] needs to be used to take
the space-time periodicity into account. It states that the flow in one blade passage 0 is the same as next blade passage
0 4+ A0 but at another time t + 6t:



W (0 + A0,t) = W(0,t + dt), (33)

where A@ is the pitch of the considered row. Assuming that every temporal lag is associated with a rotating wave of rota-
tional speed wy, the constant time lag can be expressed as

5t:ﬁ, vk, (34)
Wy
where
B = 27sign(wy) <1 ——an, ) (35)
J i

the n,; being the integers specified for the computation of the frequencies from Eq. (32), B; the number of blades in row i and
subscript j denoting the current row.

The phase-lag condition was adapted to the time-domain HB by Gopinath et al. [12]. The derivation starts with the al-
most-periodic Fourier transform of Eq. (33):

Z Wi(0+ A0, t)e iogt Z Wi (0,t)e oyt gioxt (36)
k=— k——

Thus, the flow spectrum from one blade passage is equal to that of the next blade passage modulated by the inter-blade
phase angle f,:

Wi(0 + A0, ) = W (0, )it = W, (0, t)el. (37)
Using the same notation as previously, the following matrix formulation is obtained:

W* = A" MAW™*(0), (38)
where

M = diag(—By, .- Pos-- -+ Bn)s 39)

and A7! is given by Eq. (15).

5.1.2. Stage coupling

Each blade row has its own frequency set and therefore its own time sampling. Therefore, the nth time level in the jth and
(j + 1)th rows do not necessarily match the same physical time. Consequently, at the interface between adjacent blade rows,
the flow field on the donor side needs to be generated for all the time levels of the receiver side using a spectral interpolation.
A non-abutting join interface is used to perform the spatial communications between the two rows [38]. In order to account
for the pitch difference and relative motion, a duplication of the flow is carried out in the azimuthal direction using the
phase-lag periodicity. Moreover, as described in Ref. [28], the time levels at the interface are oversampled and filtered to pre-
vent aliasing.

5.2. Application to a subsonic compressor

In order to validate the non-uniform HB method on a turbomachinery test case, a subsonic compressor case is studied. It
is the mid-span slice of the inlet guide vanes (IGV) and the first stage of the axial compressor CREATE [39], located in Lyon

Fig. 10. Geometry of the studied compressor slice.
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(France) at the Laboratoire de Mécanique des Fluides et Acoustique (LMFA). This configuration is composed of 32 IGV blades,
64 rotor (RM1) blades and 96 stator (RD1) blades. The full 3D 3.5-stage computation is presented in Ref. [40].

5.2.1. Mesh and numerical parameters

As shown in Fig. 10, the blade passages are meshed with a block-structured topology. It is composed of five grid points in
the radial direction, 33 in the azimuthal direction and 100 in the axial direction for both rows. This leads to a total number of
approximately 50,000 mesh cells.

The IGV blade is not actually meshed but taken into account through a non-uniform injection boundary condition that
represents the wake of the IGV entering the RM1 domain. This injection follows the self-similarity law of Lakshminarayana
and Davino [41], which states that the spatial evolution of a wake can be described by a Gaussian function. As Bgp; = 3 - Bigy,
the frequency content remains mono-frequential in the rotor (i.e., the BPF of the downstream rotor is just an harmonic of the
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IGV’s BPF). Therefore the number of blades composing the IGV has been changed from 32 to 80 so that the configuration still
presents a 27/16 periodicity but the frequency content is now multi-frequential in the rotor.

The outlet duct is modeled by a valve condition coupled with a simplified radial equilibrium equation. The reference out-
let static pressure P; for the radial equilibrium integration is imposed according to the formula Ps = Pys + 4(Q/ Qref)z, as illus-
trated in Fig. 11. P,y is a reference static pressure chosen such that when 4 = 0 Pa the compressor is choked, and Q, is the
corresponding mass flow. Q is the current mass flow and 4 > 0 is a user-defined pressure. Its different values allow to move
along the compressor map: when /. increases, the outlet static pressure rises and the mass flow rate decreases and vice versa
(Fig. 11). At the blades’ surfaces, wall laws [42] are imposed. The lower and upper radial conditions are slip walls.

The convective fluxes are discretized using the second-order Jameson scheme [43] with added artificial viscosity, or a sec-
ond-order Roe scheme [35,44]. For this study, the turbulent viscosity is computed with the one-equation model proposed by
Spalart and Allmaras [34].

The DTS scheme is used to get a numerical reference solution. The periodicity of the different blade passages is such that a
271/16 periodicity is enough to perform the unsteady computations. To reach an established periodic state, 67 passages
(using 400 instants per azimuthal period) of the periodic sector are necessary.

Fig. 12 plots the time evolution of the fluid density p and its associated spectrum downstream of the rotor. The spectrum
is not only composed of the blade passing frequencies and their harmonics but also of combinations of them as estimated by
Tyler and Sofrin [13]. The amplitude of a frequency combination may also be higher than an harmonic of a blade passing
frequency. For example, BPFcy — BPFgp, is higher than the third and fourth harmonics of BPFgp,. This highlights the necessity
of being able to take into account these frequency combinations in a HB computation.

5.2.2. A posteriori computations: HB computations with frequencies known beforehand
5.2.2.1. Frequency content, time sampling and convergence. The convergence of the harmonic balance computations is done in
two steps: first 15,000 iterations with a second order Roe scheme, then 10,000 iterations with the Jameson scheme (with the

Table 3
Frequency combination coefficients.
n IGV n RM1 n RD1 Initialization
1 1 -1 Restart from steady computation
N=3 1 2 15,000 it. with Roe second order scheme
0 3 1 then 10,000 it. with Jameson scheme
K(A) APFT 1.0 2.0 1.0
1 1 -1 Restart from steady computation
N=4vl 1 2 15,000 it. with Roe second order scheme
0 3 1 then 10,000 it. with Jameson scheme
1 4 1
K(A) APFT 1.0 1.0 1.0
1 1 -1 Restart from steady computation
N=4v2 1 2 15,000 it. with Roe second order scheme
0 3 1 then 10,000 it. with Jameson scheme
2 4
K(A) APFT 1.0 1.76 1.0
1 1 -1 Restart from steady computation
N=4v3 1 2 15,000 it. with Roe second order scheme
0 3 1 then 10,000 it. with Jameson scheme
0 4
K(A) APFT 1.0 2.0 1.0
1 1 -1
1 2 Restart from N =4 v1
N=5 0 3 1 10,000 it. with Jameson scheme k4 = 0.064
2 4 0 then 10,000 it. with Jameson scheme k4 = 0.032
0 5 2
K(A) APFT 1.0 234 1.0
1 1 -1
2 2 -2 Restart from N =5
N=6 1 3 0 5000 it. with Jameson scheme k4 = 0.064
0 4 1 then 5000 it. with Jameson scheme k, = 0.032
2 5 0
0 6 2
K(A) APFT 1.0 2.72 1.0

K(A) OPT 1.0 243 1.0
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Fig. 13. Distribution of the time levels in the rotor for four frequencies over the base frequency BPF,cy — BPFgp;.

artificial dissipation coefficients k; = 1.0 and k4 = 0.032). To understand how the frequency set influences the convergence
of the computations, several of them were chosen according to the spectral analysis of the time signal from Fig. 12. They
range from three to six frequencies. The present implementation of the HB method in elsA imposes to set the same number
of frequencies in each blade row. It would not be too difficult to overcome this constraint in order to reduce the number of
frequencies in single frequency rows, such as the IGV and RD1 in the present case. This will be addressed in future versions of
the software. The frequency combinations used are summarized in Table 3. This table shows the coefficients n; from Eq. (32)
chosen for each blade row. They are given by the immediately adjacent rows. For example, for N = 4 v1, the frequency set is
[BPFgra1, 2BPFRry1, 3BPFRry1, 4BPFRy1] in the IGV (ie. j = 1 in Eq. (32)) and in the RD1 (i.e. j = 3) (which means that for these
rows the frequency content is mono-frequential) whereas, it is [BPF,qy — BPFpp1, BPFigy, BPFgp1, BPFigy + BPFgp¢] in the RM1
(ie. j =2 in Eq. (32)). It is clear that the different blade rows have different frequency sets. The upstream injection block
and RD1 only solve for the BPF of the rotor and its harmonics, thus the classic Fourier analysis ensures that the best condi-
tioning of the matrix A™' is given by evenly distributed time levels over the period T = 1/BPFgy;. At this point, it should be
noted that 80 and 96 are multiples of 16 (i.e. blade number of RD1 minus blade number of IGV). Thus all the frequency com-
binations of Table 3 for the rotor are multiples of the base frequency BPF,cy — BPFzrp;. However, contrary to what is required
by a mono-frequential method, not all the intermediate harmonics need to be taken into account. For example, in a
six-frequency set, the highest frequency is 2BPFgp; which is also 12 x (BPF,gy — BPFgpy). To perform a mono-frequential
harmonic computation taking into account 2BPFgp;, one would thus need BPF,;y — BPFzp; as the fundamental and the 11
following harmonics, which implies a computation with 25 time samples. Such an approach would be inefficient, as the
intermediate harmonics are not relevant here (see Fig. 12). The present multi-frequential HB method allows to perform
the computation only on a set of chosen frequencies.
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For such frequency ratios, the APFT algorithm provides good enough condition numbers of the matrix A~! (as shown in
Table 3) and the use of the OPT algorithm was not mandatory. As it would be too long and tedious to present the time levels
distribution for all the frequency sets, Fig. 13 focuses on the three sets of four frequencies. It allows to observe, for the same
number of frequencies, the impact of the frequency set on the APFT algorithm. The first remark that can be drawn from
Fig. 13 is that the APFT algorithm is not always needed: for N = 4 v1, the best time levels distribution for the rotor is given
by a uniform sampling whereas the APFT algorithm gives a condition number of 2.16. However, the gain is significant for the
two other configurations: with evenly-spaced time levels, the condition numbers of the matrix A are respectively of
6.74 x 10" for N = 4 v2 and 2.62 x 10" for N = 4 v3, while with the time levels issued from the APFT algorithm they go
down to 1.76 and 2.0, respectively.

The convergence of the HB computations depends on the choice of the frequency set as shown in Fig. 14, which depicts
the convergence history at the peak-efficiency operating points. For all the computations, the residuals drop at least three
orders of magnitude, which is considered to be enough to ensure convergence [45]. Fig. 15 plots the mass flow rate conver-
gence for the first set of four frequencies. The instantaneous mass flow rates differ between the Roe and Jameson schemes.
Grid convergence is actually not achieved for the Roe scheme but this not an issue as it is used only for initialization of the
computation and the grid is fine enough for the target Jameson scheme. The latter is indeed considered as the reference
scheme for the rest of the study since it is the scheme used for the DTS simulations.

5.2.2.2. Time-averaged compressor performance. Figs. 16 and 17 show the computed compressor map: the total pressure ratio
IT and the isentropic efficiency 7, are plotted against the mass flow. They are non-dimensionalized by the values at the max-
imume-efficiency point. At blockage, the steady computations have a slightly higher mass flow rate and show a relative in-
crease of the total pressure ratio by 1% near stall. Regardless of the number of frequencies, the overall agreement between
the DTS and the HB technique for this variable is good. Indeed, the maximum relative difference is 0.4%. Up to the maximum
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isentropic efficiency, the steady curve matches well the one of the DTS, it then diverges to reach around 1% relative error near
stall. The isentropic efficiency is more sensitive to the number of frequencies as there is a 1% difference for N = 3, which re-
duces below 0.1% for more frequencies. However, there are not many differences for more than four frequencies. Therefore,
in term of global performance, the computations are converged with respect to the frequency content. Four frequencies are
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Fig. 19. Rotor outlet: Azimuth-time map of the non-dimensional axial speed at 7}, = 1.
1.00
0.99
= DTS
0.98
o - N=3
o = N=4vl
9 N=4v3
0.97 -
v N=6
0.96
0.95

Azimuth (deg)

Fig. 20. Rotor exit: Comparison of the azimuthal evolution of non-dimensional p at t = 0.

consequently a minimum to compute correctly the aerodynamic performance. For clarity reasons and since the HB technique
is an unsteady approach, the results from the mixing plane approach will not be plotted anymore.

5.2.2.3. Instantaneous results. Fig. 18 shows the instantaneous entropy flow field for the maximume-efficiency operating point
n;, = 1. For the HB computations, the computed passage is duplicated using phase-lag to check that the azimuthal phase-lag
boundary conditions ensure the continuity of the flow field between the original blade passage and the duplicated ones. All
the wakes are correctly convected downstream and very few differences can be seen in the different flow fields. Some
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numerical wiggles can be observed downstream the RM1/RD1 interface, but the higher the number of frequencies, the better
the solution, as already shown by Sicot et al. [28].

5.2.2.4. Unsteady results. To analyze the prediction of unsteady row interactions within the rotor, Fig. 19 shows the azimuthal
evolution, in the relative frame, of the non-dimensional axial speed downstream of the rotor, as a function of time, for the
DTS, HBN = 3,HBN =4 v1 and HB N = 6 computations. In this diagram, the horizontal bands of low axial speed correspond
to the wakes of the rotor itself, which remains steady in the relative rotating frame. The IGV wakes, cropped by the rotor and
convected within the passage can also be observed as “oblique strips” of low velocity. Comparing Fig. 19(a) and (b) clearly
shows that only three frequencies are not sufficient to reproduce correctly the time and space evolutions of the wakes. The
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Table 4
Frequency combination coefficients to compute only harmonics of the fundamental blade-passing frequencies.
n IGV n RM1 n RD1 Initialization
1 1 0 Restart from steady computation
N=4v4 0 2 1 15,000 it. in Roe second order scheme
2 3 0 then 10,000 it. in Jameson scheme
0 4 2
K(A) APFT 1.0 273 1.0
1 1 0
0] 2 1 Restart from N = 4 v4
2 3 0 5000 it. in Jameson scheme k, = 0.064
N=6v2 0 4 2 then 5000 it. in Jameson scheme k4 = 0.032
3 5 0
0 6 3
K(A) APFT 1.0 4.03 1.0
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Fig. 24. Distribution of the time levels over the period of the IGV.

four-frequency set (Fig. 19(c)) gets the rotor and IGV wakes clearly visible, but a bit more twisted than in the reference solu-
tion. The minimum value is also under-predicted by 3.6%. The six-frequency solution (Fig. 19(d)) has the same features as the
four-frequency one, except that the IGV wake is slightly better predicted and the minimum is now correct.

To facilitate comparisons between the different HB frequency sets and the DTS, the azimuthal evolution of the non-
dimensional fluid density p along a line of constant radius is plotted in Fig. 20 for t = 0. This amounts to extracting a vertical
line at t = 0 in Fig. 19, but this time density was chosen as it is a conservative variable and it is more subject to variations



Non-evenly spaced time levels

0 0.2 0.4 0.6 0.8 1
Evenly spaced time levels

Fig. 25. Distribution of the time levels over the period of the RD1.

1.02

Normalized total pressure ratio I

| * B i i T ! !
0 OO DTS
3 B B HBT N=4 v4
101 B B 0 <<<<<<<<<<<<<< e O O HBT N=6 v2 [

v J— J— FP S S

P T I I A P

0,08k e e e I e
PP S S S S -
| I I I I |
0'9392 0.94 0.96 0.98 1.00 1.02 1.04 1.06

Normalized massflow rate

Fig. 26. Non-dimensional total pressure ratio map IT".

1.000

0.995

0.990

0.985

0.980

Normalized isentropic efficiency n;,

(Soos 1 L p — S— S—
D > HBTN=4v4 9 :
O O HBT N=6v2 0

than the others. For the sake of clarity, the results for the second four-frequency (N = 4 v2) and five-frequency sets are not
shown here. The results for three frequencies oscillate around the values of the DTS. Underlying the comments made on the
convergence history, the two sets of four frequencies give quite different azimuthal results. Both results for four frequencies
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Fig. 27. Non-dimensional isentropic efficiency map ;.



(b) HB N =4 vd

i

HB N = 6 v2

-

Fig. 28. Comparison of the entropy flow field at #;, = 1.0 and t = 0.
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follow the variations of the DTS. The results for the first set of four frequencies are quite fair. Given the quality of the results
given by HB N = 4 v1, it is surprising that HB N = 6 v1 does not perform better since its frequency content is merely an
enrichment of HB N = 4 v2.

To further analyze unsteady interactions within the rotor, a probe was positioned downstream of the rotor in the middle
of the passage. The unsteady density signal is plotted in Fig. 21. For four frequencies, the variations of non-dimensional p in
time are almost the same and are matching the evolution of the DTS. To have an accurate approximation of the flow field,
four frequencies seems to be the minimum required.

The unsteady pressure coefficient C, at mid-span of the rotor blade is now studied, and the contribution of the upstream
and downstream rows are isolated. Fig. 22(a) depicts the mean value on the rotor blade along the normalized curvilinear
coordinates for DTS, HB N = 3, HB N = 4 vl and HB N = 6, whereas (b) and (c) plot the amplitude evolution for, respectively,
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the upstream and the downstream blade passing frequency. The leading edge corresponds to s = 0 or s = 1, whereas the
trailing edge is located at s = 0.5. Between 0.0 and 0.5 is the suction side and between 0.5 and 1 is the pressure side. As
shown in Fig. 22(a), three frequencies are enough to capture the mean C, value around the blade. All four-frequency sets
and the six-frequency set fit perfectly the DTS amplitudes for the passing frequency of the IGV blades, except for a wiggle
at the end of the suction side. Concerning the amplitudes of the passing frequency of RD1, HB N = 4 v1 and HB N = 6 cor-
rectly predict the suction side and HB N = 4 v3 under-predicts the maximum of the amplitude. All frequency sets have trou-
ble predicting the amplitude right after the trailing edge at the pressure side. Surprisingly, it is HB N = 4 v3 that is the best
match, whereas one would have rather expected HB N = 6 to be so.

5.2.2.5. Comparison of the algorithms. Table 3 shows that the condition number x(A) for six frequencies with the APFT algo-
rithm is the highest amongst the chosen frequency combinations. The OPT algorithm allows to reduce x(A) in the rotor from
2.72 to 2.43. Fig. 23 plots the azimuthal evolution of the density for the different algorithms and for six frequencies, along
with the evolution of the DTS. The discrepancies are small and are mainly located around 58.6°. Given the closeness of the
two harmonic solutions, the APFT algorithm gives, in this case, good enough condition numbers to perform HB computations.

5.2.3. A priori computations: HB computations with only the BPFs of the adjacent rows

The previous computations were made in the ideal case in which the flow spectrum is known a posteriori. This allows to
choose the frequencies that are the most likely to give the best results. From this standpoint, HB N = 4 v1 is an especially
good example. However, in practice, one does not have such an information. One solution would be to consider a significant
number of harmonics of all rows BPF and their combinations. However the curse of dimension prevents of doing so as the
total number of frequencies would quickly be too high. The usual first guess consists in using only the blade passing
frequencies of the adjacent rows. This may appear as a great simplication but one has to keep in mind that HB methods
are reduced-order models and provide much more information than steady computations, but not necessarily as much as
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a classical time-accurate computation. This leads to two new sets of frequencies (one of four and one of six frequencies),
which are summarized in Table 4.

Figs. 24 and 25 show the associated time distributions found thanks to the APFT algorithm on both base frequencies
(BPFqy and BPFgp;) with the associated condition numbers.

As done previously, the first step consists in checking the aerodynamic values. Figs. 26 and 27 plot respectively the total
pressure ratio and the isentropic efficiency for the new frequencies. Regarding both values, the relative error margins are
almost the same as in the previous HB computations.

The resulting entropy flow fields for these new frequency sets are shown in Fig. 28. The reference DTS field is also plotted
as a reminder in 28(a). They do not show any significant discrepancy with the previous figures. In compliance with the com-
ments made on Fig. 18, some wiggles manifest at the interface RM1/RD1 with HB N = 4 v4, but disappear as the number of
frequencies is increased. Figs. 29 and 30 compare respectively the azimuthal and temporal evolution of the new frequency
sets with the old ones of corresponding number of frequencies. It comes out from Fig. 29 that, in this case, the importance of
the blade passing frequencies cannot be denied, since with enough harmonics of the passing frequencies (top) the DTS curve
is very well-matched by HB N = 6 v2. With fewer harmonics (bottom), HB N = 4 v4 behaves like HB N = 4 v2.

Fig. 30 shows no noticeable improvement (nor deterioration) of the local time evolution with the change of frequencies.

The time-azimuth maps are given in Fig. 31. The main difference lies the shape of the bubble in the wake of the rotor,
which is better captured by the six-frequency set.

The previous figures point that the performances of HB N = 6 are not as good as HB N = 6 v2. Fig. 32 shows the C, for both
six-frequency sets. The mean value evolution in 32(a) exhibits no difference between the two frequency sets. The same re-
mark can be made for the IGV BPF in 32(b) except for a minor difference at 80% of the suction side. Concerning RD1’s BPF in
32(c), HB N = 6 v2 gives a better overall match with the DTS than HB N = 6 v1 and especially in the last third of the pressure
side.

5.2.4. Computational gain

Fig. 33 shows that the HB computations allow a reduction of the CPU cost by a factor 4.5 for four frequencies, the gain
being higher with fewer harmonics. However, it should be kept in mind that the reference DTS simulations are done on a
27/16 periodic sector, whereas practical turbomachinery configurations usually do not have such periodicity, thus requiring
simulations on the whole 360° machine. In this case, an additional factor 16 in gain can thus be estimated, suggesting a gain
of almost two orders of magnitude. Since the present mesh does not allow multigrid computation, it is also possible to expect
a gain even higher as multigrid is a very efficient convergence-acceleration technique for steady computations. This leaves
room for further improvements in CPU time reduction.

6. Conclusion

Classical time integration schemes for the Navier-Stokes equations are based on the hyperbolic nature of the problem:
the state at a given time step is deduced from the previous one. For periodic flows, this approach is not well suited, as past
and future do not have the same meaning. The harmonic balance approach relies on direct and inverse Fourier transforms to
turn the time-marching problem into the coupled resolution of several mathematically steady problems representing snap-
shots of the unsteady solution. When unsteadiness is related to a single (main) frequency and its harmonics, Fourier analysis
leads to a natural choice for time instants: they are evenly spaced over the period. In this case, the mathematical problem is
numerically well-posed, which means that the conditioning of the operators ensures that the technique converges.

When several arbitrary frequencies are considered, as in multi-stage turbomachines, the HB approach can be theoretically
extended, if (and only if) time instants are chosen such that the transformation matrix remains invertible. In the available
literature, two approaches based on evenly spaced instants over the shortest period of interest are used: either 2N + 1 or



3N + 1 time samples are considered for N frequencies. Oversampling is left away for its higher computational cost and uni-
form sampling can lead to stability issues. As a consequence, the choice of the time sampling remains a key point.

In this paper, a non-uniform time-sampling approach has been proposed for the time-domain multiple-frequency har-
monic balance method. Such an approach is particularly efficient for multiple-harmonics problems where the frequencies
are widely separated, thus extending the application range of the method.

It is first demonstrated that the time sampling has a major effect on the stability of the method, due to the condition num-
ber of the Fourier transform matrix. To tackle this issue, two algorithms have been derived to find appropriate non-uniform
sampling: the APFT algorithm improves the Fourier matrix orthogonality in order to reduce its condition number, while the
OPT algorithm directly minimizes the condition number thanks to a gradient-based optimization method.

A channel flow test case with oscillating outlet pressure is then used to demonstrate the ability of the proposed algo-
rithms to accurately capture a flow driven by two coprime frequencies, thus alleviating the stability issues that can arise
even for such a simple problem.

Finally, the flow in a multi-stage axial compressor is computed to prove the maturity of the method. It is shown that non-
linear flows can be modeled to engineering accuracy with only four frequencies. This conclusion holds for subsonic flows:
when shocks are present, previous studies with the proposed approach have shown that accurate and cost-effective solu-
tions can still be obtained, but at the expense of an increased number of harmonic [4]. In the present case, the HB method
is about 70 times faster than a classical time-marching computation over the whole annulus, thanks to the efficient spectral-
integration scheme and to the generalized phase-lag boundary conditions. The conclusions obtained for the present quasi-2D
case have been extended to 3D geometries without any new assumption [40].

It should be emphasized that the method is still a reduced-order model, as only selected frequencies are computed. In this
respect, a priori computations using only adjacent rows BPFs are presented, showing good agreement with the reference
time-marching solution, which suggests that the HB method can be used in an industrial context. However, full confidence
in the HB solution can only be established by comparison with computations using more frequencies, quite similarly to grid
independence demonstration.

Another point of interest is the shape optimization of industrial turbomachinery to improve their efficiency. Among other
optimization approaches, gradient based optimization techniques using adjoint calculations have become popular for the de-
sign of complex systems parameterized by a large number of design variables since the pioneering work of Jameson [46].
However, both computational cost and technical difficulties can be prohibitive for unsteady flows: the adjoint system has
to be solved in a reverse way and Navier-Stokes solutions have to be stored during the iterative process. These problems
remain for periodic flows with classical time marching integration schemes. With the considered harmonic methods, com-
puting sensitivities is much simpler since the residuals to be derived with respect to the state variables and the mesh nodes
coordinates are similar to RANS equations of which adjoint state is classically computed. As a consequence, the computa-
tional cost for adjoint sensitivities of such flows is affordable and the overall complexity is finally moderate. Duta et al.
[47] have used this technique in the context of aeroelastic turbomachinery design and a wide range of potential applications
for the HB method is now opened.
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