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In this paper, the design of a ‘‘low cost full passive structure’’ of wind turbine system without active

electronic part (power and control) is investigated. The efficiency of such device can be obtained only if

the design parameters are mutually adapted through an optimization design approach. For this purpose,

sizing and simulating models are developed to characterize the behavior and the efficiency of the wind

turbine system. A model simplification approach is presented, allowing the reduction of computational

times and the investigation of multiple Pareto-optimal solutions with a multiobjective genetic algorithm.

Results show that the optimized wind turbine configurations are capable of matching very closely the

behavior of active wind turbine systems which operate at optimal wind powers by using a MPPT control

device.

1. Introduction

Close to high power wind turbines for onshore or offshore

applications, small wind systems represent an interesting target for

applications such as rural electrification and autonomous energy

production networks for water pumping, desalination. Optimizing

energy efficiency generally leads to adapt the load impedance and

consequently the speed of the generator with the wind turbine

operating conditions. Many active structures have been thus

proposed [1–15] to allow tracking the maximum power operation

through corresponding MPPT strategies.

However, for such application frame, the system cost has to be

drasticallyminimized for instance by simplifying the structure with

PM synchronous generator feeding a diode rectifier associated with

a battery bus. For grid connected applications, impedance adapta-

tion can be obtained through the grid inverter as in [13]. In this

paper we propose a very ‘‘low cost structure’’ for remote applica-

tions without active control unit and with a minimum number of

sensors. In fact, for such device a ‘‘natural’’ impedance adaptation

can be achieved with the passive structure by optimizing the

accordance between system parameters [15–18].

The paper is organized as follows. In Section 2, the architecture

of the passive wind turbine system considered in this study is

described and the mechanical behavior of the turbine is given. In

Sections 3 and 4 the sizing models of the wind turbine generator

and of the diode rectifier are developed, considering multiple

viewpoints (geometrical features, thermal and electrical charac-

teristics). Section 5 is dedicated to the models simulating the wind

turbine systems. In particular, a model simplification approach is

presented in order to obtain reduced models with low computa-

tional times and acceptable accuracy. Finally, the multiobjective

optimization of passive wind turbine generators is investigated in

Section 6. The complete optimization process is developed and the

Pareto-optimal configurations obtained for a particular wind cycle

are presented and analyzed considering different standpoints

(wind extraction, energetic behavior, model sensitivity).

2. The small passive wind turbine system

2.1. The wind turbine structure

In order to minimize the system cost and to maximize its reli-

ability, the ‘‘full passive’’ architecture of Fig. 1 is put forward. This

structure is mainly dedicated to small scale wind turbines, partic-

ularly for remote systems. A battery bank is then associated to

a passive diode rectifier to allow an autonomous system operation.

A minimum number of sensors and no control unit is required in

this ‘‘low cost’’ structure.

The main drawback of this structure is its poor energetic effi-

ciency. However, it will be shown in the following sections, that it

can be clearly improved if some design parameters are properly

chosen, through an integrated optimal design approach similar to

that presented in [17,19,26].
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2.2. The wind turbine model

A Savonius vertical axis wind turbine of radius R¼ 0.5 m and

height H¼ 2 m is considered as case study (see Fig. 2).

It has to be noticed that the proposed structure and the corre-

sponding design process could be applied for any vertical or hori-

zontal axis turbines. However, due to its bell shape power

coefficient (Cp(l)), the Savonius turbine requires to conveniently

adapt the shaft speed with respect to wind levels. Thus, it is

certainly a good application to present the efficiency of the opti-

mization based design of the passive structure. In this particular

case study, the power coefficient (Cp) is defined by the following

empirical relation:

Cp ¼ ÿ0:1299l
3 ÿ 0:1168l

2 þ 0:4540l (1)

where l is the tip speed ratio, depending on the turbine rotational

speed U and the wind speed VW.

l ¼ RU

VW
(2)

The associated wind turbine power is defined as [20]:

PWT ¼ 1

2
CprAV

3
W (3)

where r denotes the air density (rw 1.2 kgmÿ3) and A represents

the swept rotor area. It is noticed that the wind power is maximum

when the power coefficient is maximum (Cp*z 0.22), i.e. for the

optimal tip speed ratio (l*z 0.82). For various wind speed values,

the rotor speed should be adapted to operate close to the optimal

tip speed ratio.

Nomenclature

Wind turbine variables

Cp wind turbine power coefficient

U wind turbine rotational speed

TWT wind turbine torque

l tip speed ratio

A swept rotor area

JWT wind turbine inertia

TWT wind turbine damping coefficient

VW wind speed

PMSG geometric variables

Rrl radius length ratio

rs bore radius

lr machine length

p number of pole pairs

g air gap

lm magnet thickness

wm magnet width

ws slot width

ds slot depth

wT teeth width

dy yoke thickness

Rdr slot depth bore radius ratio

Nspp number of slots per pole per phase

Ncs number of conductors per slot

Kr slot filling coefficient

K1b winding factor

Vi volume of an element i

Mi mass of an element i

ri mass density of an element i

PMSG electromagnetic and electromechanical variables

Ub base speed

Tb base torque

Pb base power

Vb base voltage

Ub base speed

ub electrical pulsation at the base point

u electrical pulsation

Tem electromagnetic torque

Js current density

By yoke induction

B1g airgap induction

am electrical half pole width

Kc Carter coefficient

mr magnet permeability

Br magnet remanent induction

Ll leakage inductance

Lm main inductance

Ls stator inductance

Fs stator flux

Rs stator resistance

Is stator current

Vs stator voltage

PJ Joule loss

PEddy eddy current loss

PHyst hysteresis loss

PMSG thermal variables

ri equivalent radius of a component i

Ri thermal resistance of a component i

Ci thermal capacity of a component i

li thermal conductivity of a component i

hi heat transfer coefficient of a component i

Ti temperature of a component i

Diode rectifier variables

Rd diode resistance

ud diode voltage drop

id diode current

Pcond conduction loss

RTH_RAD radiator thermal resistance

Mrad radiator mass

Generator
Diode

rectifier

Battery

DC bus
Turbine

PMSG

Fig. 1. The ‘‘full passive’’ structure of the wind turbine system.



The corresponding wind turbine torque TWT can thus be

expressed:

TWT ¼ aU2 þ bUþ c (4)

where

8
>>>>>>><

>>>>>>>:

a ¼ ÿ1

2
rA� 0:130R3

b ¼ 1

2
rA� 0:117R2VWU

c ¼ 1

2
rA� 0:454RV2

W

(5)

The dynamic model of the turbine can be represented by:

Tem ¼ TWT ÿ JWT
dU

dt
ÿ FWTU (6)

where the wind turbine inertia and the damping coefficient are,

respectively, JWT¼ 16 kgm2 and FWT¼ 0.06 Nm s/radU is the

mechanical shaft speed and Tem denotes the electromagnetic tor-

que of the generator.

3. The sizing model of the permanent magnet

synchronous generator

The sizing model of the permanent magnet synchronous

generator (PMSG) has been developed in [19,21]. It depends on

geometrical characteristics (number of pole pairs p, number of slots

per pole per phase Nspp, radius/length ratio Rrl¼ rs/lr) as well as

electromechanical features (current density Js, yoke induction bBy,

base speed Ub and corresponding power at the base point Pb).

3.1. The PMSG geometric model

3.1.1. Calculation of geometrical characteristics

The geometrical characteristics of the generator are shown in

Fig. 3.

The bore radius rs is related to the fundamental value of the air

gap magnetic flux density (B1g) and the slot depth/bore radius ratio

Rdr (Rdr¼ ds/rs) as follows:

rs ¼
 
TbRrl

1

JsKrB1gRdrp

!1
4

(7)

where Kr is the slot filling coefficient. B1g is computed from the

magnet properties (relative permeability mr¼ 1.05 and remanent

induction Br¼ 1.1 T for NdFeB magnet) and from the electrical half

pole width am:

B1g ¼ 4

p
Br

lm=g0

mr þ ðlm=g0Þ sinðamÞ (8)

where lm/g
0 represents the ratio between the magnet thickness and

the air gap corrected by the carter coefficient. In these two equa-

tions, the unknown variables are set to typical values, i.e. Rdr¼ 0.25,

Kr¼ 0.5, amz 1.31 (i.e. 75�) and lm/g
0 ¼ 3.5 while the Carter coef-

ficient is set to 1.05.

The magnet width wm can be deduced from:

wm ¼ rsam
p

(9)

The generator air gap g is calculated from the empirical relation:

g ¼ 0:001þ 0:003rs=
ffiffiffiffiffiffi
Rrl

p
(10)

H

R

A ≈ 2R ⋅ H
0.00

0.05

0.10

0.15
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0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Cp

λ

Fig. 2. The Savonius wind turbine with its corresponding power coefficient.
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Fig. 3. The geometrical characteristics of the PMSG.



Tooth and slot widths are then obtained from the bore radius

and the number of slots per pole per phase Nspp:

wS ¼ wT ¼ prs
6pNspp

(11)

and the slot depth dS is given by:

dS ¼ Rdrrs (12)

Finally, the yoke thickness is obtained as follows:

dy ¼ rs
p

am
bBg

bBy

(13)

where the maximum magnetic flux density in the air gap is eval-

uated from the following relation:

bBg ¼ Br
lm=g0

mr þ lm=g0
(14)

3.1.2. Calculation of generator volumes and masses

The generator masses are obtained from the volume of each

constitutive element and from the correspondingmass density. The

rotor volume Vrotor can be approximated as:

Vrotor ¼ plr
�
r2rotor ÿ

ÿ
rrotor ÿ dy

�
2
�

(15)

where rrotor¼ rsÿ gÿ lm and dR¼ dy. The corresponding mass is

given by:

Mrotor ¼ Vrotorriron (16)

The stator volume Vstator is composed of yoke and teeth volumes

Vstator ¼ Vteeth þ Vyoke (17)

which can be approximated as follows:

(
Vyoke ¼ 2plrdyðrs þ dS þ dy=2

�

Vteeth ¼ plrdSðrs þ dS=2Þ
(18)

The corresponding mass is

Mstator ¼ Vstatorriron (19)

The total iron mass in the generator can be expressed by

summing stator and rotor iron masses

Miron ¼ Mstator þMrotor (20)

Similarly, the magnet volume is given by:

Vmagnet ¼ 2amlr
�
ðrs ÿ gÞ2ÿr 2

rotor

�
(21)

and the corresponding mass by:

Mmagnet ¼ rmagnetVmagnet (22)

with rmagnet¼ 7400 kgmÿ3.

Finally, the copper mass is deduced from the copper volumes in

the slots and in the winding heads

(
Vslot
copper ¼ plrKrdSðrS þ dS=2Þ

Vhead
copper ¼ 6pðrs þ dS=2ÞdSwSKrNspp

(23)

which implies

Mcopper ¼ rcopper

�
Vhead
copper þ Vslot

copper

�
(24)

The total mass of the generator is then approximated by

summing the masses related to each component:

Mmotor ¼ Miron þMcopper þMmagnet (25)

3.2. The PMSG electric model

3.2.1. Calculation of the electromagnetic parameters

Electromagnetic parameters of the generator are computed

from the previous geometric variables. In particular, leakage

inductances Ll are obtained from [22] by considering a trapezoidal

slot as shown in Fig. 3

Ll ¼ 2m0lrpNspplsN
2
cs (26)

where Ncs denotes the number of conductors per slot and where

the ls coefficient depends on the slot geometrical characteristics

(27) and (28).

lS ¼ 2h1
3ðb1 þ b3Þ

þ 2h2
b2 þ b3

þ h3
b2

(27)

with

8
>>>>>><

>>>>>>:

h1 ¼ 8dSKr=7
h2 ¼ wS=8
h3 ¼ 0:02rs
b1 ¼ wS

b2 ¼ wS=2
b3 ¼ 3wS=4

(28)

The main inductance Lm can be expressed as:

Lm ¼ 4m0rslr
pðKcg þ lm=mrÞ

N2
sppK

2
1bN

2
cs (29)

where the winding factor K1b is given by the following relation:

K1b ¼ sinðp=6Þ
Nsppsin

ÿ
p=6Nspp

� (30)

The corresponding stator inductance Ls is defined as follows:

Ls ¼ 3

2
Lm þ Ll (31)

It can be noted that these inductance values can also be computed

from the generator geometric features with the Finite Element

Method [17,18] for a better accuracy.

The magnetic flux Fs and the stator resistance Rs are defined as

follows:

Fs ¼ 2K1bNsppB1grslrNcs (32)

Rs ¼ 12rcopper

�
lr þ

pðrs þ 0:5dSÞ
p

�
p2N2

spp

prsdSKr
N2
cs (33)

Finally, the generator current Is can be obtained from the current

density Js:

Is ¼ JsdsKrprs
6pNsppNcs

(34)

To compute all parameters of the generator, the number of

conductors Ncs in one slot has to be determined. It should be

designed in order to fulfil the operating conditions at the base

point. The permanent magnet machine must be able to provide the

base torque Tm¼ Tb under the supply voltage Vm¼ Vb at the elec-

trical pulsation u¼ub. By settingNcs¼ 1 in Eqs. (26), (29), (32), (33)



and (34) circuit variables Ll1, Lm1, Ls1, Fs1 Rs1 and Is1 can be obtained

for one conductor per slot:

8
>>>>>>><

>>>>>>>:

Ll ¼ N2
csLl1

Lm ¼ N2
csLm1

Ls ¼ N2
csLs1

Fs ¼ NcsFs1

Rs ¼ N2
csRs1

Is ¼ Is1=Ncs

(35)

By considering the electrical diagram of the generator (see Fig. 4),

operating at the base point (Tb, ub), the number of conductors in

one slot can be obtained by solving (36):

N2
cs ÿ

2VbRs1Is1

ðFs1ubÞ2ÿ
h
R2s1 þ ðLs1ubÞ2

i
I2s1

Ncs

ÿ
V2
b

ðFs1ubÞ2ÿ
h
R2s1 þ ðLs1ubÞ2

i
I2s1

¼ 0 ð36Þ

Thanks to the calculation of the circuit parameters (Rs, Ls, Fs),

a circuit (a,bc) 3-phase model can be derived. This latter model will

be considered as the ‘‘reference model’’ of the generator.

3.2.2. Calculation of the generator losses

Iron losses in the generator are divided into hysteresis (PHyst)

and eddy current losses (PEddy) in the stator parts (i.e. yoke and

teeth). Iron losses in the yoke are computed as follows [23]:

8
<

:
PyokeHyst ¼ Vyoke

2KH

p
B
h2

yu

Pyoke
Eddy

¼ Vyoke
4ap
p2Kp

B
h2

yu
2

(37)

where the filling coefficient Kp equals 0.833 and KH and ap are

empirical factors depending on the material (typically KH¼ 52 and

ap¼ 0.06 for FeSi 3%). Similarly, iron losses in the teeth can be

deduced by the following relation

(
PteethHyst ¼ Vteeth

2KH
p

B
h 2

teeth
u

PteethEddy ¼ Vteeth
12apNspp

p2 B
h 2

teeth
u2

(38)

with

B
h

teeth ¼
bBg

0:5þ ðdS=3rsÞ
(39)

Global iron losses in the generator are then obtained by

summing all hysteresis and eddy current losses:

Piron ¼ PyokeHyst þ Pyoke
Eddy

þ PteethHyst þ PteethEddy (40)

Finally, Joule losses Pj can be classically computed as follows:

Pj ¼ 3RsI
2
s (41)

3.3. The PMSG thermal model

An additional circuit model simulates the thermal behavior of all

generator constitutive elements (slot copper, slot insulation, stator

yoke) with respect to their thermal characteristics (thermal resis-

tance and capacity of the corresponding elements) and regarding

external conditions (i.e. the surrounding temperature). This model

is coupledwith electromagnetic phenomena through iron and Joule

losses (see Fig. 5). The expressions of thermal resistances and

capacities are not given in the paper but can be found in [18,19].

4. The sizing model of the diode rectifier

A 36MT120 is considered for the diode rectifier. Power losses in

the diode rectifier result from conduction losses that can be

expressed as:

Pcond ¼ 2
�
udid þ Rdi

2
d

�
(42)

where ud is the diode voltage drop and Rd represents the diode

internal resistance (typically Rd¼ 3.4 mU and ud¼ 0.8 V). It should

be noted that switching losses are neglected. A thermal model of

the rectifier based on a classical state-circuit representation allows

us to size the thermal resistance of the radiator RTH_RAD in order to

operate at nominal conditions (i.e. at the generator base point)

below the semiconductor temperature limit (typically Tjmax 125
�C

or 398 K). This model is represented in Fig. 6.

By considering that thermal circuit at steady state, the value of

the radiator thermal resistance can be deduced as:

RTH RAD ¼ DT

Pcond
ÿ ðRTH1 þ RTH2Þ (43)

11 sbscs ILN

bV
11 sscs IRN

bscsN 1

Fig. 4. The electrical diagram of the generator at the base point.
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Piron
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Ryo

iron

Ambiant
air

Stator yoke
Slot

insulationSlot copper

Fig. 5. The thermal model of the generator.



where DT¼ Tjmaxÿ Tambiant (typically Tambiant¼ 25 �C, i.e. 298 K)

and with RTH1¼1.35 KWÿ1 and RTH2¼ 0.2 KWÿ1 for the 36MT120

diode rectifier. Then, the radiator length is obtained from the

thermal resistance by interpolating manufacturer’s data. We

consider three different extrusion profiles of the manufacturer

AAVID THERMALLOY for a thermal resistance variation in the

range: 0.5 KWÿ1� RTH_RAD� 12 KWÿ1.

Finally, the rectifier mass is approximated by the radiator mass

Mrad evaluated from the corresponding length and themass density

per unit length.

5. Model simplification of the passive wind turbine system

5.1. The reference model

A ‘‘reference model’’ has firstly been proposed in order to vali-

date the temporal system simulation [18]. This model associates

a complete (a,b,c) circuitmodel of the generator with a diode bridge

rectifier including ideal switches but taking into account the diode

overlapping during switching intervals. Since the computational

cost associated with the reference model is really too high impor-

tant in the framework of system optimization, surrogate models

have been developed in order to reduce computational times.

5.2. The equivalent DC model

A first simplified causal model has been developed where the

synchronous generatorwith the diode bridge association is replaced

with an energetically equivalent DC model valid in average value

[17,18]. The synoptic of this model is given in Fig. 7. The causality is

symbolized by arrows specifying which physical variables (ener-

getic efforts or flows) are applied to each part of the system. The

correspondence between AC (rms) values and DC ones, in the

synchronous generator circuit model (see Fig. 8) is given in Table 1.

The electromechanical conversion is represented by:

�
Tem ¼ pFDCI

0
sDC

EsDC ¼ pFDCU
(44)

where p is the pole pair number of the generator. The armature

reaction in the generator is modelled with a voltage drop without

power losses:

8
><

>:
E0sDC ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2sDC ÿ ðLDCuIsDCÞ2

q

I0sDC ¼ E0sDCIsDC=EsDC
(45)

where u is the electric angular pulsation associated with the rotor.

The transient electric mode leads to a DC current in the generator

defined as:

LDC
dIsDC
dt

þ RDCIsDC ¼ E0sDC ÿ EDC (46)

Junction RadiatorModule

jT ambiantTTH_RADTH2 RR +

C

Ambiant
air

C

RTH1

TH1

Tc

Pcond TH2

Fig. 6. The thermal model of the diode rectifier.

Reaction
EsDC

IsDC

EDC

IsDC

UDC

IDC

’Electromechnanic 
Conversion

Voltage Source
Reaction
Armature
Reaction

Voltage Drop
Tem

EsDC

IsDC

EsDC

IsDC

Transient 
Electric Mode
Power Loss

EDC

IsDC

UDC

IDC

’ Commutation Interval
in the Diode Rectifier

’ Voltage Drop

Fig. 7. The causal synoptic of the equivalent DC model.

Es Es’

Ls Rs

Vs

Is

Es’

Fig. 8. The synchronous generator equivalent circuit.

Table 1

Correspondence between synchronous generator circuit and equivalent DC model.

Variable Synchronous generator Equivalent DC-model

Voltage Vs UDC ¼ 3
ffiffiffi
6

p

p
Vs

Current Is
IDC ¼

ffiffiffi
6

p

p
Is

Flux Fs
FDC ¼ 3

ffiffiffi
6

p

p
Fs

Inductance Ls
LDC ¼ 3

 ffiffiffi
6

p

p

!2

Ls

Resistance Rs
RDC ¼ 3

 ffiffiffi
6

p

p

!2

Rs

Electromotive force Es
EsDC ¼ 3

ffiffiffi
6

p

p
Es



Finally, the diode overlapping during the commutation interval

is represented by a power conservative voltage drop:

�
EDC ¼ UDC þ RempIDC
IDC ¼ EDCIsDC=UDC

(47)

with

Remp ¼ 3

p
Lsu (48)

5.3. The mixed-reduced model

When only the energetic system behavior is concerned, the

electrical mode effect can be neglected and a further model

reduction can be achieved. We have proposed the ‘‘mixed-reduced

model’’ in which we only simulates the mechanical and thermal

modes of the system, the whole electrical parts being analytically

derived by merging the armature reactionwith the Joule effect (see

Fig. 9). This can be done by combining Eqs. (46) and (47) which

gives:

I2sDCþ
2UDC

ÿ
RempþRDC

�

ðLDCuÞ2þ
ÿ
RempþRDC

�2 IsDCþ
U2
DCÿE2sDC

ðLDCuÞ2þ
ÿ
RempþRDC

�2 ¼ 0

(49)

DC current in the generator can be obtained by solving this

equation.

5.4. Validation and comparison of the wind turbine models

To compare and validate the wind turbine models, we consider

a ‘‘reference generator’’ similar to that used in our lab in earlier

studies [15]. The design variables associated with this generator

have been obtained from its electrical and geometrical features by

inverting the sizing model of Section 3 (see Table 2).

The electromechanical behavior of the passive wind turbine

system is evaluated with the different models considering the

reference generator and the typical wind cycle [17], approximated

by the following empiric relation:

VWðtÞ ¼ 10þ0:2sinð0:105tÞþ2sinð0:367tÞþ sinð1:293tÞ
þ0:2sinð3:665tÞ (50)

In particular the electromagnetic torque and the rotational speed of

the generator, simulated with each model on this typical wind

cycle, are displayed in Figs. 10 and 11. Although instantaneous

values differ, it can be noted that differences are not significant and

that average values are close for all models.

In Table 3 we also indicate the average values of the powers in

each part of the system during the wind cycle (see Fig. 12). Iron and

Joule losses in the PMSG are calculated from Eqs. (40) and (41).

Conduction losses in the diode rectifier are computed according to

Eq. (43). Mechanical losses in the turbine Pmec are expressed as

follows:

Pmec ¼ FWTU
2 (51)

It can be seen from Table 3 that the energetic behavior (i.e. powers

and losses) of the wind turbine system is similar for all models.

Note also that the system efficiency is not good without any MPPT

control system, which justifies the passive wind turbine generator

optimization.
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IsDC
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IDC

Electromechnanic
Conversion

Voltage Source
Tem

Armature Reaction +
Joule Effect
Voltage Drop

Commutation Interval
in the Diode Rectifier

Voltage Drop

Fig. 9. The causal synoptic of the mixed-reduced model.
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Fig. 10. Electromagnetic torque of the PMSG with the typical wind cycle considered.

Table 2

The characteristics of the reference generator.

Design variables associated with the reference generator Value

Base power Pb 600W

Base speed Ub 16 rad sÿ1

Base voltage Vb 54 V

Number of pole pairs p 17

Number of slots per pole per phase Nspp 1

Radius/length ratio Rrl 0.8

Current density Js 1.9 Ammÿ2

Yoke induction 1.6 T
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Fig. 11. Rotational speed of the PMSG with the typical wind cycle considered.



Table 4 summarizes the step size used for all models in the ODEs

and the corresponding CPU time required for simulating the wind

cycle (i.e. 2 min of wind) on a standard PC computer. The CPU time

of the most accurate model (i.e. the reference model) is really too

high to simulate wind cycles with high durations or in an optimi-

zation context where the wind cycle has to be simulated many

times. The best CPU time, obtained with the mixed-reduced model,

is about 7000 times lower than that of the reference model! With

an equivalent accuracy, this demonstrates the interest of the model

simplification approach developed in the previous section.

6. Multiobjective optimization of the passive wind turbine

In this section, the optimization of the passive wind turbine

system is carried out using a multiobjective genetic algorithm.

6.1. Design variables, constraints and objectives

The design variables considered for the wind turbine optimi-

zation and their associated bounds are shown in Table 5. Six vari-

ables are continuous (i.e. Rrl, Pb, Ub, Vb, By, and Js) and two are

discrete (i.e. p and Nspp). Two conflicting objectives have to be

improved with respect to these variables: the useful power has to

be maximized while minimizing the total embedded mass of the

system.

When varying the design variables in their corresponding range,

five constraints have to be fulfilled to ensure the system feasibility.

The first two constraints (g1 and g2) concern the number Ncs of

copper windings per slot. This number has to be higher than one

and bounded by the slot section in relation to the minimum

winding section Swinding (this last is set to 0.5 mm2).

g1 ¼ 1ÿ Ncs � 0 (52)

g2 ¼ Swinding ÿ
dSwSKr

Ncs
� 0 (53)

The third constraint (g3) prevents magnet demagnetization:

g3 ¼ bBS ÿ bBg ÿ BD � 0 (54)

where themagnet demagnetization induction limit BD isÿ0.2 Tand

the stator induction is defined as follows:

bBS ¼ 3m0NsppNcsIs
Kcg þ lm=mr

(55)

An additional constraint (g4) verifies that the temperature of the

copper windings (Tcopper) does not exceed the critical limit of

insulators (typically Tcopper_max¼ 160 �C or 433 K) during a wind

cycle:

g4 ¼ Tcopper ÿ Tcopper max � 0 (56)

where Tcopper is evaluated according to the thermal model

described in Section 3.3.

Finally, the last constraint (g5) ensures that the temperature on

the semiconductor junctions in the diode rectifier stays below the

technological limit (typically Tj_max¼ 125 �C, i.e. 398 K) during

a wind cycle:

g5 ¼ Tj ÿ Tj max � 0 (57)

where the temperature on the semiconductor junction is calculated

according to the thermal model of Fig. 6, from the conduction losses

during the wind cycle.

It can be noted that the first two constraints are evaluated before

simulating the wind cycle. If one of these constraints is not fulfilled,

the next constraints take the maximum penalty value (i.e.

g3;4;5/N ‘‘death penalty’’). On the other hand, if the first two

constraints are fulfilled, the wind turbine system is simulated and

the next constraints are evaluated during the wind cycle. Thus,

three ‘‘cumulative’’ constraints G1,2,3 associated with g1,2,3 are

defined as follows:

G3;4;5 ¼
X

k

max
ÿ
0; g3;4;5ðkÞ

�
(58)

where k denotes the set of points defining the wind cycle.

6.2. The optimization process

The non-dominated sorting genetic algorithm (NSGA-II) [24] is

applied for the optimization of the ‘‘full passive’’ wind turbine

generator. The NSGA-II is coupled with the sizing and simulating

models presented in the previous sections. The most accurate

model, which can be used in an optimization process where

multiple simulations are performed, is employed for simulating the

Table 3

Average powers and losses in the passive wind turbine system during thewind cycle

for all models of the wind turbine system.

Reference

model

Equivalent

DC model

Mixed-reduced

model

Wind turbine power PWT [W] 241.0 240.9 240.6

Mechanical losses Pmec [W] 7.0 7.0 7.0

PSMG power Pem [W] 234.3 233.8 233.6

Iron losses Piron [W] 41.1 44.0 43.9

Joule losses Pj [W] 23.8 20.4 20.3

Conduction losses Pcond [W] 6.2 6.2 6.5

Useful power Pu [W] 163.3 163.2 163.0

Wind cycle
Maximum 
Wind Power

Pwind

RectifierWind Turbine

GSAPPMSG
Extracted

Wind Power

PWT

Electromagnetic
Power
Pem

Pmec Pj Piron Pcond

Useful
Power

Pu

Fig. 12. Power assessment in the passive wind system.

Table 4

Step size used in ODEs and corresponding CPU time required to simulate the wind

cycle for all models of the wind turbine system.

Reference

model

Equivalent

DC model

Mixed-reduced

model

Step size in ODEs [ms] 0.05 1.35 100

CPU time [s] 660 9.8 0.1



wind turbine behavior. We choose the equivalent DC model since

its CPU time is still acceptable for a large number of simulations. For

each candidate solution investigated by the multiobjective genetic

algorithm, objectives and constraints are evaluated considering the

wind cycle defined in Section 5.4.

Note that other wind cycles synthesized from wind statistics

have also been used for this optimisation process as presented in

[26].

To take into account the design constraints in the NSGA-II, the

Pareto-dominance rule is modified as follows:

- if two individuals are non-feasible, the Pareto-dominance

relative to these individuals is applied in the constraint space.

- if two individuals are feasible, the Pareto-dominance relative to

these individuals is applied in the objective space.

- if one individual is feasible and the other is non-feasible, the

feasible individual dominates the non-feasible individual.

In this manner, Pareto ranking tournaments between individ-

uals include the constraint as well as the objective minimization.

Note that in the case of the NSGA-II, for non-feasible individuals

belonging to a given front in the constraint space, the computation

of the I-distance density estimator is carried out in relation to all

constraints [19]. In this way, niching will occur in the two different

spaces (i.e. constraint and objective spaces) and diversity will be

preserved to avoid premature convergence.
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Fig. 13. Pareto-optimal configurations of the passive wind turbine system.

Table 6

Design variables of the four particular solutions of Fig. 13b.

Design variable Solution 1 Solution 2 Solution 3 Solution 4

By (T) 1.9 1.9 1.2 1.2

Js (A/mm2) 5.0 5.0 3.2 2.3

Nepp 5 5 5 5

p 7 5 3 2

Pb (W) 525.8 557.0 674.7 747.4

Rrl 1.05 0.81 0.64 0.68

Vb (V) 75.8 76.8 100.6 118.6

Ub (rad/s) 18.0 17.6 17.0 16.7

Table 5

Design variable bounds.

Design variable Nature Bounds

Base voltage [V] Continuous Vb˛ [1, 200]

Radius/length ratio Continuous Rrl˛ [0.1, 10]

Number of pole pairs Discrete p˛ {1, ., 60}

Current density [Ammÿ2] Continuous Js˛ [0.5, 10]

Base power [W] Continuous Pb˛ [1, 700]

Base speed [rad sÿ1] Continuous Ub˛ [3, 32]

Yoke induction [T] Continuous By˛ [1.2, 1.9]

Number of slots per pole per phase Discrete Nspp˛ {1, ., 6}



Five independent runs are performed to take into account the

stochastic nature of the NSGA-II. The population size and the

number of non-dominated individuals in the archive are set to 100

and the number of generations is G¼ 200. Mutation and recombi-

nation operators are similar to those presented in [25]. They are

used with a crossover probability of 1, a mutation rate on design

variables of 1/m (m is the total number of design variables in the

problem) and a mutation probability of 5% for the X-gene param-

eter used in the self-adaptive recombination scheme.

6.3. The optimization results

The best trade-offs determined from the five independent runs

are displayed in Fig. 13. The global Pareto-optimal front is obtained

bymerging all fronts associatedwith these runs. The characteristics

of four typical solutions of the Pareto-front and of the ‘‘reference’’

system (the corresponding design variables of these solutions are

mentioned in Table 6) are represented in this figure. It should be

noted that the ‘‘reference’’ generator is able to operate at optimal

wind powers when it is associated with a MPPT control device but

presents a ‘‘poor’’ efficiency if the MPPT is suppressed. As shown in

Fig.13(a), the useful power is strongly reduced in this case. Thewind

turbine optimization considerably improves both objectives. As can

be seen in Fig. 13(c), these passive optimized solutions can match

veryclosely thebehaviorof activewind turbine systemsoperating at

optimal wind powers by using a MPPT control device. Some Pareto-

optimal solutions are slightly better than the initial configuration of

the generator with a MPPT control device which still presents the

best wind power extraction (see Table 7). However, it can be seen

from this table that losses in the system are considerably reduced

through the global optimization process, which explains the good

efficiency of passive wind turbine configurations.

6.4. The model sensitivity analysis

� Comparison with the reference model

To analyse the model sensitivity related to optimization

results, we simulate the Pareto-optimal configurations

obtained in the previous section with the reference model. In

this case, the values of the PMSG inductances used in the

reference model are those obtained with the Finite Element

Method (FEM) [17]. It can be seen from Fig. 14 that the

differences between the most accurate wind turbine model

(FEM sizingþ reference model simulation) and the equivalent

DC model with analytical sizing are rather small.

� Comparison with the mixed-reduced model

The same approach was applied to optimize passive wind

turbine configurations using the previous optimizationprocess

and the mixed-reduced model (instead of the equivalent DC

model). Five NSGA-II runs were performed with the control

parameters of Section 6.2. The results obtainedwith themixed-

reduced and the equivalent DC models were quite identical.

Thus, the fastest simulating model (i.e. the Mixed-reduced

model) can be used for optimizing passive wind turbine

systems in relation to wind cycles with higher durations [26]

(more than 200 min of wind) without loosing accuracy.

7. Conclusions

In this paper, a ‘‘low cost full passive structure’’ of awind turbine

system has been proposed. It has been put forward that an efficient

operation of such a device can be obtained only if the design

parameters are conveniently and mutually set from a system

viewpoint. For that purpose, several sizing and simulatingmodels of

the passive wind turbine system have been developed. The simpli-

fied model approach leads to a large reduction of computational

time which allows the investigation of multiple system configura-

tions through a multiobjective optimization process. In particular,

the energetic efficiency has been maximized while the total

embedded mass have been minimized, leading to Pareto-optimal
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Fig. 14. Differences between the reference model and the equivalent DC model for Pareto-optimal configurations.

Table 7

Average powers and losses of four passive optimized wind turbine solutions

compared with the initial configuration used with or without a MPPT device.

System

power

and losses

Initial

configuration

without MPPT

Initial

configuration

with MPPT

1 2 3 4

PWT [W] 136.9 284.6 281.1 282.3 282.1 281.5

Pmec [W] 1.6 16.3 18.9 17.9 16.2 15.3

Pem [W] 135.3 268.3 262.2 264.4 265.9 266.2

Piron [W] 9.9 37.3 21.8 13.7 10.3 9.1

Pj [W] 28.5 11.6 13.4 14.5 8.6 6.8

Pcond [W] 7.6 4.6 3.4 3.3 2.6 2.2

Pu [W] 89.3 214.8 223.6 232.9 244.4 248.1



solutions. The results show that the optimized configurations of the

passive wind turbine generators are able to match very closely the

behavior of active wind turbine systems which operate at optimal

wind powers by using a MPPT control device.
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