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Robust design of a passive wind
turbine system
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Abstract

Purpose – The effectiveness of full passive wind turbine (WT) systems has been recently
demonstrated. Such low cost and reliable structures without active control and with a minimum
number of sensors can be efficient only if the system design parameters are mutually adapted through
an integrated optimal design approach. The purpose of this paper is to analyze the effectiveness of
a passive WT with regard to the variations of PMSG electrical parameters.

Design/methodology/approach – This work is more specifically devoted to the sensitivity
analysis of a passive WT system according to the electrical variable variations of a Permanent Magnet
Synchronous Generator (PMSG). It also investigates the interest of a robust design approach for
reducing the sensitivity of the WT efficiency to the most influencing variables.

Findings – It is shown that efficiency of the passive WT system is rather sensitive to the variation of
the stator flux and DC voltage at the system output.

Originality/value – A robust design approach is investigated in order to reduce the passive WT
sensitivity to the stator flux and DC voltage variations.

Keywords Wind power, Turbines, Optimum design, Integrated optimal design,
Multiobjective optimization, Robust design, Sensitivity analysis, Wind turbine

Paper type Research paper

1. Introduction
The effectiveness of full passive wind turbine (WT) system without active control unit
(Figure 1) has been recently shown in Abdelli et al. (2007), Matt et al. (2008), Sareni et al.
(2009) and Tran et al. (2010). For such device, a “natural” impedance adaptation can be
achieved with the passive structure by optimizing the accordance between system
parameters using an integrated optimal design (IOD) approach based on multiobjective
genetic algorithms. The resulting optimization problem consists in maximizing the
wind power extraction and minimizing the global system losses for a given wind speed
profile while reducing the weight of the WT generator. This approach has been
successfully applied in simulation for a 300W Savonius WT (Abdelli et al., 2007) and
experimentally verified on a 1,500W three-bladed WT (Tran et al., 2010). This paper is
devoted more specifically to the sensitivity analysis of the passive WT system. It has
been shown that the system efficiency, particularly the quality of the wind power
extraction, strongly depends on the electrical parameters of the permanent magnet
synchronous generator (PMSG). Even if the actual prototype behavior is in accordance
with the design models, it is well known that PMSG electrical variables can vary
according to operating conditions (e.g. temperature, load). Furthermore, some
differences may occur between sizing parameters obtained from the IOD process and
dimensions actually obtained after the prototype building. Therefore, this work aims at
quantifying more carefully the variation of the WT efficiency with regard to some
possible variations of these electrical variables.



The remainder of the paper is organized as follows. Section 2 describes the IOD
process used for optimizing passive WT systems. In Section 3, the main characteristics
of a PMSG prototype devoted to a three-bladed WT are presented. In Section 4,
the sensitivity analysis of this prototype is performed with regard to PMSG electrical
variable variations. A robust design approach is investigated in Section 5 in order to
reduce the sensitivity of the WT system to the most influent factors that can affect the
WT efficiency. Finally, conclusions are drawn in Section 6.

2. IOD of passive WT systems
In earlier studies, the interest of passive WTs has been demonstrated. Such systems
without active control unit and with a minimum of sensors are particularly reliable and
can be efficient only if a good accordance between PMSG parameters and WT features
can be found. To achieve this objective, an IOD process based on multiobjective genetic
algorithms has been developed. It consists in determining the optimal PMSG
characteristics for a particular WT from the best tradeoffs which minimize the total
system mass and maximize the average WT useful power during a reference wind
cycle (Figure 2).

2.1 Model of the WT system
All design and behavioral models of the passive WT have been developed in
Abdelli et al. (2007), Sareni et al. (2009) and Tran et al. (2010):

. Wind model. A typical wind cycle defined in terms of speed harmonic
decomposition is taken for describing the wind speed behavior Vw:

VwðtÞ ¼ 10þ0:2sinð0:1047tÞþ2sinð0:2665tÞþ sinð1:2930tÞþ0:2sinð3:6645tÞ ð1Þ

. WT model. A three-bladed WT of radius Rw is considered in this study.
It provides a wind power Pw defined by:

Pw ¼
1

2
CpðlÞrpR

2
wV

3
w ð2Þ

where r denotes the air density. The Cp power coefficient varies as a function of the tip
speed ratio l ¼ RwVw/Vw. For the Bergey XL.1 three-bladed WT, it can be
interpolated by a seventh order polynomial (Tran et al., 2010):

CpðlÞ ¼
X

7

k¼0

akl
k ð3Þ

Figure 1.
“Fully passive”
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where the interpolation factors are a7 ¼ 23.9 £ 102 8, a6 ¼ 24.2 £ 102 6,
a5 ¼ 2.1 £ 102 4, a4 ¼ 23.1 £ 102 3, a3 ¼ 1.6 £ 102 2, a2 ¼ 21.8 £ 102 2,
a1 ¼ 1.7 £ 1022 and a0 ¼ 21.9 £ 1023.

. PMSG sizing model. An analytical sizing model allows us to extract all electrical
and geometrical parameters from the chosen design variables (these variables
are stated in the following). For reason of complexity and space limitation, this
model is not explained in detail in the paper. We invite readers to refer to
Sareni et al. (2009) and Tran et al. (2010) for more information.

. PMSG-rectifier association. In order to reduce the computing time of temporal
simulation a simplified DC equivalent model (called mixed-reduced model in
Sareni et al. (2009)) has been proposed for representing the PMSG-diode rectifier
association. This model includes the armature reaction in the generator and the
diode overlapping during the commutation interval.

2.2 Design variables
Design variables and their associated bounds are given in Table I. These variables
should be optimized in the IOD process in accordance with the design objectives
defined in the next subsection.

2.3 Design objectives
The first objective OF1 resides in the maximization of the average useful power Pu
during the wind cycle defined in equation (1). This power consists of the wind power
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extracted from the WT Pw reduced from all losses in the system. These losses include
mechanical losses Pm in the turbine, conduction losses Pc in the diode rectifier, iron
losses Pi and Joule losses Pj in the PMSG. For more details about the calculation of
these losses, we invite readers to refer to Sareni et al. (2009):

OF1 ¼ max Puf g ¼ max Pw 2 Pm 2 P j 2 P i 2 Pc

� 	

ð4Þ

It should be noted that maximizing the useful power implies the maximization of the
extracted wind power as well as the minimization of all losses in the system. The
second objective OF2 consists in the minimization of the total system massMtot which
includes the WT mass MWT, the PMSG mass MPMSG and the radiator mass
Mrad associated with the diode rectifier:

OF2 ¼ min M totf g ¼ min MWT þ PPMSG þM radf g ð5Þ

The PMSG mass MPMSG is evaluated from the mass of each component (iron, copper
and magnet) and from the PMSG geometric features (Tran et al., 2010). A constant
value of 34 kg is taken for the WT mass.

2.4 Design constraints
Five constraints are included to ensure the system feasibility with regard to design
variable variations in the IOD process. These constraints concern the number of
conductors per slot (higher than one and limited by the minimal section of winding
conductors), the maximum temperature associated with the copper windings in the
PMSG, the demagnetization limit of the magnets and the maximum temperature in the
semiconductor junctions of the diode rectifier. All details about the calculation of these
constraints and the computation of thermal values in the PMSG and in the diode rectifier
can be found in Sareni et al. (2009).

2.5 NSGA-II tuning
The non-dominated sorting genetic algorithm (NSGA-II) (Deb, 2001) with self-adaptive
recombination (Sareni et al., 2004) is used for the WT optimization. The crossover and
mutation probabilities are pc ¼ 1 and pm ¼ 0.1. The population and archive sizes are
set to 100 and the generation number is G ¼ 600. Five independent runs are made to
take into account of the NSGA-II stochastic feature.

Design variable Nature Bounds

Radius Length Ratio Continuous Rrl [ [0.1, 5]
Slot Depth/Radius Ratio Continuous Rdr [ [0.03, 0.3]
Number of Slots per Pole Per Phase Discrete Nspp [ {1, . . . , 5}
Number of Pole Pairs Discrete p [ {1, . . . , 30}
Current Density (Amm22) Continuous Jc [ [0.5, 4]
Yoke Induction (T) Continuous By [ [1.2, 1.9]
Base Power (W) Continuous Pb [ [300, 3000]
Base Speed (rad. s21) Continuous Vb [ [25, 95]

Table I.
Design variables used

for the passive WT
optimization



3. PMSG prototype for a 1,500W three-bladed WT
A PMSG prototype for a 1,500W three-bladed WT has been obtained from the
previous IOD process (Figure 3). This prototype has been experimentally validated in
Tran et al. (2010).

The efficiency of the passive WT system (especially the wind power extraction)
strongly depends on the electrical parameters of the PMSG, with respect to the WT
power coefficient. Therefore, the values of these parameters issued from the IOD
process are compared in Table II with those of the actual prototype. Even if there is a
good agreement between the prototype and the corresponding design models, it is well
known that these electrical parameters can vary according to the operating conditions
and the WT system environment. Moreover, the DC bus voltage (and consequently the
PMSG stator voltage) also depends on the battery state of charge, varying from 42 to
53V. All variations of these factors canmodify theWT system efficiencywhich justifies
the sensitivity analysis investigated in the next section. We will particularly examine
the influence of the stator flux Fs, the stator resistance Rs, the stator inductance Ls
and the DC voltage VDC on the WT efficiency. It should be noted that the stator flux is
chosen instead of the magnetic flux density because it directly sets the emf value and
can then be easily measured on the actual prototype. Note that we do not investigate the
WT efficiency according to wind conditions. This work has been already done in
Roboam et al. (2008) for a Savonius WT.

4. Sensitivity analysis of the actual optimal prototype
4.1 Sensitivity indices
The sensitivity analysis is carried out using two sensitivity indices which measure the
effect of varying factors on the WT efficiency. The first sensitivity criterion is the
“useful power loss” index defined as follows:

Figure 3.
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DPuðxÞ ¼

PuðxÞ2
V ðxÞ
min Pu

PuðxÞ
ð6Þ

where x denotes the design variables of the actual PMSG prototype, Pu(x) is the useful
power for the variable positioning on x and V(x) is a neighborhood representing the
uncertainty domain associated with the varying factors (Fs, Rs, Ls and VDC).

The second sensitivity index is the target signal-to-noise ratio of Taguchi (Taguchi
et al., 2004) defined as follows:

SNT ¼ 10 log10
mPu

sPu

� �2

ð7Þ

where mPu
denotes the mean of the useful power on the uncertainty domain and sPu

is
the corresponding standard deviation.

The use of these two indices has been preferred to traditional sensitivity function
methods based on derivatives with respect to the varying factor. Such methods,
evaluating the sensitivity in a single point of the uncertainty domain, are exclusively
“local” (Frey and Patil, 2002) and are not able to include multidimensional averaging (i.e.
estimate the effect of a factor while others are varying as well). The useful power loss
index and the target signal-to-noise ratio are better suited, by giving “global” sensitivity
information on the overall neighborhood. Large values of the signal-to-noise ratio and
small values of the useful power loss index indicate a good robustness with regard to the
varying factors.

4.2 Effect of one varying factor
We first analyze the effect of a variation of each factor independently, the other factors
being unchanged at their reference value (i.e. the value of the actual PMSG prototype).
Each varying factor x is submitted to a positive and a negative variation Dx.
The magnitude of the variation is set to 10 percent of the corresponding reference value
(Dx ¼ 10 percent x). Consequently, a 1D neighborhood, defined by the three points x*,
x* 2 Dx and x* þ Dx, is used for the sensitivity indices computation. Table III put
forward the values of the sensitivity indices for each investigated factor. Worst values
of the sensitivity indices are indicated in italics types. It can be seen from this table that
the WT efficiency is not affected by Rs and Ls variations but is sensitive toFs and VDC

deviations from their standard values (respectively 0.21Wb and 48 V). This result is
not surprising since the DC voltage and the stator flux are directly coupled with the
WT rotational speed which conditions the wind power extraction. The effect of each
varying factor on the load characteristic in the wind power – rotational speed plan is
shown in Figure 4. The PMSG and WT characteristics are compared on this figure for
wind speeds varying from 8 to 14m s21. A dashed curve corresponding to an “ideal”

PMSG
Electrical parameter

Stator resistance
Rs

Stator inductance
Ls

Stator flux
Fs

DC voltage
VDC

Signal-to-noise ratio SNT (dB) 39.1 57.7 25.2 35.5
Useful power loss index DPu
(%) 1.1 0.2 8.8 3.3

Table III.
Effect of the PMSG
electrical parameter
variations quantified
with two sensitivity

indices



wind power extraction is also plotted. It should be noted that the PMSG prototype has
been optimized in compliance with the reference wind cycle defined in equation (2)
which approximately varies from 7 to 13m s21. Consequently, the optimal PMSG
characteristic is very close to the ideal wind extraction curve in this wind speed range.
The same conclusions can be drawn from this figure concerning the WT sensitivity to
PMSG electrical parameters. The wind power extraction is particularly sensitive to
Fs and VDC variations but rather robust with regard to Rs and Ls variations.

4.3 Effect of two varying factors
Considering that the DC voltage and the stator flux are themost influent factors, we now
investigate the effect of combined variations of these parameters on the WT efficiency.
For that purpose, a 2D neighborhood consisting in nine different points (including the
reference point no. 1), is taken for the uncertainty domain (Figure 5). The magnitude of
the variations is set to 10 percent of the corresponding reference value. Such combined
modifications of two factors may have cumulative or compensating effects with regard
to the damage of theWTefficiency.Wegive inTable IV the sensitivity indices computed
with this 2D neighborhood. It can be seen from this table that the useful power loss index
is double in comparison with the previous case (i.e. the one varying factor case) which
indicates some possible cumulative effect of DC voltage and stator flux variations

Figure 4.
Influence of PMSG
electrical parameter
variations on the wind
power extraction
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on the WT efficiency. However, the signal-to-noise ratio is quite similar to the worst
value of Table III, which points out a rather good robustness with regard to combined
variations of Fs and VDC.

We finally examine the sensitivity of the overall Pareto-optimal front of Figure 3
by considering three effective objective functions (Branke, 1998) taking into account
the WT robustness. These functions are defined as follows:

~P
min

u ðxÞ ¼
i¼1...9
min PuðxÞ ð8Þ

~P
mean

u ðxÞ ¼
i¼1...9
meanPuðxÞ ð9Þ

~P
max

u ðxÞ ¼
i¼1...9
maxPuðxÞ ð10Þ

where i denotes a point of the 2D neighborhood shown in Figure 5. The comparison of
these functions on the original Pareto-optimal front is shown in Figure 6.

It should be underlined that no additional optimization has been performed in this
section which is strictly dedicated to sensitivity analysis. In fact, the objective function
related to the useful power Pu is recalculated from each sizing vector x* extracted from
the initial Pareto-front by applying the calculation of effective functions derived from
equations (8) to (10).

Figure 6 shows the significant deviation of the Pareto-optimal front in the worst case

(i.e. ~P
min

u ðx* Þ) resulting from the combined effect of the factors on the WT efficiency.

Sensitivity index Value

Useful power loss index DPu (%) 16.2
Signal-to-noise ratio SNT (dB) 24.4

Table IV.
Effect on DC voltage and

stator flux variations
quantified with two
sensitivity indices

Figure 5.
2D neighborhood defining
the uncertainty domain of

FS and VDC variables
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Nevertheless, the average deviation represented by the ~P
mean

u ðx* Þ function, is not so
high. The conclusions are similar to that drawn from the analysis of sensitivity indices.
Finally, it can be seen from Figure 6 that the best case (i.e. ~P

max

u ðx* Þ) coincides with the
original front (i.e. the reference non-perturbed case Pu(x*)). This means that there is no
possible improvement of the WT efficiency due to Fs and VDC variations. This also
indicates a good convergence of the optimization process used for improving the WT
efficiency.

5. Robust design of the passive WT system
In order to reduce the sensitivity of the WT efficiency to Fs and VDC variations, a
robust design methodology is investigated. More details about robust design methods
can be found in Trosset (1996), Branke (1998), Lee and Park (2001), Deb and Gupta
(2006), Steiner et al. (2004) and Cioffi et al. (2006). Contrarily to the previous section,
several optimizations with different objective functions are performed: our approach
consists in maximizing the effective objective functions ~P

min

u , ~P
mean

u defined by
equations (8) and (9) instead of the WT useful power (Pu) during the reference wind
cycle. The rate ofFs and VDC variations is the same as previously (i.e. 10 percent). The
NSGA-II is used for optimizing the system mass and each effective function associated
with the WT useful power. It should be noted that the computation time of the effective
objective functions is increased according to the number of explorations in the
neighborhood of a given solution. Consequently, the CPU time for solving the “robust

problem” (with ~P
min

u or ~P
mean

u ) is increased by 9 with the 2D neighborhood of Figure 5
in comparison with a traditional approach without robust formulation (with Pu). In
order to clarify the analysis, we define as x *, x*

min , x*
mean, the set of design variables

relative to Pareto-optimal configurations obtained from each multiobjective

optimization, i.e. by, respectively, maximizing as objective function Pu, ~P
min

u , ~P
mean

u

while minimizing the WT system mass.

Figure 6.
Sensitivity of
the Pareto-optimal front
to DC voltage and
stator flux variations



By zooming on the best tradeoffs in the “elbow” zone, the original Pareto-front
(i.e. Pu(x *)) obtained in Section 3 is compared in Figure 7 with the Pareto-optimal
solutions issued from each effective objective function optimization (i.e. Pu(x*

min ) and
Pu(x*

mean)). It can be seen that the useful power of the robust solutions x*
min and x*

mean

is slightly degraded but remain quite close to the original solutions (without
robust formulation). On the other hand, in order to validate the effectiveness of the
robust approach, the sensitivity of the robust solutions is examined.

For that purpose, Figure 8 shows (in green) in the objective space the set of solutions
obtained with the original sizing when the useful power ((i.e. Pu(x *)) and the associated
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effective functions (i.e. ~P
min

u ðx* Þ and ~P
mean

u ðx* Þ) are calculated. For comparison, we
also plot the Pareto-optimal fronts of the robust solutions (x*min and x*

mean),
respectively, obtained from the optimizations of the corresponding effective objective
functions (i.e. ~P

min

u (x*min) in black and ~P
mean

u (x*mean) in blue). It can be verified that the
robust optimization approach slightly reduces the sensitivity to Fs and VDC variations
without damaging the WT efficiency (as previously shown in Figure 7). Indeed, this
figure shows that both Pareto-optimal fronts ~P

min

u (x*min) and
~P
mean

u (x*mean) dominate the
corresponding effective objective functions of the original solutions (i.e. ~P

min

u ðx* Þ and
~P
mean

u ðx* Þ). This indicates a good convergence of the optimization process for finding
robust Pareto-optimal solutions.

We finally indicate with triangles in Figure 8, three particular sizing solutions with
identical PMSG mass of 9.8 kg. It should be noted that the solution lying in the original
front represents the reference solution (i.e. the actual PMSG prototype). The design
variables associated with these three particular solutions are given in Table V. The
corresponding useful power, effective objective functions and sensitivity indices are
mentioned in Table VI. In this last table, best values are indicated in italics types.

As expected, it can be seen from Table VI that the sizing solutions optimized in
compliance with the effective objective functions are more robust than the reference
prototype. For these two solutions, the effective objective functions and sensitivity
indices are slightly improved in comparison with the reference prototype. In particular,

Optimal solution x *(9.8 kg)
(reference prototype)

Robust solution

x*mean (9.8 kg)

Robust solution

x*min (9.8 kg)

Radius/length ratio Rrl 1.45 5 3.16
Slot depth/radius ratio Rdr 0.3 0.3 0.3
Yoke induction By [T] 1.8 1.2 1.4
Number of pole pairs p 3 7 7
Current density Js
[Amm22)] 3.97 1.61 3.63
Sizing power Pdim (W) 1,753 1,232 1,860
No. of slots per pole per
phase Nepp 3 1 1
Base speed Vdim (rad. s21) 76.6 73.9 75.8
Stator resistance Rs (V) 0.13 0.06 0.08
Stator inductance Ls (mH) 1.41 0.51 0.56
Stator flux Fs (Wb) 0.21 0.09 0.09

Table V.
Design variables relative
to three optimal PMSG of
9.8 kg with different
sensitivity features

Optimal solution
x * (9.8 kg)

(reference prototype)

Robust solution

x*mean (9.8 kg)

Robust solution

x*min (9.8 kg)

Pu (W) 1,115 1,107 1,105

~P
mean

u (W) 1,044 1,074 1,064

~P
min

u (W) 910 970 982
DPu(%) 16.2 12.4 10.9
SNT (dB) 24.41 26.34 26.47

Table VI.
Efficiency relative to
three optimal PMSG of
9.8 kg with different
sensitivity features



the useful power loss index drops from 16.2 to 10.9 percent. However, this value
remains rather high indicating that it is not possible to totally desensitize the WT
efficiency versus DC voltage and stator flux variations. It can also be noted from
Table V that optimal solutions optimized with regard to the effective objective
functions significantly differ from the actual prototype although they have similar
characteristics in the objective space. This means that some additional degrees of
freedom could probably be exploited in order to improve other performance criteria
(e.g. manufacturing cost, ecological impact, mechanical fatigue).

6. Conclusions
In this paper, the effectiveness of a passive WT has been analyzed with regard to the
variations of PMSG electrical parameters. The sensitivity to these parameters has been
quantified using two sensitivity indices: the useful power loss index and the target
signal-to-noise ratio of Taguchi. It has been shown that the WT efficiency is rather
sensitive to stator flux and DC voltage values. In particular, the quality of the wind
power extraction strongly depends on the optimal values of these factors issued from the
optimization process. In order to improve the WT robustness, a robust design approach
has been investigated, consisting in optimizing effective objective functions related to
theWT useful power. These functions are able to take into account theWT efficiency as
well as the sensitivity to DC voltage and stator flux variations. Even if the WT
robustness has been slightly improved with this approach, results have shown that it is
not possible to totally desensitize the WT efficiency to these factor variations. On the
other hand, it has been noted from this study that different PMSG configurations in the
design variable space can be found with the same features in the objective space and
various sensitivity levels. This also suggests that other degrees of freedom are available
for optimizing additional performance criteria such asmanufacturing costs or ecological
impact.
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