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#### Abstract

This paper studies the shape of an air bubble quasi-statically flowing in the longitudinal direction of narrow channels. Two bottom topographies are treated, i.e., linear and quadratic variations of the gap along the transverse direction. This work analyses the main characteristics of the gas-liquid interface with respect to the wedge aspect ratio. From the convergence of asymptotic, numerical and experimental analyses, we found simple dependences for the finger width and total curvature as a function of channel aspect ratio. These results provide simple and general expressions for the pressure drop needed to overcome capillary forces and push the air finger inside the channel.
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## 1. Introduction

When uniformly pushing a wetting liquid with air (a non-wetting fluid) inside a channel, the air-liquid interface reaches a steady state after a transient regime. Such drainage process has a long history starting from Bretherton's analysis of a long bubble motion inside a tube [1], while a similar two-phase interface motion inside a Hele-Shaw cell has been revisited by Park and Homsy [2]. These seminal contributions focused on a flow regime for which the capillary number is extremely small. In similar flow regimes, more complex channel shapes were studied by Wong et al. who analysed either the static shape $[3,4]$ or the dynamical behaviour of the thin films left behind during the interface motion [5,6]. These studies have shown that geometrical characteristics of the channels control the interface static shape [3,4] as well as the dynamics of the thin fluid films [5]. To be more precise, the static interface shape is a prerequisite for understanding dynamical behaviour $[4,5]$.

[^0]This paper concentrates on narrow channels for which the aspect ratio between one dimension with respect to the two others is small. More precisely, given the maximum gap $h_{0}$ of the narrow channel and its total width $2 \ell$, we have focused on large aspect-ratio channels for which $h_{0} / \ell \equiv \epsilon \ll 1$. These channels nevertheless differ from simple Hele-Shaw cells for they present spatially variable gaps (see Fig. 1). In the following we will call "linear channel" a channel for which the transverse gap varies linearly along the channel span as displayed in Fig. 1a, while we will call "quadratic channel" every channel for which the transverse gap is locally quadratic at the centre of the transverse direction, as displayed in Fig. 1b (we will, for example, specifically study a cosine profile in the experimental Section 3). Non-intuitively, those simple topographical variations drastically change the properties of the static bubble shape, as will be detailed later in this introduction. In our case, the static shape depends on the channel aspect ratio $\epsilon$ while in the case of Hele-Shaw cell the static bubble interface shape is a ring, whose radius only depends on the gas volume and not on the Hele-Shaw aspect ratio (unless the bubble fills the span of the Hele-Shaw cell).


Fig. 1. (a) Perspective view of a sketch of the experimental linear narrow channel. The air bubble is entering from one side of the channel, while the liquid is pumped out from the other side. (b) The same conventions for a quadratic narrow channel.

To the best of our knowledge, quasi-static two-phase flows in this class of channel have not been studied yet, although they present a variety of interests [7]. First, they permit simple and precise experimental observations of the liquid-gas interface with direct optical methods. Secondly, the capillary pressure associated with a narrow channel can be rather large, for it is mainly dominated by the smallest channel dimension. This striking property of narrow channels should receive particular emphasis in the context of imbibition process [8] where the liquid first invades the channel's narrow corners. In this case, the narrower the channel, the larger the capillary pressure and the higher the imbibition velocity. The third interesting feature about narrow channels is that the static capillary shape determination turns out to be a new singularly perturbed problem. As a matter of fact, this paper describes how a two-dimensional study of the liquid-air interface finger inside a narrow channel leads to a singular perturbation problem associated with the channel's aspect ratio small parameter $\epsilon$, whereas the capillary perturbation problem can be considered as regular in this context.

Hence, we study the static shape interface of an air finger very slowly moving at velocity $U$ in a perfectly wetting oil of dynamic viscosity $\mu$ inside a confined channel, as depicted in Fig. 1.

In this limit, under perfectly wetting conditions, the gasliquid interface confined between two solid surfaces displays three distinct regions-a constant thin-film region in the vicinity of solid surfaces (region I, Fig. 2a), a meniscus region associated with the liquid-gas interface (region II, Fig. 2a) and the clear original wetting fluid region (region $\mathrm{III}_{l}$, Fig. 2a). These three regions are associated with different dominant forces [1]. In region I, viscosity forces are dominant, because the curvature of the interface becomes equal to zero. In region II, capillary forces associated with the liquid-gas surface tension $\gamma$ are dominant: the liquidgas interface has a quasi-static quadratic shape that is locally controlled by perfectly wetting boundary conditions at the solid surface. In the third region, $\mathrm{III}_{l}$, the fluid flow is again dominated by viscosity, so that the liquid flow field displays a simple local parabolic profile. The identification of these regions and their related dominant forces has provided the correct scalings for the characteristic dimensions, flow and pressure [1,2]. When the viscosity ratio between the gas and the liquid is considered negligible, these scalings are given using a single non-dimensional small parameter: the cap-


Fig. 2. (a) Lateral view of the bubble shape in the $(O, x, z)$ plane. The origin of coordinates is taken at the bubble tip $O$. (b) Top view of the bubble shape in the $(O, x, y)$ plane where the bubble horizontal position is denoted $\mathrm{y}(x)$.
illary number $\mathrm{Ca}=\mu U / \gamma$. The perturbation expansion in this small parameter of this problem is known to be singular, so that matched expansion techniques are needed to relate the interface curvature in the static meniscus region II to thin-film region I. In the case of two-phase flows in a HeleShaw cell such matching shows that the thin-film thickness $\delta$ left behind the displaced meniscus asymptotically varies as $\delta=1.337 h_{0} \mathrm{Ca}^{2 / 3}$, where $h_{0}$ is the Hele-Shaw cell thickness.

Park and Homsy have found corrections to this formula from a double asymptotic expansion in the small parameter $\mathrm{Ca}^{1 / 3}$ and the aspect ratio between the interface transversal modulation $w$ and the Hele-Shaw gap that we shall not discuss here. But, we shall extensively use the relation they have derived for the pressure drop between regions $\mathrm{III}_{g}$ and $\mathrm{III}_{l}$. Considering small transversal variations of the interface along the longitudinal coordinate $x, x=\mathrm{Y}^{-1}(y) \equiv g(y)$, Park and Homsy have focused on situations where $\mathrm{d} g / \mathrm{d} y \sim$ $O\left(\epsilon^{\prime}\right) \ll 1$, where $\epsilon^{\prime}$ is the ratio between the Hele-Shaw half-width $h_{0} / 2$ and the transversal interface variations $w$, $\epsilon^{\prime}=h_{0} / 2 w$. In this case, they have been able to derive an $O\left(\epsilon^{\prime 2}\right)$ correction to the pressure drop between the gas in region $\mathrm{III}_{g}$ and the liquid in $\mathrm{III}_{l}$ that reads

$$
\begin{align*}
P_{g}-P_{l} & =\Delta P \\
& =\gamma\left(\frac{2}{h_{0}}\left(1+3.80 \mathrm{Ca}^{2 / 3}\right)-\frac{\pi}{4} \frac{\mathrm{~d}^{2} g}{\mathrm{~d} y^{2}}\right) . \tag{1}
\end{align*}
$$

The pressure needed to push the gas inside the channel increases with the capillary number to the power of $2 / 3$ due to the viscous dissipation in the liquid films between regions I and II. This $O\left(\mathrm{Ca}^{2 / 3}\right)$ term is spatially uniform in regions $\mathrm{III}_{g}$ and $\mathrm{III}_{l}$. There is moreover an additional term which is the above mentioned $O\left(\epsilon^{\prime 2}\right)$ correction that comes from the interface curvature in the $(x, y)$ plane, expressed here in dimensional form. Further generalisation has been
discussed by other authors such as [9-11] who considered a confined bubble in a Hele-Shaw type situation. When the $(x, y)$ plane interface slope is not small, it has been shown that the additional term is indeed the in-plane interface curvature multiplied by $\pi / 4$ [9-11]. Moreover, in the case where the interface displacements are not locally perpendicular to the interface one should consider the normal velocity $U_{n}$ of the air-liquid interface so that a normal capillary number $\mathrm{Ca}_{n}=\mu U_{n} / \gamma$ must be used instead of Ca in (1) [9-11]. Reinelt also found an additional perturbative term to the above pressure drop relation associating the viscous capillary dissipation and the in-plane curvature $[9,10]$. Finally, it is also possible to generalise the results obtained by Park and Homsy, Reinelt, and Burgess and Forster to HeleShaw cell geometries with quasi-parallel walls [12]. One can summarise this discussion by rewriting the pressure drop between regions $\mathrm{III}_{g}$ and $\mathrm{III}_{l}$ as

$$
\begin{align*}
\Delta P= & \gamma\left(\frac{2}{h(\mathrm{y})}\left(1+3.80 \mathrm{Ca}_{n}^{2 / 3}\right)\right. \\
& \left.-\left(\frac{\pi}{4}-4.07 \mathrm{Ca}_{n}^{2 / 3}\right) \frac{\mathrm{d}^{2} \mathrm{y}}{\mathrm{~d} x^{2}} \frac{1}{\left(1+(\mathrm{dy} / \mathrm{d} x)^{2}\right)^{3 / 2}}\right) . \tag{2}
\end{align*}
$$

It should be borne in mind that this relation holds in the limit of vanishing capillary number, so that higher-order capillary corrections $O\left(\mathrm{Ca}, \mathrm{Ca}^{4 / 3}\right)$ should be expected when the interface velocity is increased. In the following we shall concentrate on the limit of very small capillary number $\mathrm{Ca} \ll 1$, so that we shall not consider these higher-order corrections. In the frame of this approximation $(x, y)$ variations of the pressure field are not considered for they are of $O(\mathrm{Ca})$ (see, for example, [11]). Hence the pressure in the liquid and in the gas are spatially uniform when only $O\left(\mathrm{Ca}^{2 / 3}\right)$ corrections are included. Hence the pressure drop between the gas and the liquid is also uniform. The interface curvature adapts its shape so as to respond to the dynamical capillary variations associated with the in-plane interface small variations. At this point, this paper will neither discuss the establishment of the asymptotic pressure drop relation (2) any further nor will it discuss its relation with thin liquid viscous films along the solid surfaces. It will merely describe the liquid-air interface from its two-dimensional shape $\mathrm{y}(x)$ see Fig. 2 b -in the $(x, y)$ plane of a narrow channel, and its relation to the channel geometrical properties. Moreover, this paper mainly focuses on regimes in which gravity forces have no influence. As previously mentioned, the channels that are considered in this study present slow variations in the gap. Even small, those variations control the static shape that differs from those obtained in a simple Hele-Shaw cell. Since the capillary statics problem means constant mean curvature for the interface, the question is how the interface is geometrically controlled by the channel shape. One should then realise that the gap dimension along the $z$ direction is always much smaller than the channel dimensions in $x$ and $y$ directions. Hence, small variations of the gap lead to important effects on the mean curvature, since it is inversely
proportional. Those small gap variations are indeed equilibrated by large interface curvature variations in the $(x, y)$ plane (the leading-order $2 / h_{0}$ term just adds a constant interface pressure drop whose contribution to the static shape is null). This is why the static shape drastically differs, in our case, from the simple "ring bubble" of the Hele-Shaw cell. A more subtle effect comes from rapid in-plane variations of the interface near the channel longitudinal axis of symmetry. In a very narrow region near the bubble tip, when the distance to the tip is closer than the local gap thickness, the $x, y$ plane curvature gets much larger than in other regions. This leads to a curvature boundary layer at the bubble tip, which then needs to be analysed.

The most original contribution of this work is then probably related to the fact that the in-plane problem has a singular asymptotic behaviour associated with this curvature boundary layer at the bubble tip as $\epsilon \rightarrow 0$. This geometrically driven singularity of the interface in-plane problem is already governing the quasi-static limit $\mathrm{Ca} \rightarrow 0$ of the interface shape. This is why this quasi-static problem is first studied in Section 2. The next section investigates the comparison between experimental and theoretical quasi-static shape analyses. Finally, we analyse capillary corrections to the quasi-static problem. From (2) the in-plane problem obviously admits a regular asymptotic expansion in $\mathrm{Ca}^{2 / 3}$ that is investigated in the last section (Section 4.1).

## 2. Quasi-static analysis

Before leaving the reader to a more detailed analysis of the problem, we would like to outline here the main physical ingredients of this geometrically driven singular static shape. In the limit $\mathrm{Ca} \rightarrow 0$, (2) shows that the pressure difference between the gas and the liquid is spatially uniform. Then, the interface curvature is uniform. The static interface shape problem is thus a free-boundary value problem associated with a constant mean curvature. The unknown curvature is fixed by the channel shape, so that the final curvature position $\mathrm{y}(\infty)$ of the air finger leads to a curvature $\kappa^{0}=2 / h(\mathrm{Y}(\infty))$ which is exactly identical to the curvature at the finger tip origin $O$-see Fig. 2. The curvature at the point $O$ is the sum $2 / h_{0}+1 / R_{0}$ where $R_{0}$ is the in-plane radius of curvature at the origin. Depending on the channel shape dependence with $\epsilon$ at the origin $O$, different typical length-scales can be found. Let us first introduce the lengthscale associated with the final interface position $\mathrm{y}(\infty)$. The natural length-scale in the transverse dimension is $\ell$, but $\mathrm{y}(\infty)$ is much smaller than $\ell$ because the channel is narrow. Hence, $\mathrm{y}(\infty)$ is some intermediate dimension between $h_{0}$ and $\ell$. Let us then introduce this intermediate lengthscale $w$ so that $w=\epsilon^{\alpha} \ell$, with $0<\alpha<1$, so that $\mathrm{y}(\infty) \sim$ $w \sim \epsilon^{\alpha} \ell$. This scaling thus gives the in-plane curvature at the origin from $1 / R_{0} \sim 2 / h(\mathrm{y}(\infty))-2 / h_{0}$. This reads for a linear channel (see (7) for the asymptotic derivation) 2/ $h(\mathrm{y}(\infty))-2 / h_{0} \sim \epsilon^{\alpha} / h_{0}$, so that $R_{0} \sim h_{0} \epsilon^{-\alpha}$. While
for a quadratic channel $2 / h(\mathrm{y}(\infty))-2 / h_{0} \sim \epsilon^{2 \alpha} / h_{0}$, this leads to $R_{0} \sim h_{0} \epsilon^{-2 \alpha}$. At the same time, far from the origin, the longitudinal length-scale variations along $x$ are also described by $w$, so that $x \sim \epsilon^{\alpha} \ell \sim h_{0} \epsilon^{\alpha-1}$. Far from the origin, the interface slope is small so that the in-plane curvature is given by the second derivative of the transverse shape $1 / R \sim \mathrm{y}(\infty) / x^{2} \sim \epsilon^{1-\alpha} / h_{0}$. Equating the scalings of $R$ and $R_{0}$ gives the value for $\alpha$ for different geometries, i.e., $-\alpha=\alpha-1 \Rightarrow \alpha=1 / 2$ for a linear shape and $-2 \alpha=\alpha-1$ $\Rightarrow \alpha=1 / 3$ for a quadratic shape.

Let us now turn to the length-scales associated with the interface rapid variations near the origin. From the problem symmetries, the shape of the interface is quadratic. When the transverse shape $\mathrm{y}_{0}$ is much smaller than $w$, so that $\mathrm{y}_{0} \sim$ $\epsilon w \sim h_{0} \epsilon^{\alpha}$, the quadratic tip shape at the origin gives the corresponding rapidly varying longitudinal length-scale $\xi \sim$ $\mathrm{Y}_{0}^{2} / R_{0} \sim h_{0} \epsilon^{3 \alpha}$ for the linear shape associated with $R_{0} \sim$ $h_{0} \epsilon^{-\alpha}$ which is much smaller than $h_{0}$. The ratio between these inner typical longitudinal variations to the outer ones $w$ is, in this case, $\xi / w \sim h_{0} \epsilon^{3 \alpha} / h_{0} \epsilon^{\alpha-1} \sim \epsilon^{2 \alpha+1}$, so that given $\alpha=1 / 2$ leads to $\xi / w \sim \epsilon^{2}$ the ratio between the inner and the outer length-scales.

In the case of quadratic shape, $\xi \sim \mathrm{y}_{0}^{2} / R_{0} \sim h_{0} \epsilon^{4 \alpha}$, so that given $\alpha=1 / 3$ leads to the same result, $\xi / w \sim \epsilon^{2}$. Hence, in both cases, when the transverse shape dimension $\mathrm{Y}_{0}$ is much smaller than the outer scale $w, \mathrm{y}_{0} \sim \epsilon w$, the quadratic tip-shape at the origin leads to an even smaller associated longitudinal variations $\xi \sim \epsilon^{2} w$. These variations have large slope of the order $\mathrm{y}_{0} / \xi \sim \epsilon^{-1}$, with small radius of curvature $R_{0} \sim h_{0} \epsilon^{-1 / 2}$ for linear shape or $R_{0} \sim$ $h_{0} \epsilon^{-1 / 3}$ for quadratic shape. These geometrical features give the main ingredients of the problems that are subsequently solved in Sections 2.3.1 and 2.3.2.

From this analysis, one can now deduce the proper nondimensionalisation of the problem. The transverse direction $y$ is then normalised by the transverse channel width $\ell$ while the vertical gap $h$ is non-dimensionalised by its maximum $h_{0}$. The longitudinal direction $x$ and the finger width $y$ are non-dimensionalised by the same length-scale $w$, associated with the asymptotic finger width. As mentioned above, $w$ satisfies an intermediate scaling $w=\ell \epsilon^{\alpha}$, with $\alpha=1 / 2$ for a linear channel and $\alpha=1 / 3$ for a quadratic one. Any generalisation to higher-order channel shape trivially follows from the presented results. The non-dimensionalisation of variables related to the channel geometry can be summarised using the following tilde variables:

$$
\begin{align*}
& (x, y, z, \xi, w, \mathrm{y}, h) \\
& \quad=\left(w \tilde{x}, \ell \tilde{y}, h_{0} \tilde{z}, w \tilde{\xi}, \ell \epsilon^{\alpha}, w \tilde{y}, h_{0} \tilde{h}\right) \tag{3}
\end{align*}
$$

It should nevertheless be borne in mind that the intermediate length-scale $w$ is the correct length-scale to describe the quasi-static capillary width of the finger, but not the capillary corrections coming from non-zero capillary number. Hence, in the following we will look for asymptotic solutions for the air-liquid finger width as a regular expansion in the capillary
number that will be denoted with an upper index:
$\tilde{\mathrm{Y}}=\tilde{\mathrm{Y}}^{0}+\mathrm{Ca}^{2 / 3} \epsilon^{-\alpha} \tilde{\mathrm{Y}}^{1}+O\left(\mathrm{Ca}, \mathrm{Ca}^{4 / 3}\right)$.
The first term corresponds to the quasi-static shape whose typical length-scale is $w$ so that it is obviously of $O(1)$ when non-dimensionalised by $w$. The second term describes a capillary correction which scales as the channel width $\ell$, so that the non-dimensionalisation (3) makes this term $O\left(\mathrm{Ca}^{2 / 3} \epsilon^{-\alpha}\right)$.

The first quasi-static term is examined analytically in Section 2.1. This terms is associated with a classic nonlinear static capillarity problem which admits few exact solutions [13]. Hence, rather than focusing on the finger shape, the Section 2.1 rather concentrates on finding the properties of the asymptotic finger width $y^{0}(\infty)$, for different channel shapes. Yet the complete shape cannot be computed analytically, and it will be computed numerically in Section 2.2. In Section 2.3 we shall seek an asymptotic solution associated with the channel aspect ratio small parameter $\epsilon$. Indeed, Section 2.3 will only investigate the leading-order approximation of this first term, which satisfies a singularly perturbed problem the precise formulation of which depends on the channel shape. Let us now define the non-dimensionalised pressure $\tilde{P}$ using the usual capillary pressure $\tilde{P}=h_{0} P / 2 \gamma$ associated with the maximum channel aperture $h_{0}$. Equation (2) can then be expressed in non-dimensional form

$$
\begin{align*}
\Delta \tilde{P}= & \frac{2}{\tilde{h}(\tilde{\mathrm{Y}}, \epsilon)}\left(1+3.8 \mathrm{Ca}_{n}^{2 / 3}\right) \\
& -\epsilon^{1-\alpha} \frac{\mathrm{d}^{2} \tilde{\mathrm{Y}}}{\mathrm{~d} \tilde{x}^{2}} \frac{1}{\left(1+(\mathrm{d} \tilde{y} / \mathrm{d} \tilde{x})^{2}\right)^{3 / 2}}\left(\frac{\pi}{4}-4.07 \mathrm{Ca}_{n}^{2 / 3}\right), \\
\mathrm{Ca}_{n}= & \mathrm{Ca} \frac{\mathrm{~d} \tilde{y}}{\mathrm{~d} \tilde{x}} \frac{1}{\left(1+(\mathrm{d} \tilde{Y} / \mathrm{d} \tilde{x})^{2}\right)^{1 / 2}} \tag{5}
\end{align*}
$$

while the non-dimensional gap $\tilde{h}(\tilde{y}, \epsilon)$ is now depending on the small parameter $\epsilon$ which needs to be expanded for specific geometries. As explained earlier, keeping with a small capillary number approximation the pressure is spatially uniform, so that the interface adapts its shape to respond to the small interface dynamical displacements. This section concentrates on the zero capillary number limit of (5) for which the non-dimensional liquid-gas interface, $\tilde{\mathrm{Y}}^{0}$, in this limit, displays a constant unknown total curvature $\tilde{\kappa}^{0}$,

$$
\begin{align*}
& -\epsilon^{1-\alpha} \frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{y}}^{0}}{\mathrm{~d} x^{2}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{y}^{0} / \mathrm{d} x\right)^{2}\right)^{3 / 2}}+\frac{2}{\tilde{h}\left(\tilde{\mathrm{y}}^{0}, \epsilon\right)} \\
& \quad=\frac{2}{\tilde{h}\left(\tilde{\mathrm{y}}^{0}(\infty)\right)}=\tilde{\kappa}^{0}, \tag{6}
\end{align*}
$$

which is equal to the radius of curvature associated with the finger width $\tilde{y}^{0}(\infty)$ as $x$ tends to infinity. This formulation of the static shape problem displays the generic property of a singularly perturbed problems, for which a small parameter multiplies the highest derivative. Hence, the finger-tip rapid variations of the in-plane curvature are localised in some inner boundary layer that shrinks with $\epsilon$, while the smooth


Fig. 3. Numerical computation (continuous line) and asymptotic prediction (dotted line) of the finger width $\mathrm{y}^{0}(\infty)$ normalised by the channel width $\ell$. (a) Linear channel for which the asymptotic behaviour (21) is $\mathrm{y}^{0}(\infty) / \ell=\sqrt{\epsilon \pi / 4}$. (b) Sinusoidal channel for which the asymptotic behaviour (30) is $\mathrm{y}^{0}(\infty) / \ell=(3 \pi \epsilon / 16)^{1 / 3}$.
finger width variations are associated with the outer intermediate length-scale $w$.

### 2.1. Finger width $\tilde{\mathrm{Y}}^{0}(\infty)$

### 2.1.1. Linear wedged tripod

We consider here the case where $h(y)=h_{0}(1-|y| / \ell)$, so that
$\tilde{h}=1-|\tilde{y}|=1-\sqrt{\epsilon}|\tilde{y}|$.
Equation (6) can easily [13] be integrated, from $\tilde{x}=0$ where $\tilde{\mathrm{Y}}^{0}(0)=0$ and $\mathrm{d} \tilde{y}^{0}(0) / \mathrm{d} \tilde{x} \rightarrow \infty$ to infinity where $\mathrm{d} \tilde{y}^{0}(\infty) / \mathrm{d} \tilde{x}=0$, so that
$-\frac{\pi}{4} \epsilon+2 \ln \left(1-\sqrt{\epsilon} \tilde{Y}^{0}(\infty)\right)+\frac{2 \sqrt{\epsilon} \tilde{\mathrm{Y}}^{0}(\infty)}{1-\sqrt{\epsilon} \tilde{\mathrm{Y}}^{0}(\infty)}=0$.
We then have an implicit solution for the finger width $\tilde{\mathrm{Y}}^{0}(\infty)$ as a function of the aspect ratio $h_{0} / \ell=\epsilon$. Inverting (8) it is possible to find an explicit relation between those quantities,
$\tilde{y}^{0}(\infty)=\epsilon^{-1 / 2}\left(1-e^{\left(\mathcal{W}\left(-1,-e^{(-\pi \epsilon / 8+1)}\right)+\pi \epsilon / 8+1\right)}\right)$,
where $\mathcal{W}$ is the -1 branch of the Lambert's W-function [14]. Fig. 3a displays the behaviour of the asymptotic finger width $\mathrm{Y}^{0}(\infty)$ versus the aspect ratio. As expected, this figure shows that the finger asymptotic width $\mathrm{Y}^{0}(\infty)$ shrinks as the aspect ratio $\epsilon$ of the linear edge decreases. The concave shape of the curve when $\epsilon \ll 1$ is related to the leadingorder $\sqrt{\epsilon}$ scaling that can be obtained from a Taylor expansion of (9). This indicates that $y^{0}(\infty) / \ell$ has a less than linear dependence on $\epsilon$ so that the width shrinkage is selfconsistently always larger than the meniscus radius which precisely scales as $\epsilon$. This scaling will be specifically studied in Section 2.3.1.

### 2.1.2. Quadratic narrow channel

We now turn to the case where $h(y)=h_{0} \cos (\sqrt{2} y / \ell)$. Here again the integration of Eq. (6) gives an implicit dependence for the asymptotic finger width on the aspect ratio:

$$
\begin{align*}
& \frac{\pi}{4} \epsilon+\sqrt{2} \ln \left(\sqrt{2} \epsilon^{1 / 3} \tilde{Y}^{0}(\infty)+\tan \left(\sqrt{2} \epsilon^{1 / 3} \tilde{Y}^{0}(\infty)\right)\right) \\
& \quad-\frac{2 \epsilon^{1 / 3} \tilde{Y}^{0}(\infty)}{\cos \left(\sqrt{2} \epsilon^{1 / 3} \tilde{Y}^{0}(\infty)\right)}=0 \tag{10}
\end{align*}
$$

This equation cannot be made analytically explicit, but it can easily be solved numerically. Fig. 3b sketches the variations of the asymptotic width versus the aspect ratio. Here again, the width shrinkage, when the aspect ratio varies, is self-consistently always larger than the meniscus radius. Moreover, as will be further investigated in Section 2.3.2, the behaviour of the asymptotic width with the aspect ratio is different from those obtained in the case of a linear channel.

To conclude this section it should be noted that an explicit expression of the finger asymptotic width could be obtained from a simple Taylor expansion of implicit relations (8) and (10) with the small aspect ratio parameter $\epsilon$. We do not give them here, but they will be obtained in a similar way in Section 2.3 in relations (21) and (30).

### 2.2. Numerical computation of the quasi-static air-liquid shape $\tilde{\mathrm{Y}}^{0}$

In general, the analysis of the complete shape of the liquid-gas interface resulting from capillary equilibrium necessitates numerical computation [13]. As a matter of fact, Eq. (6) defines a free-boundary value problem associated with a perfectly wetting air-liquid interface presenting an a priori unknown constant mean curvature $\tilde{\kappa}^{0}$. For the special class of problems examined in this paper, the interface shape can be obtained from the numerical integration of the non-linear ordinary differential equation (6). This can be easily done with a Runge-Kutta method, after dealing with the singularity at the origin. Let us first define an interesting variable change for which, rather than focusing on the longitudinal variation of the finger transversal width $y=\mathrm{y}^{0}(x)$, we consider the transversal variation of its length $x=\left(\tilde{\mathrm{y}}^{0}\right)^{-1}(y) \equiv g(y)$. This variable change is interesting from a numerical point of view, since the inverse of $\mathrm{y}^{0}(x)$ is not singular any more in the vicinity of the finger tip. Let us now, consider the standard variable change between the local slope $\mathrm{d} g / \mathrm{d} y$ and the tangent angle $\theta, \tan \theta=\mathrm{d} g / \mathrm{d} y$. Next, considering the usual vectorial representation for the shape-slope variable $\mathbf{g}=(g, \theta)$, it is easy to reformulate the second-order differential equa-


Fig. 4. Numerical computation of in-plane interface shape $\tilde{y}^{0}(x)$ in continuous lines for two channels of aspect ratio $\epsilon=10^{-2}$. Dotted lines represent the inner asymptotic behaviour, dashed lines the exponential decay of the outer solution. (a) Linear channel; (b) sinusoidal channel.
tion (6) as
$\frac{\mathrm{d} \mathbf{g}}{\mathrm{d} y}=\left(\tan \theta, \frac{4}{\pi \cos \theta}\left(\frac{2}{h\left(\mathrm{y}^{0}(\infty)\right)}-\frac{2}{h(y)}\right)\right)$,
with associated initial conditions $\mathbf{g}(0)=(0,0)$. Its nondimensional formulation associated with $\tilde{\mathbf{g}}=(\tilde{g}, \theta)=$ $(g / w, \theta)$ reads
$\frac{\mathrm{d} \tilde{\mathbf{g}}}{\mathrm{d} \tilde{y}}=\left(\epsilon^{-\alpha} \tan \theta, \frac{4}{\epsilon \pi \cos \theta}\left(\frac{2}{\tilde{h}\left(\tilde{y}^{0}(\infty)\right)}-\frac{2}{\tilde{h}(\tilde{y})}\right)\right)$,
with associated initial conditions $\mathbf{g}(0)=(0,0)$. One should note that we have kept dimensional variables in the formulation of the problem, since the numerical solution later on will be compared with dimensional experimental measurements. The non-dimensional formulation of (11) is nevertheless straightforward. The a priori unknown asymptotic width $\tilde{Y}^{0}(\infty)$ can either be found from solving the implicit equations (8), (10), or by directly implementing a shooting method out of the Runge-Kutta integration of Eq. (11). A fourth-order constant integration step procedure rapidly converges (with a few thousand steps) to a highly precise finger shape determination (relative error smaller than $10^{-7}$ ). The resulting integration has led to Fig. 4 in the case of the linear and sinusoidal channels introduced in the previous section. From this figure, it can be observed that after an initial stage of rapid variation, the in-plane curvature reaches a smooth longitudinal decay. The size associated with those rapid curvature variations is small, compared to the finger width. It will be identified as a curvature boundary layer in Section 4. Moreover, the slow longitudinal decay has been previously identified as being exponential in [15], using another, more general, numerical method [16]. We again find (for both geometries) an exponential decay that will be further investigated analytically in Section 2.3.

### 2.3. Asymptotic approximation for $\tilde{\mathrm{Y}}^{0}$

### 2.3.1. Linear wedged tripod

In the case of the linear channel previously studied, the non-dimensional linear shape has been written in (7). Expanding $\tilde{h}$ for positive values of $\tilde{Y}$ in (7), it is found that
$-\frac{2}{\tilde{h}\left(\tilde{Y}^{0}, \epsilon\right)}+\frac{2}{\tilde{h}\left(\tilde{Y}^{0}(\infty)\right)}=2 \epsilon^{\alpha}\left(\tilde{y}^{0}(\infty)-\tilde{Y}^{0}\right)$

$$
\times\left(1+\epsilon^{\alpha}\left(\tilde{Y}^{0}(\infty)+\tilde{Y}^{0}\right)\right)+O\left(\epsilon^{3 \alpha}\right)
$$

which, from (5) and (4), fixes here $1-\alpha=\alpha$, i.e., $\alpha=1 / 2$, and the intermediate non-dimensionalised length-scale $\tilde{w}$ to scale as $\tilde{w}=\sqrt{\epsilon}$, as already mentioned in the beginning of this section. Let us now look for a regular asymptotic expansion with the small parameter $\epsilon$ for the quasi-static outer finger shape, that will be denoted by the capital letter $\tilde{Y}^{0}$ :
$\tilde{\mathrm{Y}}^{0}=\tilde{\mathrm{Y}}_{0}^{0}+\sqrt{\epsilon} \tilde{\mathrm{Y}}_{1}^{0}+\cdots$.
Similarly, all the following subscript numbers will refer to such regular asymptotic expansion with the small parameter $\epsilon$. Expansion (13) leads to the following leading-order problem:
$-\frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{Y}}_{0}^{0}}{\mathrm{~d} \tilde{x}^{2}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{\mathrm{Y}}_{0}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{3 / 2}}+2\left(\tilde{\mathrm{Y}}_{0}^{0}-\tilde{\mathrm{Y}}_{0}^{0}(\infty)\right)=0$.
First, we would like to find the finger asymptotic width $\tilde{\mathrm{Y}}_{0}^{0}(\infty)$, using the same method as in Section 2.1.1, integrating (14) after multiplying by $\mathrm{d} \tilde{\mathrm{Y}}_{0}^{0} / \mathrm{d} \tilde{x}$ from $\tilde{x}=0$ to infinity:
$\frac{\pi}{4} \frac{1}{\sqrt{1+\left(\mathrm{d} \tilde{\mathrm{Y}}_{0}^{0} / \mathrm{d} \tilde{x}\right)^{2}}}=-\tilde{\mathrm{Y}}_{0}^{0}\left(\tilde{\mathrm{Y}}_{0}^{0}-2 \tilde{\mathrm{Y}}_{0}^{0}(\infty)\right)$.
Boundary conditions $\left(\tilde{Y}_{0}^{0}(0), d \tilde{Y}_{0}^{0}(0) / d \tilde{x}\right)$ have to be found by matching the inner solution with the outer one. The outer problem complete solution can moreover be solved formally using the variable change previously introduced in Section 2.2. This, in turn, leads to the simpler problem (16) to solve,
$\frac{\pi}{4} \cos \theta_{0} \frac{d \theta_{0}}{d \tilde{\mathrm{Y}}_{0}^{0}}+2\left(\tilde{\mathrm{Y}}_{0}^{0}-\tilde{\mathrm{Y}}_{0}^{0}(\infty)\right)=0$
where $\theta_{0}$ is related to the inverse of the shape function $\tilde{G}_{0}=\left(\tilde{\mathrm{Y}}_{0}^{0}\right)^{-1}$ by $\tan \theta_{0}=\mathrm{d} \tilde{G}_{0} / \mathrm{d} \tilde{\mathrm{Y}}_{0}^{0}$. A first integral form of the solution of (16) is
$\theta_{0}\left(\tilde{\mathrm{Y}}_{0}^{0}\right)-\theta_{0}(0)=-\arcsin \left(\frac{4}{\pi} \tilde{\mathrm{Y}}_{0}^{0}\left(\tilde{\mathrm{Y}}_{0}^{0}-2 \tilde{\mathrm{Y}}_{0}^{0}(\infty)\right)\right)$.
The boundary condition to be applied to the outer slope at $\tilde{x}=0$ has to be found from matching the inner solution. As mentioned in the introduction of this section, the related inner problem involves a new inner variable $\tilde{\xi}=\tilde{x} / \epsilon^{2}$, which is associated with rapid variations of the curvature. We can
then look for a regular expansion of the inner solution in this new variable:
$\tilde{Y}^{0}=\tilde{Y}_{0}^{0}(\tilde{\xi})+\epsilon \tilde{Y}_{1}^{0}(\tilde{\xi})+\cdots$.
Substituting this expansion for $\tilde{y}$ in (5) one finds that the leading order $\tilde{Y}_{0}^{0}$ has to be constant, with the associated boundary condition $\tilde{Y}_{0}^{0}(0)=0$. Then, this constant is zero, and the first non-zero term of the inner problem is $\tilde{Y}_{1}^{0}$, which fulfils
$-\frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{Y}}_{1}}{\mathrm{~d} \tilde{\xi}^{2}} \frac{1}{\left(\mathrm{~d} \tilde{\mathrm{Y}}_{1} / \mathrm{d} \tilde{\xi}\right)^{3}}=2 \tilde{\mathrm{Y}}_{0}^{0}(\infty)$.
The solution of (19) associated with boundary condition $y_{1}^{0}(0)=0$ is
$\tilde{\mathrm{Y}}_{1}^{0}(\tilde{\xi})=\frac{\pi}{4} \frac{\sqrt{\tilde{\xi}}}{\tilde{\mathrm{Y}}_{0}^{0}(\infty)}$.
Then, matching the outer with inner solutions leads, to leading order, to boundary conditions $\tilde{G}_{0}(0)=0$ and d $\tilde{G}_{0}(0) /$ $d \widetilde{\mathrm{Y}}_{0}^{0}=0=\theta_{0}(0)$. From (15), those boundary conditions applied to the outer solution lead to the asymptotic leadingorder finger width $\tilde{\mathrm{Y}}_{0}^{0}(\infty)=\sqrt{\pi / 4}$. This result can be compared with the computation of Section 2.1. Fig. 3a displays the ratio of the finger asymptotic width to the channel width versus the aspect ratio, as well as the comparison with its leading-order asymptotic behaviour for the dimensionalised finger width,
$\frac{Y_{0}^{0}(\infty)}{\ell}=\tilde{Y}_{0}^{0}(\infty) \sqrt{\epsilon}=\sqrt{\frac{\pi}{4} \epsilon}$,
showing a very nice agreement as $\epsilon \rightarrow 0$. Hence the inner solution reads, to $O\left(\epsilon^{2}\right)$,
$\tilde{Y}^{0}=\epsilon \sqrt{\tilde{\xi} \frac{\pi}{4}}=\sqrt{\tilde{x} \frac{\pi}{4}}$,
while the inverse shape of the outer solution $\tilde{G}_{0}$ can be deduced analytically from integrating (17). The integration leads to a rather cumbersome expression, the far field $\sqrt{\pi / 4}-\tilde{\mathrm{Y}}_{0}^{0} \ll 1$ behaviour of which being
$\tilde{G}_{0}\left(\tilde{\mathrm{Y}}_{0}^{0}\right) \sim \frac{\pi}{4} \frac{\sqrt{2}}{2} \operatorname{arctanh}\left(\sqrt{\frac{2}{-\left(\tilde{\mathrm{Y}}_{0}^{0}\right)^{2}+2 \tilde{\mathrm{Y}}_{0}^{0}+1}}\right)$.
This behaviour leads to a simple exponential decays for the outer finger shape as $\tilde{x} \gg 1$ :
$\sqrt{\frac{\pi}{4}}-\tilde{\mathrm{Y}}_{0}^{0}(\tilde{x}) \sim \exp (-\sqrt{2} \tilde{x})$.
Results (22) and (24) are compared with the numerical solution of (5) in the case of a linear channel in Fig. 4a, showing an excellent matching with the numerical results of Section 2.2. The approximated inner behaviour obtained in (22), and the approximated outer region which displays an exponential decay $\mathrm{y}^{0}(x) / w=\sqrt{\pi / 4}-0.335 \exp (-\sqrt{2} x / w)+$ $O(\epsilon)$ for $x \gg w$ as described in (24), are compared with the
full numerical solution. Very similar results have been obtained for the far field exponential behaviour in non-confined polygonal channels by [4] and [15]. This exponential decay could be straightforwardly obtained from linearising (14) in the limit of a small low interface slope.

### 2.3.2. General quadratic shape

Let us now turn to the case of a general quadratic shape for which the channel depth has a maximum at $h(0)=h_{0}$. Expanding the shape in the vicinity of the maximum in dimensionalised variables leads to
$h=h_{0}-\frac{1}{2} h_{y y} y^{2}+\frac{1}{3} h_{y y y} y^{3}+\cdots$.
In the previously introduced non-dimensional quantities this expansion reads
$\tilde{h}=1-\epsilon^{2 \alpha} \tilde{Y}^{2}+\epsilon^{3 \alpha} \beta \tilde{Y}^{3}+\cdots$,
where again $\epsilon=h_{0} / \ell=\sqrt{h_{0} h_{y y} / 2}$ and $\beta=2 h_{y y y} / 3 h_{y y}^{2}$. In the following, we will nevertheless concentrate on the leading-order quadratic term, and neglect the contribution of higher-order terms in the description of the profile geometry. As previously examined, this leads to the vertical curvature expansion

$$
\begin{aligned}
-\frac{2}{\tilde{h}}+\frac{2}{\tilde{h}(\tilde{y}(\infty))}= & 2 \epsilon^{2 \alpha}\left(\tilde{y}(\infty)^{2}-\tilde{y}^{2}\right) \\
& +\epsilon^{4 \alpha}\left(\tilde{y}(\infty)^{4}+\tilde{y}^{4}\right)+\cdots,
\end{aligned}
$$

which, in turn, from (5) leads to $1-\alpha=2 \alpha$, i.e., $\alpha=1 / 3$, and the intermediate length-scale $\tilde{w}$ associated with the nondimensionalised finger width to scale as $\tilde{w}=\epsilon^{1 / 3}$. Following the same steps as in the previous section, we seek for a regular asymptotic expansion of the outer solution as a function of $\epsilon^{1 / 3}$, the leading order of which fulfils
$-\frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{Y}}_{0}^{0}}{\mathrm{~d} \tilde{x}^{2}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{\mathrm{Y}}_{0}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{3 / 2}}+2\left(\left(\tilde{\mathrm{Y}}_{0}^{0}\right)^{2}-\tilde{\mathrm{Y}}_{0}^{0}(\infty)^{2}\right)=0$.
The boundary conditions applied to this outer problem are also given from matching the inner problem with the outer one. Seeking for the same regular expansion as (18) for the inner problem, the leading order $\tilde{y}_{1}$ now fulfils
$-\frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{Y}}_{1}^{0}}{\mathrm{~d} \tilde{\xi}^{2}} \frac{1}{\left(\mathrm{~d} \tilde{Y}_{1}^{0} / \mathrm{d} \tilde{\xi}\right)^{3}}=2 \tilde{\mathrm{Y}}_{0}^{0}(\infty)^{2}$,
the solution of which, associated with boundary condition $\tilde{Y}_{1}^{0}(0)=0$, is
$\tilde{Y}_{1}^{0}(\xi)=\frac{\pi}{4} \frac{\sqrt{\tilde{\xi}}}{\tilde{\mathrm{Y}}_{0}^{0}(\infty)^{2}}$.
Matching the inner and outer solutions leads to the same boundary conditions for the outer as in previous section, $\tilde{G}_{0}(0)=0$ and $\mathrm{d} \tilde{G}_{0}(0) / \mathrm{d} \tilde{\mathrm{Y}}_{0}^{0}=0=0=\theta_{0}(0)$. Integrating
(27) from $\tilde{x}=0$ to infinity then leads to the outer asymptotic shape width $\tilde{\mathrm{Y}}_{0}^{0}(\infty)=(3 \pi / 16)^{1 / 3}$, so that
$\frac{Y_{0}^{0}(\infty)}{\ell}=\tilde{Y}_{0}^{0}(\infty) \epsilon^{1 / 3}=\left(\frac{3 \pi}{16} \epsilon\right)^{1 / 3}$.
This result nicely fits the numerical computation of Section 2.2 for the sinusoidal channel depicted in Fig. 3b. Therefore, the inner leading-order finger shape finally reads, in the case of a quadratic channel profile,
$\tilde{Y}=\left(\frac{\pi}{4}\right)^{1 / 3}\left(\frac{4}{3}\right)^{2 / 3} \epsilon \sqrt{\tilde{\xi}}=\left(\frac{\pi}{4}\right)^{1 / 3}\left(\frac{4}{3}\right)^{2 / 3} \sqrt{\tilde{x}}$.
Following the same lines as in the previous section, the explicit computation of the leading-order inverse $\tilde{G}_{0}=\left(\tilde{\mathrm{Y}}_{0}^{0}\right)^{-1}$ can be obtained analytically, from which the asymptotic behaviour as $(3 \pi / 16)^{1 / 3}-\tilde{y} \ll 1$, or similarly $\tilde{x} \gg 1$, leads to the same exponential decay for the finger shape:

$$
\begin{align*}
\tilde{\mathrm{Y}}_{0}^{0}(\infty)-\tilde{\mathrm{Y}}_{0}^{0}(\tilde{x}) & =\left(\frac{3 \pi}{16}\right)^{1 / 3}-\tilde{\mathrm{Y}}_{0}^{0}(\tilde{x}) \\
& \sim \exp (-\sqrt{2} \tilde{x}) \tag{32}
\end{align*}
$$

Both results (31) and (32) are compared to the interface shape numerical computation in Fig. 4b. The approximated inner behaviour obtained in (31) and the outer exponential decay $\mathrm{y}^{0}(x) / w=(3 \pi / 16)^{1 / 3}-0.335 \exp (-\sqrt{2} x / w)+$ $O(\epsilon)$ for $x \gg w$ described in (32) are represented.

## 3. Experiments

Some channels have been built in two steps. First, polymeric material has been carved with an automatic micromachining device. The channel depth function $h(y)$ has been very finely discretized, so as to permit an optimal use of the machining precision, which is equal to $10 \mu \mathrm{~m}$ in every ( $x, y, z$ ) direction. The channel's maximum depth $h_{0}$ has been chosen equal to $h_{0}=1 \mathrm{~mm}$ for every channel. The maximum depth $h_{0}$ is of the same order of magnitude as the capillary length $\ell_{c}=\sqrt{\gamma / \rho g}$ obtained from balancing surface tension $\gamma$ with gravity acceleration $g$ acting on the fluid volume density $\rho$. As a matter of fact, the surface tension between the silicon oil and air has been measured equal to $\gamma=21.7 \mathrm{mNm}^{-1}$ with a Langmuir-Wilhelmy balance. Since the oil density is $\rho=968 \mathrm{~kg} \mathrm{~m}^{-3}$, the capillary length is equal to $\ell_{c}=1.5 \mathrm{~mm}$. Nevertheless, the influence of gravity forces should remain small since the Bond number associated with the experiments is close to 0.4 [13]. Moreover, each channel has been aligned along the horizontal plane. This alignment has been checked from inspecting the symmetry of the liquid-air interface along the transverse coordinate $y$, as well as by checking the translational invariance along the longitudinal coordinate $x$. The channels width is $2 \ell=50 \mathrm{~mm}$ and their total length 15 cm . Hence the aspect ratio of the channels has been chosen equal to $\epsilon=h_{0} / \ell=0.04$. In a second step, a Plexiglas plate of 1 cm
thick is fixed on top of the carved polymeric material. Leakage is prevented thanks to a silicon paste disposed on lateral grooves machined along the carved channel. The top plate has been fixed with equally spaced and controlled clamping screws. Then, one side of the channel is open to ambient pressure, while the other side is connected to a screw-driven pump through a Plexiglas injector. The channel sits horizontally on a tray in which the fluid is collected. Experiments were carried out by slowly pumping out a perfectly wetting silicon oil. The ratio of viscous to capillary forces is given by the capillary number $\mathrm{Ca}=\mu v / \gamma$, where the velocity is estimated from the ratio of the pumped flux $q$ to the channel surface $S=\int_{-\ell}^{\ell} h(y) \mathrm{d} y, v=q S$. Two different oils have been used during the experiments. This allowed us to change the capillary number either by getting the fluid velocity to vary or by choosing different dynamic fluid viscosities $\mu$. The oil dynamic viscosities have been measured with a cone viscometer equal to $\mu=0.068$ and 0.22 Pa at $20^{\circ} \mathrm{C}$. A constant temperature of $22 \pm 1^{\circ} \mathrm{C}$ has been maintained during all the experiments. The experiments were recorded with a CCD camera using a large-angle optics (the focal distance could vary from 18 to 35 mm ) above the channel. The images were taken at 2 frames/s with a resolution of 0.1 mm . Very low capillary numbers have been explored from $3 \times 10^{-3}$ to $10^{-5}$ giving no significant differences in the top view shape of the air finger inside the channels. Contrary to the thin liquid film left behind the top horizontal plate discussed in the Introduction, the in-plane characteristics of the liquid-air interface are weakly sensitive to the capillary number. A careful analysis of the finger horizontal plane relative width $\mathrm{y}^{0}(\infty) / \ell$ measured from these experiments displays a very small influence of the capillary number in the explored range. Neither does the finger tip present any change at small capillary number.

This gives support to a quasi-static capillary equilibrium shape that we have analysed in the two previous sections. Let us first consider the comparison between the observed finger relative width $\mathrm{y}^{0}(\infty) / \ell$ and the theoretical predictions. Hopefully, both numerical and theoretical analyses of the previous section give consistent identical result for the linear and sinusoidal channels that we have designed for our experiments. In the case of the linear channel, theoretical prediction for the finger relative width is $\mathrm{y}^{0}(\infty) / \ell=0.158$, while experimental measurements associated with the lowest capillary number give $\mathrm{y}^{0}(\infty) / \ell=0.173 \pm 0.002$. There is thus a nice agreement up to $8 \%$. Moreover, when stopping the pump, so as to observe the static interface shape, no detectable difference with the presented profile has been obtained in both cases when waiting for several hours. This time-scale is much larger than the typical capillaroviscous relaxation of the in-plane finger shape $y$ which is close to few seconds in our experiments, as discussed in Appendix A. Hence, Fig. 5 displays the relaxed quasi-static shape of the in-plane finger. This point should nevertheless be taken with care, because thin films located close to the solid surfaces above and bellow the air finger have


Fig. 5. Comparison between numerical computation (continuous line) and experimental measurements (circles) of in-plane interface shape $y(x)$. Each coordinate is expressed in millimetres. (a) Linear channels (filled circles) are associated with $\mathrm{Ca}=10^{-4}$. (b) Sinusoidal channels (open circles) are associated with $\mathrm{Ca}=3 \times 10^{-5}$.
very long capillaroviscous relaxation times as explained in Appendix A. Their impact on the in-plane finger shape $y$ is nevertheless negligible, as also shown in Appendix A. The experimental uncertainty coming from the optical pixelisation is nevertheless smaller than the observed difference between theoretical and experimental results. The observed mismatch should rather be associated with some differences between the ideal linear channel and its experimental model. A similar conclusion can be drawn in the case of the sinusoidal channel for which theory predicts $\mathrm{y}^{0}(\infty) / \ell=0.277$, while experimental measurements give $\mathrm{y}^{0}(\infty) / \ell=0.28 \pm 0.002$, leading to less than $1 \%$ deviation.

The shape of the finger tip is also interesting to compare with the predictions of static equilibrium obtained from numerical computation. Fig. 5 displays this comparison. In the case of the linear channel, since the asymptotic width falls off by $8 \%$, the prediction for the interface shape can not be much better. On the contrary, the comparison of the sinusoidal case shows an excellent agreement between experimental measurements and numerical results. No free parameter has been used to display both comparisons, the geometrical parameters used for the numerical computation being exactly mapped to the experimental dimensions of the narrow channels.

## 4. Capillary corrections

### 4.1. First capillary corrections $\tilde{Y}^{1}$

From the regular expansion of the pressure (5) it is then possible to find the $O\left(\mathrm{Ca}^{2 / 3}\right)$ capillary correction to (4). As will be seen in the following, the capillary correction to the interface shape fulfils an ordinary differential problem which is determined by the static shape $\tilde{y}^{0}$. In Section 2.2 we have numerically computed the quasi-static shape $\tilde{\mathrm{Y}}^{0}$. This result could be used here to compute numerically the leading-order capillary correction $\tilde{Y}^{1}$.

Besides, we are more interested in the influence of the capillary correction on the finger width, so we shall restrict our analysis to an estimate of $\tilde{Y}^{1}(\infty)$ which can be computed independently from the precise knowledge of $\tilde{Y}^{0}$.

### 4.1.1. Linear wedged tripod

In the case of linear transverse variations of $\tilde{h}$, the first perturbation $O\left(\mathrm{Ca}^{2 / 3}\right)$ correction to Eq. (5) reads

$$
\begin{align*}
- & \frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{y}^{1}}{\mathrm{~d} \tilde{x}^{2}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{Y}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{3 / 2}}+2\left(\tilde{Y}^{1}-\tilde{Y}^{1}(\infty)\right) \\
& =3.8\left(\frac{\mathrm{~d} \tilde{Y}^{0}}{\mathrm{~d} \tilde{x}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{y}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{1 / 2}}\right)^{2 / 3} \tag{33}
\end{align*}
$$

This linear second-order ordinary equation for $\tilde{Y}^{1}$ is forced by $\tilde{Y}^{0} \cdot \tilde{Y}^{1}(\infty)$ can nevertheless be computed since we know from previous analysis that one of the boundary condition to be applied at $x=0$ is $1 /\left(\mathrm{d} \tilde{y}^{0}(0) / \mathrm{d} \tilde{x}\right)=0$ so that, from (33), we deduce that $\tilde{Y}^{1}(0)-\tilde{y}^{1}(\infty)=3.8 / 2$. Moreover, we know that the other boundary condition at the origin is $\tilde{\mathrm{Y}}(0)=0$ so that from (4), $\tilde{\mathrm{Y}}^{0}(0)=\tilde{\mathrm{Y}}^{1}(0)=0$. Hence we find that $\tilde{Y}^{1}(\infty)=-1.9$.

### 4.1.2. General quadratic shape

The very same analysis could be applied to the quadratic shape. Hence these are the results for the first capillary correction problem:

$$
\begin{align*}
- & \frac{\pi}{4} \frac{\mathrm{~d}^{2} \tilde{\mathrm{y}}^{1}}{\mathrm{~d} \tilde{x}^{2}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{y}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{3 / 2}}+4\left(\tilde{Y}^{0} \tilde{y}^{1}-\tilde{y}^{0}(\infty) \tilde{y}^{1}(\infty)\right) \\
& =3.8\left(\frac{\mathrm{~d} \tilde{y}^{0}}{\mathrm{~d} \tilde{x}} \frac{1}{\left(1+\left(\mathrm{d} \tilde{Y}^{0} / \mathrm{d} \tilde{x}\right)^{2}\right)^{1 / 2}}\right)^{2 / 3} \tag{34}
\end{align*}
$$

Using the same argument as in the previous section, we find that the far field asymptotic correction to the finger width is $\tilde{Y}^{1}(\infty)=-3.8 / 4 \tilde{Y}^{0}(\infty)=-(3.8 / 4)(16 / 3 \pi)^{1 / 3}+$ $O\left(\epsilon^{1 / 3}\right) \simeq-1.13$.

### 4.2. Discussion

Let us first summarise the results obtained in the preceding analysis about the finger asymptotic width in the case of a linear transverse shape $\tilde{h}(\tilde{Y})=1-\sqrt{\epsilon}|\tilde{Y}|$,

$$
\begin{align*}
\frac{\mathrm{y}(\infty)}{\ell}= & \sqrt{\frac{\pi \epsilon}{4}}-1.9 \mathrm{Ca}^{2 / 3} \\
& +O\left(\epsilon, \mathrm{Ca}, \mathrm{Ca}^{4 / 3}, \sqrt{\epsilon} \mathrm{Ca}^{2 / 3}\right) \tag{35}
\end{align*}
$$

while in the case of a quadratic shape $\tilde{h}(\tilde{Y})=1-\epsilon^{2 / 3} \tilde{Y}^{2}$, the results established in the previous section give

$$
\begin{align*}
\frac{\mathrm{y}(\infty)}{\ell}= & \left(\frac{3 \pi}{16} \epsilon\right)^{1 / 3}-1.13 \mathrm{Ca}^{2 / 3}  \tag{36}\\
& +O\left(\epsilon^{2 / 3}, \mathrm{Ca}, \mathrm{Ca}^{4 / 3}, \epsilon^{1 / 3} \mathrm{Ca}^{2 / 3}\right)
\end{align*}
$$

Hence, in both cases, the influence of the capillary effects reduces the finger width. We self-consistently qualitatively observed that increasing Ca leads to narrower finger in the experiments. From these results it is easy to estimate a capillary number limit for the validity of the quasi-static analysis presented in Section 2. Comparing the $O\left(\mathrm{Ca}^{2 / 3}\right)$ capillary correction to the finger width correction in relations (35) and (36) one can find the capillary number above which the interface finger width will be sensitive to the capillary number variations. In the case of a linear narrow channel one finds this capillary number value to be $\mathrm{Ca}=(\sqrt{\epsilon \pi / 4} / 1.9)^{3 / 2} \simeq$ $0.32 \epsilon^{3 / 4}$, while in the case of a quadratic channel $\mathrm{Ca}=$ $(3 \pi / 16 \epsilon)^{1 / 2} /(1.13)^{3 / 2} \simeq 0.63 \sqrt{\epsilon}$. In both cases, the experimental aspect ratio $\epsilon$ has been chosen equal to 0.04 , so that the associated capillary number value is $\mathrm{Ca}=2.810^{-2}$ for the linear channel and $\mathrm{Ca}=1.210^{-1}$ for the quadratic one. These values are worth comparing to the experimental values reported in the caption of Fig. 5.

In both cases the capillary numbers were much smaller than these values, and therefore the quasi-static hypothesis should be verified.

## 5. Conclusion

The results presented in this paper show that small capillary number drainage of a wetting liquid by a gas inside a channel can be described by a quasi-static capillary equilibrium. In this limit, one may successfully compare the observed experimental liquid-gas interface shape with numerical computation and theoretical analysis related to a constant curvature interface. Taking advantage of the large aspect ratio of the channel geometries under study, an asymptotic analysis provides general expression for the main characteristics of the interface as is summarised in (35) and (36). These results should moreover be easy to generalise for any transverse shape channels, following the same steps as those presented in Section 4. The interface being of constant curvature in the quasi-static limit, the position of the finger width therefore provides the exact value of the corresponding curvature. It is thus easy to deduce from (2) that the pressure difference to be applied to push the air finger inside the channel is equal to $\Delta P=2 \gamma\left(1+\sqrt{\epsilon \pi / 4}+3.8 \mathrm{Ca}^{2 / 3}\right) / h_{0}$ in the case of the linear channel and to $\Delta P=2 \gamma(1+$ $\left.(\epsilon 3 \pi / 16)^{2 / 3}+3.8 \mathrm{Ca}^{2 / 3}\right) / h_{0}$ for a quadratic channel.

Another interesting result is that, for channels having a large aspect ratio, the interface tip exhibits rapid variations of in-plane curvature which are related to a curvature boundary layer. The boundary layer tip shape y scales with the longitudinal distance $x$ as $y \sim \sqrt{x}$, independently of the channel
geometry. Moreover, far from this boundary layer, the interface curvature reaches a smooth longitudinal variation region, associated with an exponential decay, as already found in [4] and [15]. We furthermore found that this exponential decay is associated with a typical length $w / \sqrt{2}$, where $w / \ell=\sqrt{\epsilon}$ in the case of linear channel and $w / \ell=\epsilon^{1 / 3}$ for a quadratic shaped channel. A complementary capillary asymptotic analysis has provided analytical bounds for the capillary number associated with the presented quasi-static results. It has been found that the capillary effects can be neglected when $\mathrm{Ca} \simeq 0.32 \epsilon^{3 / 4}$ in the case of a linear channel, and as $\mathrm{Ca} \simeq 0.63 \sqrt{\epsilon}$ in the case of a quadratic one.

The presented results are easy to adapt to more general wettability conditions where the contact angle $\phi$ is different from 0 . As a matter of fact, the general case where $0<\phi<\pi / 2$ could be obtained from substituting the aperture gap $h_{0}$ by $h_{0} / \cos \phi$, since the vertical radius of curvature of the interface is modified from $h / 2$ to $h /(2 \cos \phi)$.
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## Appendix A

In this appendix we discuss the transient behaviour to the quasi-static state associated with both the thin films, that are located close to the solid surfaces above and bellow the air finger, and the interface mean position $\mathrm{Y}(x, t)$. The analysis that is given here is a first simplified discussion about the complete transient problem that we will not consider in detail. Our objective here is mainly to extract the correct orders of magnitude for the transient viscous relaxation to occur.

First, let us recall the classical thin-film dynamic equation (see, for example, [5]). As previously discussed, the quasistatic pressure drop between the gas and the liquid is the capillary pressure. Considering that the viscosity ratio between the gas and the liquid is very small, the associated pressure drop in the gas is negligible compared with the one in the liquid. Consequently, we will take, as usual, the gas pressure as a zero reference pressure. The capillary pressure thus leads to a simple decouple expression for the quasi-static liquid pressure. Let us first consider the thin-film region, the film thickness of which will be denoted $h(x, y, t)$. From the simplified expression of the mean curvature in slowly varying thin films, the liquid pressure in the film reads $p=\gamma \Delta h$.

The lubrication equations for the momentum $x$ and $y$ components can then easily be solved and lead to simple shear flow, that can be integrated to give an horizontal fluid flux $\mathbf{q}$ in the film along the $(x, y)$ plane. This fluid flux $\mathbf{q}$ is proportional to the pressure gradient and the cube of the film thickness $h$, as usual in those Darcy-like problems, i.e., $\mathbf{q}=\left(h^{3} / 12 \mu\right) \nabla p$. The conservation of flux then leads to the classical thin-film dynamical equation:
$\partial_{t} h+\frac{\gamma}{12 \mu} \nabla \cdot\left(h^{3} \nabla \Delta h\right)=0$.
One would then like to seek for the scaling of the capillaroviscous relaxation time of the films that will be denoted $\tau_{f}$. We consider $x$ and $y$ variations of the film to be of the order $w$ and the film thickness $h$ is given by the Bretherton result $h \sim h_{0} \mathrm{Ca}^{2 / 3}$. Using (A.1) and the previous scaling $w / h_{0} \sim \epsilon^{\alpha-1}$ leads to $\tau_{f} \sim\left(h_{0} \mu / 12 \gamma\right) \epsilon^{4(\alpha-1)} / \mathrm{Ca}^{2}$. A typical estimation using the experimental values given in Section 3, with $\gamma=21.7 \mathrm{mNm}^{-1}, \mu=0.22 \mathrm{Pas}, h_{0}=$ $10^{-3} \mathrm{~m}, \mathrm{Ca}=10^{-4}$ and $\epsilon=0.04$ leads to values as large as $\tau_{f} \sim 5 \times 10^{8} \mathrm{~s}$ for the linear channel where $\alpha=1 / 2$ and $\tau_{f} \sim 5 \times 10^{9} \mathrm{~s}$ for the quadratic channel where $\alpha=1 / 3$. Hence, the relaxation time for the film temporal reorganisation far exceeds several weeks, so that this relaxation could not be achieved in the experiments. Nevertheless, the thinfilms contribution to the quasi-static bubble shape $\mathrm{Y}(x)$ can be estimated from computing the liquid volume in the films, as compared to the liquid volume needed to displace the bubble shape $y(x)$ position of a distance equal to the meniscus size $h_{0} / 2$. For a bubble of length $L$ and width $2 w$, the liquid film volume is $h_{0} \mathrm{Ca}^{2 / 3} 2 w L$. The volume necessary to displace the bubble at one meniscus distance is close to $\pi / 2\left(h_{0} / 2\right)^{2} L$ for a perfect wetting condition. Hence the volume ratio is $(\pi / 16) h_{0} / \mathrm{Ca}^{2 / 3} w=(\pi / 16) \mathrm{Ca}^{2 / 3} \epsilon^{\alpha-1}$ which gives respectively $2 \times 10^{-3}$ and $3 \times 10^{-3}$ for linear and quadratic channels. Hence, the contribution of the films to the bubble shape quasi-static position $\mathrm{y}(x)$ is negligible.

Finally, let us discuss the relaxation time of the interface position shape $\mathrm{y}(x, t)$ far from the inner curvature boundary
layer. The governing equation for the shape $\mathrm{y}(x, t)$ can be found in [8] and [17] and reads
$\frac{36 \mu}{\gamma \epsilon} \partial_{t} Y^{2}=\partial_{x}^{2} Y^{3}$.
Using the dimensional quantities given in (3), so that $x \sim w$ and $\mathrm{y} \sim w$, one can easily obtain the transient capillaroviscous relaxation time $\tau_{s}$ for the in-plane shape $\mathrm{y}(x, t)$, $\tau_{s} \sim(36 \mu / \gamma) h_{0} \epsilon^{\alpha-2}$. A typical estimation using the experimental values given in Section 3, with $\gamma=21.7 \mathrm{mN} \mathrm{m}^{-1}$, $\mu=0.22$ Pa s, $h_{0}=10^{-3} \mathrm{~m}, \mathrm{Ca}=10^{-4}$ and $\epsilon=0.04$, leads to values $\tau_{s} \sim 4 \mathrm{~s}$ and $\tau_{s} \sim 3 \mathrm{~s}$ for linear and quadratic channels. Hence, the transient time for the relaxation to the quasi-static shape of the interface position shape $\mathrm{y}(x, t)$ is of the order of few seconds.
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