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Background: According to international recommendations, reference in-

tervals should be determined from at least 120 reference individuals, which

often are impossible to achieve in veterinary clinical pathology, especially

for wild animals. When only a small number of reference subjects is avail-

able, the possible bias cannot be known and the normality of the distribu-

tion cannot be evaluated. A comparison of reference intervals estimated by

different methods could be helpful.

Objective: The purpose of this study was to compare reference limits de-

termined from a large set of canine plasma creatinine reference values, and

large subsets of this data, with estimates obtained from small samples se-

lected randomly.

Methods: Twenty sets each of 120 and 27 samples were randomly selected

from a set of 1439 plasma creatinine results obtained from healthy dogs in

another study. Reference intervals for the whole sample and for the large

samples were determined by a nonparametric method. The estimated ref-

erence limits for the small samples were minimum and maximum,

mean�2 SD of native and Box–Cox-transformed values, 2.5th and 97.5th

percentiles by a robust method on native and Box–Cox-transformed val-

ues, and estimates from diagrams of cumulative distribution functions.

Results: The whole sample had a heavily skewed distribution, which ap-

proached Gaussian after Box–Cox transformation. The reference limits es-

timated from small samples were highly variable. The closest estimates to

the 1439-result reference interval for 27-result subsamples were obtained

by both parametric and robust methods after Box–Cox transformation but

were grossly erroneous in some cases.

Conclusion: For small samples, it is recommended that all values be re-

ported graphically in a dot plot or histogram and that estimates of the ref-

erence limits be compared using different methods.

Introduction

The concept of using reference values for reporting the

variability of analytes in healthy subjects is widely ac-

cepted as a basis for interpreting the individual values

observed in patients, even though many medical clas-

sifications are based on decision limits or consensus

values that differ from the reference limits.1,2 The most

recent international guidelines for the preparation of

reference limits in human clinical pathology have been

published by the International Federation of Clinical

Chemistry (IFCC) and the Clinical and Laboratory

Standards Institute (CLSI).3 Most of these recommen-

dations can be transposed to animal clinical pathology.

However, as with some human subgroups (eg, new-

borns or elderly people), it is often impossible to obtain

the minimum recommended number (120) of refer-

ence subjects. It is nevertheless recommended that in

such cases ‘‘data should still be analyzed by the non-

parametric method. As an alternative, the robust

method may be used . . ..’’3

Robust methods are based on iterative processes

that estimate the median and spread of the distribu-

tion.4,5 In the IFCC-CLSI proposed guideline for robust



methods, they gave as an example the assessment of a

reference interval for plasma calcium in women, in

which 3 sets of 20 values each were randomly selected

from a group of 120 values. The subsequent reference

intervals calculated by the robust method were very

close to the interval determined by a nonparametric

method from the whole set of 120 values.3 In that ex-

ample, the distribution of 120 values was roughly

Gaussian and the range was narrow (88–103mg/L),

with no outliers. This may explain why ‘‘the perfor-

mance of the method (was) not dependent on getting a

‘good’ set of points; though of course, results vary de-

pending on the specific values selected.’’ Despite the

good results obtained in that example, in the final

approved revised guideline the working group was

hesitant to recommend calculating reference intervals

with sample numbers o80 ‘‘except in the most

extreme instances.’’3

In practice, when only a small number of refer-

ence subjects are available for selection, the possible

bias resulting from this selection cannot be known,

and the normality of the distribution cannot be evalu-

ated. Thus some doubts will remain and a comparison

of the reference intervals estimated by different meth-

ods could be helpful.

The aim of this study was to take a large set of ca-

nine plasma creatinine reference values obtained in a

previous study6 and to: (1) randomly select large sam-

ples (120-sample sets, which is the smallest number of

subjects recommended for use of the nonparametric

method) and determine reference intervals; (2) ran-

domly select small samples (27-sample sets) and esti-

mate the reference limits in each by different methods;

and (3) compare the results obtained with the refer-

ence interval determined for the whole sample by the

nonparametric method.

Materials and Methods

The whole sample consisted of 4097 dogs, of which

1439 were healthy animals of known body-weight

class and plasma creatinine concentration. These

healthy dogs consisted of 800 small (o15 kg), 261 me-

dium (15–35 kg), and 378 large (4 35 kg) dogs. No

other possible factors of variation were taken into ac-

count in the study. Ten sets of 120 results each (large

samples) were randomly selected from the whole sam-

ple using the ALEA function in Excel (Microsoft Cor-

poration, Redmond, WA, USA). Ten additional large

subsets consisting of 67 small, 22medium, and 31 large

dogs were selected to reflect the relative proportion of

each body-weight class in the whole sample. Reference

limits and their 90% confidence intervals (CIs) were

determined for the whole population, for the random

120-sample subsets, and for the 120-sample subsets

balanced for body weight, by the nonparametric meth-

od according to IFCC recommended procedure, which

is based on the ranking of values and setting limits at

the 0.025 and 0.975 fractiles (percentiles).7

Ten sets of 27 results each (small samples) were

randomly obtained from the whole sample (R sub-

group) by the same random selection method and 10

additional sets of 27 results were obtained by randomly

selecting results from 15 small, 5 medium, and 7 large

dogs, again to represent their relative proportion in the

whole sample (S subgroup). In each of the 20 sets of 27

values, the following were calculated: (1) mini-

mum–maximum interval (range); (2) mean�2SD of

native and Box–Cox-transformed values; (3) 2.5–97.5%

intervals by a robust method with native and Box–Cox-

transformed values; and (4) 2.5–97.5% intervals esti-

mated graphically from the cumulative distribution

functions (CDF) derived from the histograms.

Statistical analysis

Calculationswere performedwith an Excel spreadsheet

(Microsoft Corporation) and the Analyse-It (Leeds, UK)

set of macroinstructions. The Box–Cox l coefficient

was calculated with freeware R 2.7.0 (The R Founda-

tion for Statistical Computing; http://stat.ethz.ch/

CRAN/). The robust method used was the one recom-

mended by Horn and colleagues.3,4 Results were tested

using ANOVA. Comparisons between groups was made

using a Mann–Whitney U-test after testing the homo-

geneity of variances, and when necessary using Bon-

ferroni’s correction. Possible partitioning criteria were

studied by Harris and Boyd’s z-statistics,8 and outliers

were detected by visual inspection of distributions and

confirmed by Tukey’s criterion.3

Results

Reference limits of the whole reference sample
(n = 1439)

The overall distribution was skewed and non-Gaussian

(Figure 1) and could not be transformed into a Gauss-

ian distribution by log or Box–Cox transformation

(Anderson–Darling, P=.0005 and .001, respectively).

The reference interval for plasma creatinine concen-

tration determined nonparametrically (90% CI of lim-

its in parentheses) was 53.1 (52.0–55.0) to 150.4

(148.0–159.0) mmol/L (Table 1). The effect of body

weight was highly significant (ANOVA, Po.001) and



the 2�2 differences between the 3 body-weight

classes were also significant (Mann–Whitney with

Bonferroni correction, Po.001; Harris and Boyd

z � z� after Box–Cox-transformation). The corre-

sponding reference intervals for small, medium, and

large dogs, respectively, were 51.0 (46.0–53.0) to 146.0

(140.0–153.0) mmol/L, 60.1 (53.1–62.0) to 143.9

(136.0–154.0) mmol/L, and 67.5 (61.9–70.0) to 168.6

(159.0–180.0) mmol/L.

Reference limits of the large samples

The distributions of all 120-sample subsets differed sig-

nificantly from Gaussian (Anderson–Darling, Po.05)

whereas none of the Box–Cox-transformed distribu-

tions, except 1 (P=.014), differed from Gaussian

(Anderson–Darling, P=.053–.977). There was no

difference between the limits determined by the non-

parametric method in the randomly selected and body-

weight class selected subgroups (Student’s t-test after

testing for homogeneity of variances, P=.250 and .829

for lower and upper limits, respectively). Lower and

upper limits ranged from 44 to 57 (median 53.1) mmol/

L and from 140 to 179 (median 150.7) mmol/L, respec-

tively, and the 90% CIs ranged from 35 to 63mmol/L

and from 124 to 242mmol/L for the lower and upper

limits, respectively (Table 1 and Figure 2).

Reference limits of the small samples

The percentages of dogs in the 3 body-weight classes in

the 10 randomly selected data subsets (R1–R10 sub-

groups) differed considerably from those in the whole

sample (55.6%, 18.1%, 26.3%), whereas the percent-

ages in the 10 S-subgroups, selected based on body-

weight class, were almost the same (55.6%, 18.5%,

25.9%) as in the whole sample (Figure 3). Creatinine

concentrations in the 20 subsets had similar ranges,

with coefficients of variations (CVs) of 18.3–37.5% in

the R subgroups and 18.2–39.4% in the S subgroups

(Figure 4).

In most cases, the native values could not be used

to estimate the reference limits by the robust method

so the results are not reported. Extrapolation of the

2.5th and 97.5th percentiles from the histograms was

imprecise due to the distribution of values (see 2 typ-

ical examples in Figure 5) and systematically gave val-

ues below the observed minimum and maximum

(Wilcoxon’s test, Po.001). Whatever the method used

to calculate reference limits, no difference was found

between the limits determined for the R and S sub-

groups, except for the mean�2 SD limit, which was

Table 1. Experimental approach and resulting reference limits for plasma creatinine concentration (mmol/L) in dogs.

Dataset Method of Estimation Data Type Reference Interval Type

Reference Interval Results

for Creatinine (mmol/L)

Lower Limit Upper Limit

Whole sample (n = 1439) Nonparametric (2.5–97.5%) Native values Limit (90% CI of limit) 53.1 (52–55) 150.4 (148–159)

Large subsets of 120 samples each Nonparametric (2.5–97.5%) Native values Median (range) of limits 53.1 (44–57) 150.7 (140–179)

Small subsets of 27 samples each Minimum–maximum Native values Median (range) 53.1 (40–75) 150.4 (125–239)

Parametric (mean� 2 SD) Native values Median (range) 42.0 (22–61) 146.1 (124–186)

Box–Cox transformed Median (range) 53.8 (40–74) 154.3 (126–283)�

Robust Native values Median (range) NC NC

Box–Cox transformed Median (range) 52.4 (23–73) 165.8 (122–363)w
Visual estimation CDF Median (range) 46.8 (30–70) 143.2 (120–223)

�Upper limit is an outlier; next nearest value is 203 mmol/L.

wUpper limit is an outlier; next nearest value is 215 mmol/L.

CDF, cumulative density distribution CI, confidence interval; NC, not calculated (not possible to calculate) for many subgroups.

Figure 1. Distribution of plasma (P) creatinine concentration in 1439 clin-

ically healthy dogs. White, body weight (BW) o 15 kg; red, BW 15–35 kg;

blue, BW4 35 kg.



lower in the S subgroups (Mann–Whitney, Po.05 af-

ter testing for homogeneity of variances).

Estimates of the lower limit of the reference inter-

val obtained by the parametric and the robust method

after Box–Cox transformation (Table 1 and Figure 6)

were closer to the value determined in the whole da-

taset than those obtained by other methods. The range

of upper limit estimates was wider than for the lower

limit (Table 1 and Figure 7). Box–Cox-transformed re-

sults revealed an apparent outlier, which, according to

Tukey’s criterion, was eliminated. When this outlier

was removed, the CV of the estimates was similar to

that obtained for the lower limit. Closest estimates of

the upper limit determined in the whole sample were

obtained from the calculated mean� 2 SD using native

values and Box–Cox-transformed values.

The means of all estimates of the reference limits

(50 and 158 mmol/L) were close to the values deter-

mined from the whole sample. The range of values was

large, however, independent of the method used; the

range was 39.8–73.6 mmol/L in the best case for the

lower limit, and most values calculated from small

samples were outside the CIs determined from the

whole sample. Meaningful calculation of the CIs for

the determined limits was precluded by the low num-

ber of individuals in the 20 small sets.

Discussion

The aim of this study was to determine whether refer-

ence limits calculated from small samples randomly

selected from a large sample were identical to those

calculated from the latter by nonparametric method. If

so, more or less valid reference intervals could be esti-

mated from small samples when large samples are not

available. Our results, however, suggest the bias ob-

tained from different random small samples resulted in

Figure 2. Upper and lower limits of the reference interval for plasma (P)

creatinine determined by a nonparametric method in 20 randomly se-

lected 120-sample subsets within the full dataset of 1439 healthy dogs.

Dotted areas, 90% confidence intervals (CIs) of the limits determined for

the whole sample; vertical bar, range of the 90% CI calculated from the

120-sample subsets.

Figure 3. Percentage of small (black), medium (white), and large (speck-

led) dogs in the 10 sets of 27 results selected randomly (R1–R10) from the

whole sample (All) and in the 10 sets of 27 results selected according to

body-weight class (S1–10). Dotted lines are the percentages of dogs in

each body-weight class in the whole sample.

Figure 4. Distribution of plasma (P) creatinine values in the 10 sets of 27

results randomly selected (R1–R10) and in the 10 sets of 27 results se-

lected according to body-weight class (S1 -10) from the whole sample.

The dotted lines are the limits of the reference interval determined from

the whole sample.



very different estimates of reference limits compared

with those obtained with large samples.

It was presumed that all recommended criteria

concerning preanalytical and analytical criteria were

respected.3,9 These were not reported here as the aim

was not to determine reference intervals for plasma

creatinine concentration in dogs, but rather to com-

pare different methods of estimating reference inter-

vals from small samples. Even though some criteria

may have been inadequate, their effect on the whole

Figure 5. Examples of histograms (black bars) and cumulative distribution function (CDF; thin line) of plasma (P) creatinine values obtained from two 27-

sample subsets of values.

Figure 6. Estimates of the lower limits of the reference interval for

plasma (P) creatinine as determined by different methods in the 10 sets

of 27 results selected randomly (R) and in the 10 sets of 27 results se-

lected according to body-weight class (S). The dotted area is the 90%

confidence interval of the lower limit determined from the whole sample.

m, mean; SD, standard deviation.

Figure 7. Estimates of the upper limit of the reference interval for plasma

(P) creatinine as determined by different methods in the 10 sets of 27

results selected randomly (R) and in the 10 sets of 27 results selected

according to body-weight class (S). The dotted area is the 90% confidence

interval of the upper limit determined from the whole sample. m, mean;

SD, standard deviation.



sample and the subgroups would have been identical

and therefore validate the comparisons.

No apparent heterogeneity could be detected from

the shape of the histogram of plasma creatinine con-

centration in the whole sample, except that it was

heavily skewed toward high concentrations, which

suggested that plasma creatinine concentrations might

have been higher in 1 subgroup of dogs. Not all the

possible partitioning factors evidenced in the preceding

study were taken into account.6 Body weight was the

only partitioning factor used to investigate possible

effects on results obtained from small samples, as this

was reported previously to influence canine plasma

creatinine concentration.10,11 It is usually acknow-

ledged that differences between subgroups may be sta-

tistically significant, when a large number of samples is

compared, even though they may not be clinically rel-

evant, which was the case in this study.12 When ap-

plied to medical data, tests of partitioning such as that

described by Harris and Boyd8 are only suitable for

comparisons of 2 sets of values. In the case of body

weight, all 2�2 comparisons were highly significant.

Thus, partitioning results according to the 3 body-

weight classes was considered relevant, and validated

the original selection of data subsets based on body-

weight distribution.

The overall upper limit of the reference interval in

this study was almost the same as the limit reported in

the previous study in which all healthy animals were

included (151 mmol/L; n=1516 values).6 In the present

study, only those cases with known body-weight class

were analyzed (n=1439).

Although it was not the main aim, the variability

of reference intervals determined using the recom-

mended nonparametric method and the minimum

number of reference individuals (120) was examined

and compared with the variability of the estimates ob-

tained from small numbers. The mean of the range of

reference limits for the 20 random large samples se-

lected from the whole sample and that of the reference

limits determined from the whole sample, was almost

identical. The variance of the limits thus determined

was almost the same (they differed by �7%) for the

lower and upper limits. This was much lower than the

variability of estimates from the small samples, but

much broader than the 90% CIs determined for the

whole sample. The narrowness of this latter was due to

the large number of values used, uncommon in studies

of reference values except those based on hospital

data.13 It was surprising, however, to see that in some

cases the calculated limits derived from the minimum

recommended number of 120 samples differed notably

from those determined from the whole sample.

Twenty-seven was chosen as the number of sam-

ples for the small subsets in this study because many

reports of reference values for nondomestic animal

species include o 30 animals and because this num-

ber permitted a relative weighting of body-weight

classes proportional to that of the whole sample.

In this study we confirmed that the bias obtained

from different random samplings of 27 results resulted

in very different estimates of reference limits but the

results for the R and S subgroups, ie, with or without a

partitioning factor (here, body-weight class) did not

differ. Partitioning factors, based on a priori estimates

of possible effects of sex, age, season, etc, on the re-

sults, are sometimes taken into account in studies with

small numbers of animals. This approach may there-

fore not be appropriate if the number of animals in

each category is too small to allow a proper study of

differences between subgroups.

When only a small sample is available, recommen-

dations state that all of the results may ‘‘serve a useful

clinical purpose as a guide in the form of a list of all the

values, [. . .] ordered according to increasing magni-

tude.’’7 The major advantage of this type of data pre-

sentation is that no information is lost as all values are

reported, but the list of numbers is not easy to evalu-

ate. The values can also be reported in a dot plot, his-

togram, or diagram of CDF; these forms of data

presentation may be more useful from a clinical stand-

point. However, such lists or figures still are less easy to

apply routinely than the upper and lower limits of a

reference interval. When the number of samples is

low, extrapolation of values from a CDF diagram re-

sulted in 2.5% and 97.5% limits that were below the

observed minimum and maximum of the dataset and

therefore are not relevant. A nonparametric approach

cannot be used as the number of reference samples is

below 40.

Reference intervals from small samples are re-

ported in the literature in many different ways, includ-

ing median and maximum–minimum values, mean�
SD, and 2.5th and 97.5th percentiles estimated by

parametric methods, with or without transformation

of the data. However, it is impossible to correctly assess

the type of distribution in small samples and, as shown

in this study, the shapes of the distributions and the

numbers of apparent outliers differed considerably be-

tween the 20 sets of values. Thus it is difficult to make

relevant decisions on the best mathematical model to

apply. However, as blood analyte distributions are of-

ten skewed, it would seem reasonable to include all the

values obtained from small samples.

In this study, the lower reference limits were un-

derestimated when the mean� 2 SD interval from



untransformed values was used on the small samples,

which would be expected from a distribution skewed

toward high values. It was surprising, however, that

the mean12 SD limits were close to the upper limit

calculated from the whole sample. The parametric ap-

proach is more valid if a better fit to Gaussian distribu-

tion can be obtained by mathematical transformation.

This can often be achieved by Box–Cox transfor-

mation, which is now readily available in the R 2.7.0

freeware program. The distribution of the Box–Cox-

transformed values did not differ significantly from

Gaussian except for 1 subset of data, and parametric

estimation of the reference interval from the Box–Cox-

transformed values was close to the CIs of the refer-

ence limits determined from the whole sample. In the

one exception, the upper limits determined as the

mean12 SD from Box–Cox-transformed values or by

the robust method were grossly erroneous (Figure 7)

compared with other methods of estimation.

Robust methods have been recommended for de-

termining the quantiles of a distribution of small sam-

ples. In this case, the method of Horn et al4 could not

be applied to untransformed canine plasma creatinine

values. As already mentioned, the robust method

should preferably be used when the data fit a Gauss-

ian distribution, and in this study, the robust approach

was efficient on Box–Cox-transformed values. In the

example in which the robust method was used for hu-

man plasma calcium values, estimation of reference

limits was more accurate than in this study. This may

be due to the higher interindividual variance of canine

plasma creatinine (�15%)14,15 than of human plasma

calcium (�3%),16,17 such that randomly selected small

subsets of canine creatinine data may not be represen-

tative of the whole set of values, resulting in the deter-

mination of erroneous limits.

In summary, none of the methods used in this

study were very satisfactory for estimating reference

intervals in small samples, and probably no method

can be used that is generally applicable. Whatever cal-

culations and mathematical models are applied, the

limiting factor remains the a priori assumption that the

small sample of values available is representative of

samples to be tested in the future for diagnosis.18 Ref-

erence intervals always should be estimated from the

largest possible number of animals available so that

nonparametric methods can be used to determine the

reference limits and their CIs, and allow evaluation of

possible partitioning factors. When only small samples

are available, the estimation of reference intervals is

biased by the sample, which may be more or less rep-

resentative of the whole population, and this bias can-

not be determined. In this case, as much information

as possible should be reported, including lists of or-

dered values, dot plots, and/or histograms. A good ap-

proach when estimating reference intervals is to

transform the data to obtain the best possible fit with

Gaussian distribution and to compare the estimated

limits obtained by parametric and robust methods. The

real and estimated reference limits may differ consid-

erably, demonstrating the bias inherent in reporting a

single estimate for small samples.
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