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# The $q$-ary Image of Some $\boldsymbol{q}^{m}$-ary Cyclic Codes: Permutation Group and Soft-Decision Decoding 
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#### Abstract

Using a particular construction of generator matrices of the $\boldsymbol{q}$-ary image of $\boldsymbol{q}^{\boldsymbol{m}}$-ary cyclic codes, it is proved that some of these codes are invariant under the action of particular permutation groups. The equivalence of such codes with some two-dimensional (2-D) Abelian codes and cyclic codes is deduced from this property. These permutations are also used in the area of the soft-decision decoding of some expanded Reed-Solomon (RS) codes to improve the performance of generalized minimum-distance decoding.


Index Terms-Permutation groups, $\boldsymbol{q}$-ary image of $\boldsymbol{q}^{m}$-ary cyclic codes, soft-decision decoding.

## I. INTRODUCTION

One important area in coding theory is concerned with codes which are invariant under a set of permutations.
For example, any linear code of length $n$ over $\mathbb{F}_{q^{r}}$ (i.e., vector subspace of $\left.\left(\mathbb{F}_{q} r\right)^{n}\right)$ which has the property of being invariant under the cyclic permutation (shift) is called a cyclic code. This property allows us to consider such a code as a principal ideal in the algebra $\mathbb{F}_{q^{r}}[z] /\left(z^{n}-1\right)$. Let $(i, j)$ denote the greatest common divisor of two integers $i$ and $j$. When $(n, q)=1$, a cyclic code is entirely defined by the set of its nonzeros, i.e., the $n$th roots of unity such that at least one codeword polynomial $c(x)$ does not evaluate to zero in this point. The parameters of such a code are usually denoted by $[n, k]$, where $k$ is the dimension of the code considered as a $\mathbb{F}_{q} r$-vector subspace. Note that $k$ is also the number of nonzeros. In order to distinguish different codes of the same dimension, we denote a code by $[n, N Z]_{q^{r}}$, where $N Z$ is the set of nonzeros. A generator polynomial $g(z)$ of such a code is a polynomial codeword such that each codeword $c(z)$ can be expressed as a product $c(z)=g(z) \times u(z)$ where $u(z)$ is a polynomial of degree less than $k$. From such a generator polynomial, we can obtain a generator matrix $G$ of this code defined as follows:

$$
G^{T}=\left[g(z) z g(z) \cdots z^{k-1} g(z)\right]
$$

where $G^{T}$ denotes the transpose of $G$.
An Abelian code over $\mathbb{F}_{q^{r}}$ is a vector subspace of $\left(\mathbb{F}_{q^{r}}\right)^{m n}$ invariant under the shift of the rows and the columns where we consider each codeword as an $m \times n$-matrix [6]. Many researchers have worked on codes which are invariant under particular groups of permutations such as, for example, the general linear group [1]-[3] or the Mathieu group [5, Ch. 20]. The first problem we address in this correspondence is that of determining a group of permutations under whose action the $q$-ary image of some $q^{m}$-ary cyclic codes is invariant. This property is used to obtain new results on these codes such as the invariance under particular permutations or the equivalence with cyclic and two-dimensional (2-D) Abelian codes.
Permutations that fix a code have an interesting application in the area of soft-decision decoding of the $q$-ary image (the so-called expanded image) of the Reed-Solomon (RS) codes. For these codes,

[^0]the use of soft-decision decoding can significantly improve the performance. In practice, in most cases, $q^{m}$ is equal to $2^{m}$, but the codewords are transmitted in their expanded binary form and the available soft information is relative to the binary symbols. However, soft-decoding algorithms, like the generalized minimum distance decoding (GMD) of Forney [10] or the Chase algorithm [11], make use of soft-decision information on the symbol level. In [9], it is stated that "the major drawback with RS codes (for satellite use) is that the present generation of decoders does not make full use of bit-based soft decision information." The permutations introduced in this correspondence can be used for this purpose.

This correspondence is divided into five sections. In Section II, we give a construction of a $\mathbb{F}_{q}$-generator matrix of the $q$-ary image of $q^{m}$-ary cyclic codes. A similar construction is found in [8], but here we completely characterize each block as a generator matrix of a cyclic code over $\mathbb{F}_{q}$. This characterization is necessary to prove the invariance of the $q$-ary image under the action of permutation groups.

In Section III, we define special sets of permutations, and we prove that they form a group. Then we determine cyclic codes whose $q$-ary image is invariant under the action of these permutations.

In Section IV, we present some consequences of these results. We prove that if a cyclic code over $\mathbb{F}_{q^{m}}$ is such that its $q$-ary image is invariant under the action of some of these groups then this $q$-ary image is equivalent to a 2-D Abelian code. When $(n, m)=1$, the $q$-ary image is equivalent to a cyclic code.
Section V presents an application of these permutations and shows how to use them to improve the performance of the soft-decision decoding of RS codes. The algorithm is worked out in detail and some simulation results are presented.

## II. Generator Matrix of the $q$-ary Image OF A $q^{m}$-ary Cyclic Code

 $\left[n=q^{m}-1, N Z\right]_{q^{m}}$. In this section, we present a construction of a $\mathbb{F}_{q}$-generator matrix of the $q$-ary image of $C$. The generator matrix is obtained as a block matrix where each block is a generator matrix of a cyclic code of length $n$ over $\mathbb{F}_{q}$.

## A. Definitions and Preliminaries

We start by defining the $q^{s}$-ary image of a $q^{r}$-ary cyclic code, where $\mathbb{F}_{q^{s}}$ is a subfield of $\mathbb{F}_{q^{r}}$. Let

$$
a(z)=\sum_{j=0}^{n-1} a_{j} z^{j}
$$

be an element of $\mathbb{F}_{q} r[z] /\left(z^{n}-1\right)$. Let $\underline{\alpha}=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{\frac{r}{s}-1}\right\}$ be a basis of $\mathbb{F}_{q^{r}}$ over $\mathbb{F}_{q^{s}}$. Using $\underline{\alpha}$, the polynomial $a(z)$ may be written as

$$
\sum_{j=0}^{n-1} \sum_{i=0}^{\frac{r}{s}-1} a_{i, j} \alpha_{i} z^{j}
$$

where $a_{i, j} \in \mathbb{F}_{q}$ and

$$
\sum_{i=0}^{\frac{r}{s}-1} a_{i, j} \alpha_{i}=a_{j} .
$$

We define the $q^{s}$-ary image of $a(z)$ with respect to the basis $\underline{\alpha}$ by the bijective module homomorphism

$$
\begin{array}{ccc}
\mathcal{D}_{\alpha}: \mathbb{F}_{q^{r}}[z] /\left(z^{n}-1\right) & \longrightarrow & \left(\mathbb{F}_{q^{s}}[x] /\left(x^{n}-1\right)\right)^{\frac{r}{s}} \\
a(z) & \longrightarrow\left(a_{0}(x), a_{1}(x), \ldots, a_{\frac{r}{s}-1}(x)\right)
\end{array}
$$

where

$$
a_{i}(x)=\sum_{j=0}^{n-1} a_{i, j} x^{j}
$$

The $q^{s}$-ary image of $[n, N Z]_{q}$ with respect to the basis $\underline{\alpha}$ is denoted by $\mathcal{D}_{\underline{\alpha}}\left([n, N Z]_{q^{r}}\right)$, and we have

$$
\mathcal{D}_{\underline{\alpha}}\left([n, N Z]_{q^{r}}\right)=\left\{\mathcal{D}_{\underline{\alpha}}(c(z)) \mid c(z) \in[n, N Z]_{q^{r}}\right\}
$$

Then $\mathcal{D}_{\underline{\alpha}}\left([n, N Z]_{q^{r}}\right)$ is a submodule of dimension $\frac{r}{s} k$ of the $\mathbb{F}_{q^{s}}[x] /\left(x^{n}-1\right)$-module $\left(\mathbb{F}_{q^{s}}[x] /\left(x^{n}-1\right)\right)^{\frac{r}{s}}$.

Let

$$
\left\{\left(c_{0}^{(i)}(x), c_{1}^{(i)}(x), \ldots, c_{\frac{r}{s}-1}^{(i)}(x)\right), \text { for } i=0, \ldots, \frac{r}{s} k-1\right\}
$$

be an $\mathbb{F}_{q^{s}}$-basis of $\mathcal{D}_{\underline{\alpha}}\left([n, N Z]_{q^{r}}\right)$. An $\mathbb{F}_{q^{s}}$-generator matrix for $\mathcal{D}_{\underline{\alpha}}\left([n, N Z]_{q^{r}}\right)$ is given as

$$
\left[\begin{array}{ccc}
c_{0}^{(0)}(x) & \cdots & c_{\frac{r}{s}-1}^{(0)}(x) \\
& \cdots & \\
c_{0}^{\left(\frac{r}{s} k-1\right)}(x) & \cdots & c_{\frac{r}{s}-1}^{\left(\frac{r}{s} k-1\right)}(x)
\end{array}\right] .
$$

We define the set of conjugates of an element $\beta$ of $\mathbb{F}_{q^{r}}$ with respect to $\mathbb{F}_{q^{s}}$ as the set of elements $\beta, \beta^{q^{s}}, \ldots, \beta^{q^{s\left(\frac{r}{s}-1\right)}}$ [4, Ch. 2, Definition 2.17]. This set is denoted by $\mathcal{C}_{q^{s}}(\beta)$.

In order to construct the $\mathbb{F}_{q}$-generator matrix of the $q$-ary image of $C$, we need to split $N Z$ (the set of nonzeros of $C$ ), into full sets of conjugates with respect to subfields of $\mathbb{F}_{q^{m}}$. Let $\mathbb{F}_{q^{r_{1}}}, \mathbb{F}_{q^{r_{2}}}, \ldots, \mathbb{F}_{q^{r_{t}}}$ be the subfields of $\mathbb{F}_{q} m$ such that $r_{1}<r_{2}<\cdots<r_{t}$. Note that $r_{1}=$ 1 and $r_{t}=m$. Let $N Z_{1}$ denote the union of full sets of conjugates with respect to $\mathbb{F}_{q^{r_{1}}}$ that are contained in $N Z$. The set $N Z_{2}$ is defined as the union of full sets of conjugates with respect to $\mathbb{F}_{q} r_{2}$ that are contained in $N Z \backslash N Z_{1}$. Similarly, for $i=3, \ldots, t, N Z_{i}$ is defined as the union of full sets of conjugates with respect to $\mathbb{F}_{q} r_{i}$ that are contained in $N Z \backslash\left\{N Z_{1} \cup \cdots \cup N Z_{i-1}\right\}$.
For $i=1, \ldots, t$, we denote by $C_{i}$ the subfield subcode of $C$ defined by $\left[n, N Z_{i}\right]_{q}{ }^{r_{i}}$.

Example 1: Let $\alpha$ be a primitive element of $\mathbb{F}_{24}$ such that $\alpha^{4}+\alpha+$ $1=0$. Let us define the RS code $C=[15, N Z]_{16}$ (presented in [8]) such that $N Z=\left\{\alpha^{7}, \alpha^{8}, \ldots, \alpha^{14}, \alpha^{0}\right\}$. For this set of nonzeros, we have $r_{1}=1, N Z_{1}=\mathcal{C}_{21}\left(\alpha^{0}\right) \cup \mathcal{C}_{21}\left(\alpha^{7}\right), r_{2}=2, N Z_{2}=\mathcal{C}_{22}\left(\alpha^{10}\right)$, and $r_{3}=4, N Z_{3}=\mathcal{C}_{24}\left(\alpha^{8}\right) \cup \mathcal{C}_{24}\left(\alpha^{9}\right) \cup \mathcal{C}_{24}\left(\alpha^{12}\right)$. We obtain then the subfield subcodes $C_{1}=\left[15, N Z_{1}\right]_{2}, C_{2}=\left[15, N Z_{2}\right]_{22}$, and $C_{3}=\left[15, N Z_{3}\right]_{2^{4}}$.

For each $i=1, \ldots, t$, we construct a particular $\mathbb{F}_{q}$-generator matrix of the $q$-ary image of $C_{i}$ in Section II-B. Section II-C extends this construction to the construction of a particular $\mathbb{F}_{q_{i}}$-generator matrix of the $q^{r_{i}}$-ary image of the code $\left[n, N Z_{i}\right]_{q^{m}}$. Finally, in Section II-D, the fact that $C$ is equal to $\bigoplus_{i=1}^{t}\left[n, N Z_{i}\right]_{q^{m}}$ is used to construct an $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(\left[n, N Z_{i}\right]_{q^{m}}\right)$ and thus a $\mathbb{F}_{q}$-generator ma$\operatorname{trix}$ of $\mathcal{D}_{\underline{\alpha}}(C)$.

## B. Generator Matrix of the q-ary Image of $C_{i}$

For each $i=1, \ldots, t$, consider the subfield subcode $C_{i}$. The subset $N Z_{i}$ is a union of full sets of conjugates with respect to $\mathbb{F}_{q} r_{i}$

$$
N Z_{i}=\bigcup_{j=1}^{t_{i}} \mathcal{C}_{q} r_{i}\left(\beta_{i, j}\right), \quad \text { where } \beta_{i, j} \in N Z_{i}
$$

Let $C_{i, j}$ be the code $\left[n, \mathcal{C}_{q} r_{i}\left(\beta_{i, j}\right)\right]_{q} r_{i}$. Clearly, $C_{i}=\bigoplus_{j=1}^{t_{i}} C_{i, j}$. Let $\theta_{i, j}(z)$ be the primitive idempotent of $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}$. A generator of $C_{i, j}$ may be expressed as

$$
\begin{equation*}
g_{i, j}(z)=\theta_{i, j}(z) \prod_{b \in \mathcal{C}_{q}\left(\beta_{i, j}\right) \backslash \mathcal{C}_{q} r_{i}\left(\beta_{i, j}\right)}(z-b) \tag{1}
\end{equation*}
$$

Let $\underline{\delta}=\left\{\delta_{0}, \ldots, \delta_{r_{i}-1}\right\}$ be a basis of $\mathbb{F}_{q} r_{i}$ over $\mathbb{F}_{q}$. Then the generator $g_{i, j}(z)$ may also be expressed as

$$
\begin{equation*}
g_{i, j}(z)=\theta_{i, j}(z)\left[b_{i, j}^{(0)}(z) \delta_{0}+b_{i, j}^{(1)}(z) \delta_{1}+\cdots+b_{i, j}^{\left(r_{i}-1\right)}(z) \delta_{r_{i}-1}\right] \tag{2}
\end{equation*}
$$

where each $b_{i, j}^{(l)}(z)$ has its coefficients in $\mathbb{F}_{q}$.
Example 2: By considering the code $C$ defined in Example 1, $C_{1}$ is equal to $C_{1,1} \oplus C_{1,2}, C_{2}$ is equal to $C_{2,1}$, and $C_{3}$ is equal to $C_{3,1} \oplus$ $C_{3,2} \oplus C_{3,3}$. Let us compute, for example, $g_{2,1}(z)$ and $g_{3,2}(z)$. Note that the basis $\underline{\alpha}$ of $\mathbb{F}_{q} m$ over $\mathbb{F}_{q}$ (here $\mathbb{F}_{24}$ over $\mathbb{F}_{2}$ ) must be, for each $\mathbb{F}_{q^{r}}$, a direct product between a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q^{r_{i}}}$ and a basis of $\mathbb{F}_{q} r_{i}$ over $\mathbb{F}_{q}$ (see [12]). Hence, $\underline{\alpha}$ must be a direct product between a basis of $\mathbb{F}_{24}$ over $\mathbb{F}_{2}^{2}$ (we take the basis $\{1, \alpha\}$ ) and a basis of $\mathbb{F}_{2^{2}}$ over $\mathbb{F}_{2}$ (we take the basis $\left\{1, \alpha^{5}\right\}$ ).

Following (1), a generator of $C_{2,1}$ is $g_{2,1}(z)=\theta_{2,1}(z)\left(z-\alpha^{5}\right)$. As $\left\{1, \alpha^{5}\right\}$ is a basis of $\mathbb{F}_{22}$ over $\mathbb{F}_{2}$, then $g_{2,1}(z)$ may be expressed as $\theta_{2,1}(z)\left(z .1+1 \cdot \alpha^{5}\right)($ see $(2))$. A generator of $C_{3,1}$ is

$$
\theta_{3,1}(z)(z-\alpha)\left(z-\alpha^{2}\right)\left(z-\alpha^{4}\right)
$$

By developing the coefficients in basis $\underline{\alpha}$, we obtain the polynomial $g_{3,1}(z)=\theta_{3,1}(z)\left(\left(z^{3}+z^{2}+1\right) \cdot 1+\left(z^{2}+1\right) \cdot \alpha^{5}+\left(z^{2}+z\right) \cdot \alpha+1 \cdot \alpha^{6}\right)$ which respects the form defined by (2).

Proposition 1: For $j=1, \ldots, t_{i}$, let $B_{i, j}$ be the $\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right| \times r_{i}$ matrix whose entries are

$$
x^{u} \theta_{i, j}(x) b_{i, j}^{(l)}(x)
$$

for $u=0, \ldots,\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right|-1$ and $l=0, \ldots, r_{i}-1$.
Then $B_{i, j}$ is a $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\delta}}\left(C_{i, j}\right)$.
Proof: The first row of $B_{i, j}$ is equal to $\mathcal{D}_{\underline{\delta}}\left(g_{i, j}(z)\right)$. Thus, each row of $B_{i, j}$ is in $\mathcal{D}_{\underline{\delta}}\left(C_{i, j}\right)$.

Let us prove that these $\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right|$ rows are linearly independent. Clearly, there is at least one $\theta_{i, j}(x) b_{i, j}^{\left(l_{0}\right)}(x)$ not equal to 0 . On the other hand, the code $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}$ (generated, for example, by $\theta_{i, j}(x)$ ) is irreducible (see [6, Ch. 5]), it follows that it is also generated by $\theta_{i, j}(x) b_{i, j}^{\left(l_{0}\right)}(x)$, and $\left\{x^{u} \theta_{i, j}(x) b_{i, j}^{\left(l_{0}\right)}(x), u=0, \ldots,\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right|-1\right\}$ is an $\mathbb{F}_{q}$-basis of $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}$. This proves that the $\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right|$ rows are linearly independent.

Moreover

$$
\begin{aligned}
\operatorname{dim}_{\mathbb{F}_{q}} \mathcal{D}_{\underline{\delta}}\left(C_{i, j}\right) & =r_{i} \times \operatorname{dim}_{\mathbb{F}_{q} r_{i}} C_{i, j} \\
& =r_{i} \times \operatorname{dim}_{\mathbb{F}_{q} r_{i}}\left[n, \mathcal{C}_{q} r_{i}\left(\beta_{i, j}\right)\right]_{q} r_{i} \\
& =r_{i} \times\left|\mathcal{C}_{q} r_{i}\left(\beta_{i, j}\right)\right| \\
& =\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right| \\
& =\operatorname{dim}_{\mathbb{F}_{q}}\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}
\end{aligned}
$$

This completes the proof.
Example 3: Let us develop matrices $B_{2,1}$ and $B_{3,1}$ related to codes $C_{2,1}$ and $C_{3,1}$ (see Example 2). The polynomial $\theta_{2,1}(z)$ is equal to

$$
z+z^{2}+z^{4}+z^{5}+z^{7}+z^{8}+z^{10}+z^{11}+z^{13}+z^{14}
$$

Then, from $g_{1,2}(z)$, we obtain

$$
B_{2,1}=\left[\begin{array}{ll}
101101101101101 & 011011011011011 \\
110110110110110 & 101101101101101
\end{array}\right]
$$

Similarly, from $g_{3,1}(z)$ and $\theta_{3,1}(z)$ which is equal to

$$
z+z^{2}+z^{3}+z^{4}+z^{6}+z^{8}+z^{9}+z^{12}
$$

we obtain $B_{3,1}$ equal to the matrix shown at the bottom of the page. $\diamond$
As $C_{i}=\bigoplus_{j=1}^{t_{i}} C_{i, j}$, an $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\delta}}\left(C_{i}\right)$ may be expressed as

$$
M_{i}=\left[\begin{array}{c}
B_{i, 1} \\
\cdots \\
B_{i, t_{i}}
\end{array}\right]=\left[\begin{array}{lll}
b_{i, 1}^{(0)}(x) M_{i, 1} & \cdots & b_{i, 1}^{\left(r_{i}-1\right)}(x) M_{i, 1} \\
& \cdots & \\
b_{i, t_{i}}^{(0)}(x) M_{i, t_{i}} & \cdots & b_{i, t_{i}}^{\left(r_{i}-1\right)}(x) M_{i, t_{i}}
\end{array}\right]
$$

where $M_{i, j}$ is the following particular generator matrix of $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}:$

$$
\left[\begin{array}{c}
\theta_{i, j}(x) \\
x \theta_{i, j}(x) \\
\cdots \\
x^{\left|\mathcal{C}_{q}\left(\beta_{i, j}\right)\right|-1} \theta_{i, j}(x)
\end{array}\right] .
$$

When $b_{i, j}^{(l)}(x)$ is not equal to 0 , since $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}$ is irreducible, the matrix $b_{i, j}^{(l)}(x) M_{i, j}$ is also a generator matrix of $\left[n, \mathcal{C}_{q}\left(\beta_{i, j}\right)\right]_{q}$.
Thus, $M_{i}$ is composed of block matrices generating cyclic codes over $\mathbb{F}_{q}$.
C. Generator Matrix of the $q^{r_{i}}$-ary Image of $\left[n, N Z_{i}\right]_{q^{m}}$

For each $i=1, \ldots, t$, let $\underline{\gamma}=\left\{\gamma_{0}, \gamma_{1}, \ldots, \gamma_{\frac{m}{r_{i}}-1}\right\}$ be a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q^{r_{i}}}$, and let $\left\{g_{0}(z), \ldots, g_{\left|N Z_{i}\right|-1}(z)\right\}^{i}$ be a basis of $C_{i}$ over $\mathbb{F}_{q} r_{i}$.

For $j=0, \ldots, \frac{m}{r_{i}}-1$, we define by $\gamma_{j} C_{i}$ the set $\left\{\gamma_{j} c(z): c(z) \in C_{i}\right\}$. Clearly, for $j=0, \ldots, \frac{m}{r_{i}}-1, \gamma_{j} C_{i}$ is a subcode of $C$ and $\left\{\gamma_{j} g_{u}(z): u=0, \ldots,\left|N Z_{i}\right|^{r_{i}}-1\right\}$ is a basis of $\gamma_{j} C_{i}$.

Then the $\left|N Z_{i}\right| \times \frac{m}{r_{i}}$ elements of

$$
\bigcup_{j=0}^{\frac{m}{r_{i}}-1}\left\{\mathcal{D}_{\underline{\gamma}}\left(\gamma_{j} g_{u}(z)\right): u=0, \ldots,\left|N Z_{i}\right|-1\right\}
$$

may be considered as the rows of a $\mathbb{F}_{q} r_{i}$-generator matrix of $\mathcal{D}_{\underline{\gamma}}\left(\left[n, N Z_{i}\right]_{q^{m}}\right)$. These rows form a block matrix

$$
\mathcal{T}_{i}=\left[\begin{array}{cccc}
\mathcal{M}_{i} & 0 & \ldots & 0 \\
0 & \mathcal{M}_{i} & \ldots & 0 \\
& \ldots & \ldots & \\
0 & 0 & \ldots & \mathcal{M}_{i}
\end{array}\right]
$$

where $\mathcal{M}_{i}$ is a generator matrix of $C_{i}$ over $\mathbb{F}_{q} r_{i}$.
Example 4: As an illustration of this part, we may express the matrix $\mathcal{T}_{2}$ of code $C$ (see Example 1) as

$$
\mathcal{T}_{2}=\left[\begin{array}{cc}
\mathcal{M}_{2} & 0 \\
0 & \mathcal{M}_{2}
\end{array}\right]
$$

where $\mathcal{M}_{2}$ is a generator matrix of $C_{2}$ over $\mathbb{F}_{22}$. $\diamond$

## D. Construction of the $\mathbb{F}_{q}$-Generator Matrix of $\mathcal{D}_{\underline{\alpha}}(C)$

Now, using the two previous sections, we can construct an $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}(C)$.
Let the basis $\underline{\alpha}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ be chosen such that $\underline{\alpha}$ is the direct product of a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q^{r_{i}}}$ with a basis of $\mathbb{F}_{q^{r_{i}}}$ over $\mathbb{F}_{q}$ for every subfield $\mathbb{F}_{q^{r}}$ of $\mathbb{F}_{q} m$. Such a basis always exists (see [12]). In other words, for each $i$, we choose the bases used in Sections II-B and II-C such that their direct product is equal to $\underline{\alpha}$.

Finally, in order to obtain an $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(\left[n, N Z_{i}\right]_{q^{m}}\right)$ it is sufficient to replace $\mathcal{M}_{i}$ (Section II-C) by $M_{i}$ (Section II-B) in $\mathcal{T}_{i}$. We call the obtained matrix $T_{i}$. If $r_{1}=1$, we have $\mathcal{M}_{1}=M_{1}$ and $\mathcal{T}_{1}=T_{1}$. If $r_{t}=m$, then $T_{t}=M_{t}$ holds.

Since $C$ is the direct sum of the codes $\left[n, N Z_{i}\right]_{q}$ (for $i=1, \ldots, t$ ), an $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}(C)$ is given, in transposed form, as

$$
\left[\begin{array}{llll}
T_{1} & T_{2} & \cdots & T_{t}
\end{array}\right]
$$

This matrix generates $\mathcal{D}_{\underline{\alpha}}(C)$ and it is composed of block matrices generating cyclic codes over $\mathbb{F}_{q}$ (see Section II-B).

Example 5: As an illustration, we construct two submatrices of the $\mathbb{F}_{2}$-generator matrix of code $\mathcal{C}$ defined in Example 1. The first one is related to nonzero $\alpha^{10}$, i.e., to subfield subcode $C_{2}$. The code $C_{2}$ (over $\mathbb{F}_{2^{2}}$ ) is equal to $C_{1,2}$. Therefore, $M_{2}$ is equal to $B_{2,1}$ which is developed in Example 3. Then, we can deduce the corresponding submatrix $T_{2}$ of the generator matrix of $C$ shown in the first matrix at the bottom of the page.

The second submatrix is related to the nonzero $\alpha^{8}$. This submatrix is a part of $T_{3}$ (see previous notations). As $r_{3}=4$ is equal to $m$, $T_{3}=M_{3}$, and $M_{3}$ is the concatenation of $B_{3,1}, B_{3,2}$, and $B_{3,3}$. The submatrix corresponding to $\alpha^{8}$ is shown in the second matrix at the bottom of the page.

Note that this example illustrates the difference between our construction and the construction of [8]. Indeed, in [8], the submatrix corresponding to $\alpha^{8}$ is not factorized into explicit block matrices.

## III. Groups of Permutations of the $q$-ary Image of Some $q^{m}$-ary Cyclic Codes

## A. Groups of Permutations

Now, let us introduce the following sets of permutations.
Definition 1: Let $\mathbb{Z} /(n)$ be the ring of integers modulo $n$. Let $\left(w_{0}, w_{1}, \ldots, w_{m-1}\right)$ be some $m$-tuple, such that each $w_{i}$ is in $\mathbb{Z} /(n)$. We denote by $(l, \sigma, a)$ the permutation of $\{0,1, \ldots, m-1\} \times \mathbb{Z} /(n)$ which sends $(i, j)$ to $\left(\sigma(i),\left(j+s_{i}^{(l, \sigma)}\right) q^{l}+a\right)$, where

1) $\sigma \in S_{m}$ (where $S_{m}$ is the group of permutations of $\{0,1, \ldots, m-1\})$;
2) $a \in \mathbb{Z} /(n)$ and $l \in\{0,1, \ldots, m-1\}$;
3) $s_{i}^{(l, \sigma)}=q^{-l} w_{\sigma(i)}-w_{i}$, for $i=0,1, \ldots, m-1$.

Let us denote by $\mathcal{P}$ the set

$$
\left\{(l, \sigma, a), l=0,1, \ldots, m-1, \sigma \in S_{m} \text { and } a \in \mathbb{Z} /(n)\right\} .
$$

Proposition 2: Let us denote the law of composition by o . Then

1) ( $\mathcal{P}, \circ$ ) is a group;
2) the generators of this group are $(0, i d, 1),(1, i d, 0)$, and the set of $(0, \sigma, 0)$ for $\sigma$ in the set of the generators of $S_{m}$;
3) $|\mathcal{P}|=m \times m!\times n$.

Proof:

1) Clearly, $\left(l_{1}, \sigma_{1}, a_{1}\right) \circ\left(l_{2}, \sigma_{2}, a_{2}\right)$ is equal to

$$
\left(l_{1}+l_{2}, \sigma_{1} \circ \sigma_{2}, a_{1}+a_{2} q^{l_{1}}\right)
$$

which is also an element of $\mathcal{P}$. Moreover, for all $(l, \sigma, a) \in \mathcal{P}$, we have the following two equalities:

$$
\begin{aligned}
& -(l, \sigma, a) \circ(0, i d, 0)=(0, i d, 0) \circ(l, \sigma, a)=(l, \sigma, a) \\
& -(l, \sigma, a) \circ\left(-l, \sigma^{-1},-q^{-l} a\right)=(0, i d, 0)
\end{aligned}
$$

So, $\mathcal{P}$ is a group under composition.
2) Direct.
3) It is sufficient to show that all these permutations are different. Let $\left(l_{1}, \sigma_{1}, a_{1}\right)$ and $\left(l_{2}, \sigma_{2}, a_{2}\right)$ be two permutations. Let us assume that, for any pair $(i, j)$, we have

$$
\begin{aligned}
\left(\sigma_{1}(i),\left(j+s_{i}^{\left(l_{1}, \sigma_{1}\right)}\right) q^{l_{1}}\right. & \left.+a_{1}\right) \\
& =\left(\sigma_{2}(i),\left(j+s_{i}^{\left(l_{2}, \sigma_{2}\right)}\right) q^{l_{2}}+a_{2}\right)
\end{aligned}
$$

Then $\sigma_{1}=\sigma_{2}$. Thus, for $\sigma_{1}=\sigma_{2}=\sigma$ and for any pair $(i, j)$, we have

$$
\begin{aligned}
&\left(j+q^{m-l_{1}} w_{\sigma(i)}-w_{i}\right) q^{l_{1}}+a_{1} \\
& \equiv\left(j+q^{m-l_{2}} w_{\sigma(i)}-w_{i}\right) q^{l_{2}}+a_{2} \text { modulo } n
\end{aligned}
$$

So, for any pair $(i, j)$, we have

$$
q^{l_{1}} j-w_{i} q^{l_{1}}+a_{1} \equiv q^{l_{2}} j-w_{i} q^{l_{2}}+a_{2} \text { modulo } n
$$

i.e.,

$$
\left(j-w_{i}\right)\left(q^{l_{1}}-q^{l_{2}}\right)+a_{1}-a_{2} \equiv 0 \text { modulo } n .
$$

Since there is a pair $(i, j)$ such that $j-w_{i} \equiv 0$ modulo $n$, we have $a_{1} \equiv a_{2}$ modulo $n$.

Moreover, there is a pair $(i, j)$ such that $\left(j-w_{i}, n\right)=1$. Thus, $q^{l_{1}}-q^{l_{2}} \equiv 0$ modulo $n$ and hence $l_{1}=l_{2}$.

The action of a permutation $(l, \sigma, a)$ of $\mathcal{P}$ on an element of $\left(\mathbb{F}_{q}[x] /\left(x^{n}-1\right)\right)^{m}$ is defined as follows.

Definition 2: Let $c(x)$ and $c^{\prime}(x)$ be two elements of $\left(\mathbb{F}_{q}[x] /\left(x^{n}-\right.\right.$
$1))^{m}$. Let $c(x)$ be equal to $\left(c_{0}(x), c_{1}(x), \ldots, c_{m-1}(x)\right)$ and $c^{\prime}(x)$ to $\left(c_{0}^{\prime}(x), c_{1}^{\prime}(x), \ldots, c_{m-1}^{\prime}(x)\right)$, where

$$
c_{i}(x)=\sum_{j=0}^{n-1} c_{i, j} x^{j} \quad \text { and } \quad c_{i}^{\prime}(x)=\sum_{j=0}^{n-1} c_{i, j}^{\prime} x^{j} .
$$

$\left[\begin{array}{cc}101101101101101 & 011011011011011 \\ 110110110110110 & 101101101101101 \\ 0 & 0 \\ 0 & 0\end{array}\right.$
$\left.\begin{array}{cc}0 & 0 \\ 0 & 0 \\ 101101101101101 & 011011011011011 \\ 110110110110110 & 101101101101101\end{array}\right]$.
$\left[\begin{array}{lllll}111010110010001 & 011001000111101 & 01000111101011 & 11110101100100 \\ 111101011001000 & 101100100011110 & 1010001110101 & 01111010110010 \\ 011110101100100 & 010110010001111 & 11010001111010 & 00111101011001 \\ 001111010110010 & 101011001000111 & 01101000111101 & 10011110101100\end{array}\right]$.

For each permutation $(l, \sigma, a)$ of $\mathcal{P}$, we define the map $\overline{(l, \sigma, a)}$ of $\left(\mathbb{F}_{q}[x] /\left(x^{n}-1\right)\right)^{m}$ which sends $c(x)$ onto $c^{\prime}(x)$ if $c_{i, j}^{\prime}=c_{u, t}$, where $(u, t)=(l, \sigma, a)^{-1}(i, j)$, for $i=0,1, \ldots, m-1$ and $j \in \mathbb{Z} /(n)$.

The element $\overline{(l, \sigma, a)}(c(x))$ is called the image of $c(x)$ by the permutation $\overline{(l, \sigma, a)}$.
Clearly, for a fixed permutation, the images of two different elements of $\left(\mathbb{F}_{q}[x] /\left(x^{n}-1\right)\right)^{m}$ are different.

## B. Invariant Codes Under the Action of Some Groups of Permutations

Let $\underline{\alpha}=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m-1}\right\}$ be a basis of $\mathbb{F}_{q}$ over $\mathbb{F}_{q}$. We consider the code $C_{1}=[n,\{\beta\}]_{q^{m}}$, where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$. Then the construction of the $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ implies no condition on basis $\underline{\alpha}$ because there is no subfield subcode (see Section II-D). Moreover, a generator of $C_{1}$ is (see Section II-B)

$$
\theta(z) \prod_{b \in \mathcal{C}_{q}(\beta) \backslash \mathcal{C}_{q} m(\beta)}(z-b)
$$

where $\theta(z)$ is the primitive idempotent of $\left[n, \mathcal{C}_{q}(\beta)\right]_{q}$. In basis $\underline{\alpha}$, this polynomial may be expressed as

$$
\theta(z)\left(b_{0}(z) \alpha_{0}+\cdots+b_{m-1}(z) \alpha_{m-1}\right)
$$

where $b_{i}(z)$ is some polynomial over $\mathbb{F}_{q}(i=0, \ldots, m-1)$. Then the $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ has the following form (see Proposition 1):

$$
\left[\begin{array}{ccc}
\theta(x) b_{0}(x) & \cdots & \theta(x) b_{m-1}(x) \\
x \theta(x) b_{0}(x) & \cdots & x \theta(x) b_{m-1}(x) \\
\cdots & \cdots & \cdots \\
x^{m-1} \theta(x) b_{0}(x) & \cdots & x^{m-1} \theta(x) b_{m-1}(x)
\end{array}\right]
$$

Let us denote the first row of this matrix by $G_{1}^{\underline{\alpha}}(x)$. As this matrix is entirely defined by its first row, $G_{1}^{\underline{\alpha}}(x)$ may be considered as a generator of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$. For this particular construction of the $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ and for the fixed basis $\underline{\alpha}, G_{1}^{\underline{\alpha}}(x)$ is unique. Thus, from now on, $G_{1}^{\frac{\alpha}{2}}(x)$ will be called the generator of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$.

Remark 1: In order to prove the following propositions, we define a mapping $\psi$ as

$$
\begin{array}{ccc}
\psi: \mathbb{F}_{q}^{m}=\mathbb{F}_{q}(\beta) & \longrightarrow & {\left[n, \mathcal{C}_{q}(\beta)\right]_{q}} \\
\sum_{i=0}^{m-1} e_{i} \beta^{i} & \longrightarrow & \theta(x) \sum_{i=0}^{m-1} e_{i} x^{i}
\end{array}
$$

The mapping $\psi$ is a ring isomorphism (see [5, Ch. 8]).
Proposition 3: Let $C_{1}$ be equal to $[n,\{\beta\}]_{q^{m}}$, where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$. Let $G_{1}^{\underline{\alpha}}(x)$ be equal to

$$
\left(\theta(x) b_{0}(x), \ldots, \theta(x) b_{m-1}(x)\right)
$$

Then

1) $G_{1}^{\frac{\alpha}{1}}(x)$ can be expressed as $\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right)$;
2) $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)=\left\{\left(\theta(x) x^{u_{0}+r}, \ldots, \theta(x) x^{u_{m-1}+r}\right)\right.$, for $r=0, \ldots$, $\left.q^{\bar{m}^{-}}-2\right\} \cup\{(0, \ldots, 0)\}$.
Proof:
3) First, let us prove that $\theta(x) b_{i}(x) \neq 0$, for all $i=0, \ldots, m-1$. If there exists an integer $i_{0}$ such that $\theta(x) b_{i_{0}}(x)$ is equal to zero then all codewords of $C_{1}$ have the form

$$
\sum_{j=0}^{n-1} \sum_{i=0}^{m-1} c_{i, j} \alpha_{i} z^{j}, \quad \text { with } c_{i_{0}, j}=0, \forall j
$$

This is clearly impossible. Thus, $\theta(x) b_{i}(x) \neq 0$, for all $i=0, \ldots, m-1$.

Second, the nonzero $\beta$ of $C_{1}$ is a primitive element of $\mathbb{F}_{q^{m}}$. Remark 1 implies that $\left[n, \mathcal{C}_{q}(\beta)\right]_{q}$ is equal to

$$
\left\{\theta(x) x^{r}, r=0, \ldots, n-1\right\} \cup\{0\}
$$

and then all the $\theta(x) b_{i}(x)$ may be expressed as $\theta(x) x^{u_{i}}$.
2) Follows from 1) and Remark 1.

Example 6: In order to illustrate Proposition 3, we consider the code $C_{1}=\left[n,\left\{\alpha^{8}\right\}\right]_{2^{4}}$ where $\alpha$ is a primitive element of $\mathbb{F}_{2^{4}}$ such that $\alpha^{4}+\alpha+1=0$. A generator polynomial of this code is the polynomial $g_{3,1}(z)$ given in Example 2

$$
\theta(z)\left(1 \cdot\left(z^{3}+z^{2}+1\right)+\alpha^{5} \cdot\left(z^{2}+1\right)+\alpha \cdot\left(z^{2}+z\right)+\alpha^{6} \cdot 1\right)
$$

Using this polynomial, we can deduce the generator polynomial in the basis $\underline{\alpha}=\left\{1, \alpha^{5}, \alpha, \alpha^{6}\right\}$. This generator $G_{1}^{\underline{\alpha}}(x)$ is equal to

$$
\left(\theta(x)\left(x^{3}+x^{2}+1\right), \theta(x)\left(x^{2}+1\right), \theta(x)\left(x^{2}+x\right), \theta(x)\right)
$$

Following Proposition 3, the generator polynomial can be expressed as $G_{1}^{\frac{\alpha}{\alpha}}(x)=\left(\theta(x) x^{13}, \theta(x) x^{8}, \theta(x) x^{5}, \theta(x)\right)$.
Now, the expression of $G_{1}^{\underline{\alpha}}(x)$ leads us to define a group of permutations such that $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ is invariant under the action of these permutations. All these permutations depend on the $m$-tuple ( $u_{0}, \ldots, u_{m-1}$ ) defined by $G_{1}^{\underline{\alpha}}(x)$ (see Proposition 3), so they depend on the basis $\underline{\alpha}$ and on the code $C_{1}$.

Definition 3: Let $C_{1}$ be equal to $[n,\{\beta\}]_{q}{ }^{m}$, where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$. Let $G_{1}^{\underline{\alpha}}(x)$ be equal to $\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right)$. We define $\mathcal{P}^{\frac{\alpha}{1}}$ as the group of permutations for which the $m$-tuple $\left(w_{0}, \ldots, w_{m-1}\right)$ is equal to $\left(u_{0}, \ldots, u_{m-1}\right)$ (see Definition 1).

Proposition 4: $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ is invariant under the action of each permutation in $\mathcal{P}_{1}^{\underline{\alpha}}$.

Proof: In order to prove this proposition, it is sufficient to prove that the image of any codeword $\left(\theta(x) x^{r+u_{0}}, \ldots, \theta(x) x^{r+u_{m-1}}\right)$ of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ by any permutation in $\mathcal{P}_{1}^{\underline{\alpha}}$ is also a codeword of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$. Let us express $\theta(x)$ as $\sum_{j=0}^{n-1} \theta_{j} x^{j}$. Then we have

$$
\begin{aligned}
& \left(\theta(x) x^{r+u_{0}}, \ldots, \theta(x) x^{r+u_{m-1}}\right) \\
& =\left(\sum_{j=0}^{n-1} \theta_{j-u_{0}-r} x^{j}, \ldots, \sum_{j=0}^{n-1} \theta_{j-u_{m-1}-r} x^{j}\right)
\end{aligned}
$$

and by using Definition 2 its image by the permutation $(l, \sigma, a)$ is equal to

$$
\left(\sum_{j=0}^{n-1} \theta_{(j-a) q^{-l}-q^{-l} u_{0}-r} x^{j}, \ldots, \sum_{j=0}^{n-1} \theta_{(j-a) q^{-l}-q-l_{u_{m-1}-r}} x^{j}\right) .
$$

Since $(\theta(x))^{q^{l}}=\theta(x)$ (by definition, $\theta(x)$ is an idempotent), this element is also equal to $\left(\theta(x) x^{r q^{l}+a+u_{0}}, \ldots, \theta(x) x^{r q^{l}+a+u_{m-1}}\right)$.
Example 7: Let us consider the group of permutations $\mathcal{P}_{1}^{\underline{\alpha}}$ of code $C_{1}$ defined in Example 6. This group is constructed from the 4 -tuple $(13,8,5,0)$. Let us consider some permutation of $\mathcal{P} \frac{\alpha}{1}$, for example, $(l, \sigma, a)=(3, s, 4)$ where $s$ is the cyclic permutation modulo 4. It may be verified that the corresponding map $\overline{(3, s, 4)}$ (see Definition 2) sends any codeword of $C_{1}$ onto another codeword of $C_{1}$. For example, $x^{4} G_{1}^{\frac{\alpha}{1}}(x)$ is sent onto $x^{10} G_{1}^{\frac{\alpha}{1}}(x)$.

Now, we prove that for other codes $C$ in $\mathbb{F}_{q^{m}}[z] /\left(z^{n}-1\right), \mathcal{D}_{\underline{\alpha}}(C)$ is invariant under the action of any group $\mathcal{P}$ (defined in Definition 1).

Proposition 5: Let $C_{0}$ be equal to $[n, V]_{q} m$, where $V$ is some union of full sets of conjugates with respect to $\mathbb{F}_{q}$. Then $\mathcal{D}_{\underline{\alpha}}\left(C_{0}\right)$ is invariant under the action of any $\mathcal{P}$.

Proof: Let us denote by $C_{0}^{\prime}$ the code $[n, V]_{q}$. The particular form of the $\mathbb{F}_{q}$-generator matrix of $\mathcal{D}_{\underline{\alpha}}\left(C_{0}\right)$ (see Section II) implies that $C_{0}$ may be expressed as $\left\{\left(c_{0}(x), \ldots, c_{m-1}(x)\right): c_{i}(x) \in C_{0}^{\prime}\right\}$.

The action of the permutations of $\mathcal{P}$ over $\mathcal{D}_{\underline{\alpha}}\left(C_{0}\right)$ may be split into two parts:

- the permutation of the different polynomials $c_{i}(x)$ by the elements of $S_{m}$ (the group of permutations of $\{0,1, \ldots, m-1\}$ );
— some cyclic shifts and some exponentiations by $q^{l}$ of the codewords of $C_{0}^{\prime}$.
It can easily be proved that $\mathcal{D}_{\alpha}\left(C_{0}\right)$ is invariant under the action of these two kinds of operations. Thus, $\mathcal{D}_{\underline{\alpha}}\left(C_{0}\right)$ is invariant under the action of all the permutations.

Proposition 6: Let $C$ be equal to $[n,\{\beta\} \cup V]_{q^{m}}$, where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$, and $V$ is some union of full sets of conjugates with respect to $\mathbb{F}_{q}$. Let $C_{1}$ be equal to $[n,\{\beta\}]_{q^{m}}$, and let $G_{1}^{\alpha}(x)$ be equal to $\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right)$.

The code $\mathcal{D}_{\underline{\alpha}}(C)$ is invariant under the action of $\mathcal{P}_{1}^{\underline{\alpha}}$.
Proof: As $C$ is equal to $C_{0} \oplus C_{1}$ where $C_{0}=[n, V]_{q^{m}}$, the proof is direct from Propositions 4 and 5.

Another way to increase the number of codes which are invariant under the action of any group $\mathcal{P}$ is to consider the dual codes.

Definition 4: Let $\operatorname{Tr}$ be the trace function of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ defined by

$$
\operatorname{Tr}(\gamma)=\sum_{i=0}^{m-1} \gamma^{q^{i}} .
$$

The trace-dual basis of $\underline{\alpha}=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m-1}\right\}$ is defined as the unique basis $\underline{\alpha}^{\perp}=\left\{\alpha_{0}^{\prime}, \alpha_{1}^{\prime}, \ldots, \alpha_{m-1}^{\prime}\right\}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ such that

$$
\operatorname{Tr}\left(\alpha_{i} \alpha_{j}^{\prime}\right)= \begin{cases}1, & \text { if } i=j \\ 0, & \text { if } i \neq j\end{cases}
$$

Let $C^{\perp}$ be the dual code of $C$.
Proposition 7: Let $C$ be a code in $\mathbb{F}_{q^{m}}[z] /\left(z^{n}-1\right)$ such that $\mathcal{D}_{\underline{\alpha}}(C)$ is invariant under the action of $\mathcal{P}$. Then $\mathcal{D}_{\underline{\alpha}}{ }^{\perp}\left(C^{\perp}\right)$ is also invariant under the action of $\mathcal{P}$.

Proof: Clearly $\mathcal{D}_{\underline{\alpha}}(C)^{\perp}$ is invariant under the action of $\mathcal{P}$. Moreover, it is known [7, Lemma 6] that $\mathcal{D}_{\underline{\alpha}}(C)^{\perp}=\mathcal{D}_{\underline{\alpha} \perp}\left(C^{\perp}\right)$. Thus, $\mathcal{D}_{\underline{\alpha}} \perp\left(C^{\perp}\right)$ is invariant under the action of $\mathcal{P}$.

Propositions 6 and 7 allow us to determine codes which are invariant under the action of some $\mathcal{P}$. Several RS codes satisfy the conditions given by these propositions. For example, it can be verified that for all $k=1, \ldots, 7$, there is a $[7, k, 8-k]_{8}$ RS code (i.e., a RS code of length 7 , dimension $k$, and minimum distance $8-k$ over $\mathbb{F}_{8}$ ) whose binary image is invariant under the action of a $\mathcal{P} \underline{\alpha}$. This is also the case for the $[8, k, 9-k]_{9}$ RS codes (for $k=1, \ldots, 8$ ) whose ternary image has the same property.

Some infinite families of RS codes also satisfy this property. All the RS codes $\left[q^{m}-1,\{1, \alpha\}, q^{m}-2\right]_{q^{m}}$, where $\alpha$ is a primitive element of $\mathbb{F}_{q^{m}}$, are such that their $q$-ary image is invariant under the action of a group $\mathcal{P}$. The duals of these codes in the trace-dual basis, i.e., $\left[q^{m}-1, q^{m}-3,3\right]_{q^{m}}$ RS codes, also have the same property.

Note that the list of RS codes given here is not exhaustive. Several other RS codes can be found satisfying the conditions given by Propositions 6 and 7.

## IV. Theoretical Consequences

In this section, it will prove that the invariance of some expanded codes under the action of the permutations allows us to determine some new properties of these codes. We start by determining the conditions under which the group of permutations contains the permutation $\tau$ of $\{0,1, \ldots, m-1\} \times \mathbb{Z} /(n)$ which sends $(i, j)$ to $(i+1, j)$ if $i<$
$m-1$ and to $(0, j+1)$ otherwise (see [7]). In a second part, it will be proved that all expanded codes which are invariant under a group $\mathcal{P}$ are necessarily equivalent to a 2-D Abelian code, and sometimes to a cyclic code.

Let us fix some notations for this section: $C_{1}$ will represent the code $[n,\{\beta\}]_{q^{m}}$ where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$, its generator $G_{1}^{\underline{\alpha}}$ is equal to $\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right), C_{0}$ will represent the code $[n, V]_{q^{m}}$, where $V$ is some union of full sets of conjugates with respect to $\mathbb{F}_{q}$.

## A. Invariance Under the Cyclic Permutation

A well-known problem in the area of $q$-ary images of $q^{m}$-ary cyclic codes is to determine under what conditions the $q$-ary image is invariant under the action of a cyclic permutation, i.e., the mapping which sends a codeword $\left(c_{0}(x), \ldots, c_{m-1}(x)\right)$ to the codeword $\left(x c_{m-1}(x), c_{0}(x), \ldots, c_{m-2}(x)\right)$.

Clearly, this mapping corresponds to the permutation $\tau$ defined previously.

In order to make the connection between $\tau$ and the group of permutations $\mathcal{P}$, we give the following three lemmas.

Lemma 1: Let

$$
G_{\frac{\alpha}{1}}^{\underline{\alpha}}(x)=\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right)
$$

be the generator of the code $C_{1}=[n,\{\beta\}]_{m}$, where $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$. We consider an $m$-tuple $\left(v_{0}, \ldots, v_{m-1}\right)$. There is a basis $\underline{\gamma}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ such that $G_{1}^{\underline{\gamma}}(x)$ is equal to $\left(\theta(x) x^{v_{0}}, \ldots, \theta(\bar{x}) x^{v_{m-1}}\right)$ if and only if $\left\{\beta^{v_{0}}, \ldots, \beta^{v_{m-1}}\right\}$ is a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$.

Proof: First, let us give a preliminary result. Let $\underline{\alpha}$ and $\underline{\gamma}$ be two bases of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. Let $P$ be the change of basis such that $\underline{\alpha}^{t}=P \underline{\gamma}^{t}$. Let us assume that $G_{1}^{\underline{\alpha}}(x)$ is equal to $\left(\theta(x) x^{u_{0}}, \ldots\right.$, $\left.\bar{\theta}(x) x^{u_{m-1}}\right)$ and $G_{1}^{\frac{\gamma}{1}}(x)$ is equal to $\left(\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right)$. By using the definition of $G_{1}^{\underline{\alpha}}(x)$ (and $\left.G_{1}^{\frac{\gamma}{1}}(x)\right)$ given at the beginning of the Section III-B, it is clear that we have $G_{1}^{\frac{\gamma}{1}}(x)^{t}=P^{t} G_{1}^{\underline{\alpha}}(x)^{t}$.

1) Suppose that there exists a basis $\underline{\gamma}$ of $\mathbb{F}_{q} m$ over $\mathbb{F}_{q}$ such that

$$
G_{\frac{\gamma}{1}}^{\gamma}(x)=\left(\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right) .
$$

Suppose that there are some scalars $a_{i}$, not all equal to zero (we take, for example, $a_{0} \neq 0$ ), such that $\sum_{i=0}^{m-1} a_{i} \beta^{v_{i}}=0$. It follows that $\theta(x) \sum_{i=0}^{m-1} a_{i} x^{v_{i}}=0$ holds (use Remark 1). Let $\underline{\gamma}$ be equal to $\left\{\gamma_{0}, \ldots, \gamma_{m-1}\right\}$ and let us consider the basis $\underline{\delta}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ equal to $\left\{\gamma_{0}, \gamma_{1}-\gamma_{0} \frac{a_{1}}{a_{0}}, \ldots, \gamma_{m-1}-\gamma_{0} \frac{a_{m-1}}{a_{0}}\right\}$. Using the preliminary result, $G_{1}^{\mathcal{\delta}}(x)$ is equal to $\left(0, \theta(x) x^{v_{1}}, \ldots, \theta(x) x^{v_{m-1}}\right)$. Because of the proof of Proposition 3, this is impossible.
2) Conversely, suppose that $\left\{\beta^{v_{0}}, \ldots, \beta^{v_{m-1}}\right\}$ is a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. Then $\left\{\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right\}$ is a basis of $\left[n, \mathcal{C}_{q}(\beta)\right]_{q}$ (see Remark 1). On the other hand, $\left\{\beta^{u_{0}}, \ldots, \beta^{u_{m-1}}\right\}$ is also a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ (see previous point) and the same argument as above shows that $\left\{\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right\}$ is also a basis of $\left[n, \mathcal{C}_{q}(\beta)\right]_{q}$. Then there exists an invertible matrix $P^{\prime}$ such that

$$
\left(\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right)^{t}=P^{\prime}\left(\theta(x) x^{u_{0}}, \ldots, \theta(x) x^{u_{m-1}}\right)^{t} .
$$

Now, we consider the set $\underline{\gamma}$ such that $\underline{\alpha}=P^{\prime t} \underline{\gamma}^{t}$. Since $P^{\prime}$ is invertible, $\underline{\gamma}$ is also a basis of $\mathbb{F}_{q^{m}} \overline{\text { over }} \mathbb{F}_{q}$ and the preliminary result implies that

$$
G_{1}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right) .
$$

Lemma 2: Let

$$
G_{1}^{\underline{\alpha}}(x)=\left(\theta(x) x^{u_{0}}, \theta(x) x^{u_{1}}, \ldots, \theta(x) x^{u_{m-1}}\right) .
$$

Then for any integer $t$, there exists a basis $\underline{\gamma}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ such that

$$
G_{1}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{u_{0}+t}, \ldots, \theta(x) x^{u_{m-1}+t}\right)
$$

and we have $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)=\mathcal{D}_{\underline{\gamma}}\left(C_{1}\right)$.

Proof: Lemma 1 proves that $\left\{\beta^{u_{0}}, \ldots, \beta^{u_{m-1}}\right\}$ is a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. Thus, $\left\{\beta^{u_{0}+t}, \ldots, \beta^{u_{m-1}+t}\right\}$ is also a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$. On the other hand, it proves that there is a basis $\underline{\gamma}$ of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ such that

$$
G_{1}^{\frac{\gamma}{\gamma}}(x)=\left(\theta(x) x^{u_{0}+t}, \ldots, \theta(x) x^{u_{m-1}+t}\right) .
$$

The dimensions of $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ and $\mathcal{D}_{\underline{\gamma}}\left(C_{1}\right)$ and Proposition 3 prove the last assertion.

In Proposition 4, it is proved that $\mathcal{D}_{\underline{\alpha}}\left(C_{1}\right)$ is invariant under the action of $\mathcal{P}_{1}^{\underline{\alpha}}$. Lemma 2 proved that there are other bases of $\mathbb{F}_{q} m$ over $\mathbb{F}_{q}$, called, for example, $\underline{\gamma}$, such that $\mathcal{D}_{\underline{\gamma}}\left(C_{1}\right)$ is also invariant under the action of $\mathcal{P} \frac{\underline{\alpha}}{1}$.

Lemma 3: For any integer $t$, there exists a basis $\underline{\gamma}$ such that

$$
G_{1}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{t}, \theta(x) x^{-b+t}, \ldots, \theta(x) x^{-(m-1) b+t}\right)
$$

where $b$ is invertible in $\mathbb{Z} /(n)$.
Proof: Clearly, $\left\{1, \beta^{-b}, \ldots, \beta^{-(m-1) b}\right\}$ is a basis of $\mathbb{F}_{q^{m}}$ over $\mathbb{F}_{q}$ because $\beta$ is a primitive element of $\mathbb{F}_{q^{m}}$ and $b$ is invertible in $\mathbb{Z} /(n)$. Lemma 1 proves that there exists a basis $\underline{\gamma}^{\prime}$ such that

$$
G_{1}^{\frac{\gamma}{}^{\prime}}(x)=\left(\theta(x) x^{u_{0}}, \theta(x) x^{u_{1}}, \ldots, \theta(x) x^{u_{m-1}}\right)
$$

The final result is obtained using Lemma 2 for this polynomial.
Proposition 8: There exists a basis $\underline{\gamma}$ such that $\tau$ is in $\mathcal{P}_{1}^{\gamma}$ if and only if $(n, m)=1$. When such a basis exists, we have

1) $G_{\frac{\gamma}{1}}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{v_{0}}, \theta(x) x^{v_{0}-a}, \ldots, \theta(x) x^{v_{0}-(m-1) a}\right)$, where $a$ is the inverse of $m$ in $\mathbb{Z} /(n)$, and $v_{0}$ is an integer.
2) $\tau=(0, \sigma, a)$, where $\sigma$ is the permutation of $S_{m}$ defined by $\sigma(i) \equiv i+1$ modulo $m$ and $a$ is the inverse of $m$ in $\mathbb{Z} /(n)$.
Proof: Let us suppose that there is a basis $\underline{\gamma}$ such that $\tau$ is in $\mathcal{P}_{1}^{\gamma}$ and that $G_{1}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{v_{0}}, \ldots, \theta(x) x^{v_{m-1}}\right)$. Then, by considering the image of the different pairs $(i, j)$ by $\tau$, for all $j$ in $\mathbb{Z} /(n)$, we have

$$
(i+1, j)=\left(\sigma(i), j q^{l}+v_{\sigma(i)}-q^{l} v_{i}+a\right), \quad \text { if } i<m-1
$$

and

$$
\begin{aligned}
&(0, j+1)=\left(\sigma(m-1), j q^{l}+v_{\sigma(m-1)}-q^{l} v_{m-1}+a\right) \\
& \text { if } i=m-1 .
\end{aligned}
$$

Therefore, $\sigma$ is necessarily the permutation of $S_{m}$ defined by $\sigma(i) \equiv$ $i+1$ modulo $m$, and for $j=0: v_{i+1}-q^{l} v_{i}+a \equiv 0$ modulo $n$ if $i<m-1$, and $v_{0}-q^{l} v_{m-1}+a \equiv 1$ modulo $n$ otherwise.
Thus, for any $j$ in $\mathbb{Z} /(n), q^{l} j \equiv j$ modulo $n$, and necessarily $l=0$. Thus, we have $v_{i+1}-v_{i} \equiv-a$ modulo $n$ if $i<m-1$, and $v_{0}-v_{m-1} \equiv 1-a$ modulo $n$. Hence, $1-a m \equiv 0$ modulo $n$, and ( $n, m$ ) $=1$ holds.
Clearly, $\tau=(0, \sigma, a)$, where $\sigma$ is the permutation of $S_{m}$ defined by $\sigma(i) \equiv i+1$ modulo $m$ and $a$ is the inverse of $m$ in $\mathbb{Z} /(n)$. Moreover, $v_{i}=v_{0}-i a$, for all $i=1, \ldots, m-1$.

Conversely, suppose that $(n, m)=1$. Let $a$ be the inverse of $m$ in $\mathbb{Z} /(n)$. Then there is a basis $\underline{\gamma}$ such that

$$
G_{1}^{\frac{\gamma}{1}}(x)=\left(\theta(x) x^{v_{0}}, \theta(x) x^{v_{0}-a}, \ldots, \theta(x) x^{v_{0}-(m-1) a}\right)
$$

for some integer $v_{0}$ (see Lemma 3). Let us consider $\mathcal{P}_{1}^{\gamma}$, and the particular permutation $(0, \sigma, a)$, where $\sigma$ is the permutation of $S_{m}$ defined by $\sigma(i) \equiv i+1$ modulo $m$. This permutation is equal to $\tau$, and hence, it is in $\mathcal{P}_{1}^{\gamma}$.

Corollary 1: Let $C$ be equal to $C_{0} \oplus C_{1}$. If $(n, m)=1$ then there exists a basis $\underline{\gamma}$ such that $\mathcal{D}_{\underline{\gamma}}\left(C_{1}\right), \mathcal{D}_{\underline{\gamma}}\left(C_{0}\right)$, and $\mathcal{D}_{\underline{\gamma}}(C)$ are invariant under the action of $\tau$.
Also, in the basis $\underline{\gamma}^{\perp}$, their dual codes are invariant under the action of $\tau$.

Proof: Use Propositions 4, 5, 7, and 8.

This result is another proof of a part of the results given in [7].

## B. Equivalence With Cyclic and 2-D Abelian Codes

In [7], Seguin presents an open question which is "when does a $q^{m}$-ary cyclic code have a $q$-ary image which is equivalent to a cyclic code?" The following proposition partly solves this problem.

Proposition 9: Let $C$ be a code in $\mathbb{F}_{q^{m}}[z] /\left(z^{n}-1\right)$ which is invariant under the action of a group $\mathcal{P}$. Then, the following two statements are true.

1) $\mathcal{D}_{\underline{\alpha}}(C)$ is equivalent to a 2-D Abelian code.
2) If $(m, n)=1$, then $\mathcal{D}_{\underline{\alpha}}(C)$ is equivalent to a cyclic code.

Proof:

1) Recall that a set of matrices can be considered as a 2-D Abelian code if it is a vector space which is invariant under the cyclic shifts of the rows and the columns. Here, it will be proved that it is possible to define a permutation $P$ which sends the set of codewords of $\mathcal{D}_{\underline{\alpha}}(C)$ onto a set of $m \times n$-matrices that satisfies the required property.
Let $P$ be the permutation of $\{0,1, \ldots, m-1\} \times \mathbb{Z} /(n)$ which sends $(i, j)$ onto $\left(i, w_{0}-w_{i}+j\right)$ where $\left(w_{0}, \ldots, w_{m-1}\right)$ is defined by $\mathcal{P}$ (see Definition 1 ). Let $c(x)$ be an element of $\mathcal{D}_{\underline{\alpha}}(C)$ equal to $\left(c_{0}(x), \ldots, c_{m-1}(x)\right)$, where

$$
c_{i}(x)=\sum_{j=0}^{n-1} c_{i, j} x^{j} .
$$

Let $c^{\prime}(x)$ be equal to $\left(c_{0}^{\prime}(x), \ldots, c_{m-1}^{\prime}(x)\right)$, where

$$
c_{i}^{\prime}(x)=\sum_{j=0}^{n-1} c_{i, j}^{\prime} x^{j}
$$

The action of $P$ on $c(x)$ is defined by $c_{i, j}^{\prime}=c_{u, t}$, where $(u, t)=$ $P^{-1}(i, j)$ for $i=0,1, \ldots, m-1$, and $j \in \mathbb{Z} /(n)$. We call $c^{\prime}(x)$ the image of $c(x)$ by $P$. Let us denote by $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ the set of the images of the codewords of $\mathcal{D}_{\underline{\alpha}}(C)$ under $P$.
Now, let $p$ be a permutation of $\mathcal{P}$. Since $\mathcal{D}_{\underline{\alpha}}(C)$ is invariant under the action of $p$, then $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ is invariant under the action of $P \circ p \circ P^{-1}$.
Let $\sigma$ be the permutation of $S_{m}$ defined by $\sigma(i) \equiv i+1$ modulo $m$. We consider the action of $P \circ(0, \sigma, 0) \circ P^{-1}$ over $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$. Clearly we have

$$
P \circ(0, \sigma, 0) \circ P^{-1}(i, j)=(i+1, j)
$$

Thus, this permutation acts on $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ as the shift of each column and $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ is invariant under the action of this permutation.
Finally, let us consider the action of $P \circ(0, I d, 1) \circ P^{-1}$ over $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$. We have

$$
P \circ(0, I d, 1) \circ P^{-1}(i, j)=(i, j+1)
$$

So this permutation acts on $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ as the shift of each row and $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ is invariant under the action of this permutation. Then, $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ is invariant under the shift of the rows and the columns. Since it is the image of a vector space $\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ under a permutation, $P\left(\mathcal{D}_{\underline{\alpha}}(C)\right)$ is also a vector space. Thus, $\mathcal{D}_{\underline{\alpha}}^{-}(C)$ is equivalent to a 2-D Abelian code.
2) It is well known that a 2-D Abelian code of length $n_{1} \times n_{2}$ is equivalent to a cyclic code if $\left(n_{1}, n_{2}\right)=1,[6, \mathrm{Ch} .5]$.

## V. Application to the Soft-Decision Decoding of Binary Image of Some RS Codes

In practical applications, the $q$-ary image of some $q^{m}$-ary cyclic codes is often used in concatenated schemes. For example, the binary image of some RS codes over $\mathbb{F}_{2 m}$ is used for satellite transmissions [9].


Fig. 1. Performance comparison for the $[7,4,4] \mathrm{RS}$ code.

In many applications, soft-decision decoding holds the promise of substantial performance gains for this kind of codes. Nevertheless, classical soft-decision decoding algorithms of RS codes use soft information on symbol level and then they do not make full use of bit-based soft-decision information [9].

We propose an approach to this problem based on the use of permutations in conjunction with a GMD algorithm [10]. We also present the results of some simulations of this new decoding algorithm applied to two RS codes.

## A. Decoding Algorithm

The main problem in order to use soft-decision decoding of the binary image of the RS code may be summarized as follows. The available soft information is relative to binary symbols ( $q$-ary image). However, some of the main soft-decision decoding algorithms of the RS codes (GMD, Chase algorithm) operate with soft information for byte ( $q^{m}$-ary symbols). In other words, we have to compute symbol level soft information from the bit-based soft coefficients without losing too much information.

The soft-decision decoding algorithm of RS codes considered here is GMD decoding [10]. The GMD algorithm consists of determining the $d-1$ least reliable bytes (i.e., with the worst soft coefficients) and applying successive erasure decodings by varying the number of erasures. In this way, a list of tentative codewords is obtained. The codeword on this list that is nearest to the received word is considered as the decoded codeword.

In order to improve the performance of this decoding, the permutations introduced in Section III may be used as follows. The received binary word is permuted in order to "group" the unreliable bits within the same bytes. These bytes are then considered as the least reliable for the soft-decision decoding. After a successful GMD decoding of this word, the binary form of the corrected word is permuted by the inverse permutation to obtain a tentative codeword. This operation is performed repeatedly for several permutations. The final decoded output
is the best (the nearest to the binary received word) of the codewords proposed by the different decodings.

In order to choose the permutations used for each received codeword, we represent a codeword as an $m \times n$ array over $\mathbb{F}_{2}$, each column representing the binary image of a byte-symbol.

Clearly, for a given word, the permutations $(l, \sigma, a)$ and $(l, \sigma, b)$ compose the same columns. So, for the decoding, the only considered permutations are $(l, \sigma, 0)$, for $l=0, \ldots, m-1$ and $\sigma \in S_{m}$. The number of such permutations is $m \times m!$.

From the definition of the permutations, it can be deduced that two distinct positions can be grouped onto the same column only if they belong to distinct rows. This property implies that each row can be considered independently for the choice of permutations. For each of the $m$ rows, the permutations are sorted according to their capability to group bad positions with the worst position of the considered row. Then, the selected permutations are the best $u$ permutations for each row, where $u$ is a parameter which determines the number of used permutations $(u \times m)$ (and hence, a level of correction).

In order to estimate the complexity of this approach, the two steps of the algorithm must be considered. The first step sorts the permutations to determine the $u$ best ones for each row. The required complexity, counted as the number of multiplications and comparisons in the field of concern, is of order $O\left(m^{2} \times m!\times u\right)$. The second part of the algorithm concerns the $u \times m$ independent GMD decodings of a word. As the complexity of the computation of GMD decoding is $O(n \times d)$ (see [14] or [15]), the complexity of this step is $O(n \times d \times u \times m)$. Note that these $u \times m$ GMD decodings can be implemented in parallel.

The complexity of the first step can be reduced by considering a subset of the permutations and by only sorting the elements of this subset. If the size of this subset is a power of $m$, the complexity of the algorithm is bounded by a polynomial in $n$. Furthermore, the error performance is not significantly degraded. It can be noted that the complexity of different soft-decision decoding algorithms of RS codes with comparable performance [8], [16], [17] contain an exponential factor.

In the next subsection, simulation results for this decoding algorithm are presented for two codes and two values of $u$.


Fig. 2. Performance comparison for the $[15,13,3]$ RS code.

## B. Simulation Results

The first code is $C=\left[7,\left\{\beta^{6}, \beta, \beta^{3}, \beta^{5}\right\}\right]_{8}$, where $\beta$ is such that $\beta^{3}+\beta^{2}+1=0$. This code, whose parameters are $[7,4,4]$, is able to correct one byte error and one byte erasure or three byte erasures.

Let us consider $\mathcal{D}_{\underline{\alpha}}(C)$, the binary image of $C$ with respect to the basis $\underline{\alpha}$ equal to $\left\{1, \alpha, \alpha^{2}\right\}$, where $\alpha=\beta^{3}$. Then

$$
G_{1}^{\underline{\alpha}}(x)=\left(\theta(x), \theta(x) x^{5}, \theta(x) x^{2}\right)
$$

where $\theta(x)$ is the primitive idempotent of $\left[7,\left\{\beta, \beta^{2}, \beta^{4}\right\}\right]_{2}$. As the set of nonzeros can be split into $\{\beta\} \cup\left\{\beta^{3}, \beta^{6}, \beta^{5}\right\}, \mathcal{D}_{\underline{\alpha}}(C)$ is invariant under the action of $\mathcal{P}_{1}^{\underline{\alpha}}$ (see Proposition 6).

In our simulations, we have added white Gaussian noise (AWGN) to the binary form of the codewords. For each bit, the associated soft information is computed and quantized into 32 possible values.

In order to evaluate the bit-error rate (BER) performance of our algorithm for several values of $u(u=1$ and $u=4)$, we have implemented other classical algorithms: maximum-likelihood decoding (MLD) and Forney's GMD decoding [10]. Note that the implemented version of GMD decoding is the one presented in [14].
The results of our simulations are presented in Fig. 1.
The second code is a $[15,13,3]$ RS code over $\mathbb{F}_{16}$ defined as follows. Let $\beta$ be a primitive element of $\mathbb{F}_{16}$ such that $\beta^{4}+\beta+1=0$. Let us define the basis $\underline{\alpha}=\left\{1, \beta, \beta^{2}, \beta^{3}\right\}$ of $\mathbb{F}_{16}$ over $\mathbb{F}_{2}$. Proposition 6 proves that $\mathcal{D}_{\underline{\alpha}}\left([15,\{1, \beta\}]_{16}\right)$ is invariant under the action of $\mathcal{P}_{1}^{\underline{\alpha}}$ and Proposition 7 proves that the dual code of $[15,\{1, \beta\}]_{16}$ expanded in the dual basis of $\underline{\alpha}$ is also invariant under the action of $\mathcal{P} \frac{\underline{\alpha}}{1}$.
This dual code is the $[15,13,3]$ RS code considered here. The simulated performance of the decoding algorithm for $u=1$ and $u=4$ is presented in Fig. 2.
The two simulations clearly show the benefit of using the permutations for improving the performance of GMD decoding. Indeed, at BER $=10^{-7}$, the difference in performance between GMD decoding and the new algorithm for $u=1$ is about 1.4 dB for the $[7,4,4] \mathrm{RS}$ code and about 1.2 dB for the $[15,13,3] \mathrm{RS}$ code.

For $u=4$, in comparison with GMD, the gain is about 1.6 dB for the $[7,4,4]$ RS code and about 1.4 dB for the $[15,13,3] \mathrm{RS}$ code at BER $=10^{-7}$. It may also be observed that these performances are close to the MLD, i.e., less than 0.2 dB for the $[7,4,4]$ RS code and about 0.4 dB for the $[15,13,3]$ RS code at $\mathrm{BER}=10^{-7}$.
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# Variance of the Turbo Code Performance Bound Over the Interleavers 
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#### Abstract

In this correspondence, we evaluate the variance of the union performance bound for a rate-1/3 turbo code over all possible interleavers of length $N$, under the assumption of a maximum-likelihood (ML) decoder. Theoretical and simulation results for turbo codes with two-memory component codes indicate that the coefficient of variation of the bound increases with the signal-to-noise ratio and decreases with the interleaver length. Theoretical analysis for large interleaver lengths shows that the coefficient of variation asymptotically approaches a constant value. The results also demonstrate that the majority of the interleavers have performance bounds very close to the average value of the bound. This phenomenon is more palpable for larger interleaver lengths.


Index Terms-Channel coding, concatenated codes, turbo codes, union performance bound.

## I. INTRODUCTION

Turbo codes, introduced in 1993 [1], are composed of the parallel concatenation of two (or more) recursive systematic convolutional

[^1](RSC) component codes, connected through an interleaver(s). The interleaver, which reorders the input block of data given to the second encoder, plays a key role in the pseudorandom nature and, consequently, the high performance of turbo codes. Thus, the study and design of the interleaver has been an attractive subject for many researchers in this area.

In [2], an interleaver design technique is proposed which searches for a random interleaver resulting in the fewest output sequences with low weights corresponding to input weights of 2 or 3 . The authors then use simulation results to show that for short frame transmission systems and bit error rates (BERs) of around $10^{-3}$, a block interleaver outperforms the best such found pseudorandom interleaver, and the overall effect of the interleaver is not significant in this range [3]. In [4], however, it is shown that, for turbo codes of large interleaver lengths, pseudorandom interleavers outperform block interleavers significantly, e.g., 2.7 dB at BER of $10^{-5}$. Recently, a systematic approach for the design of the interleaver has been proposed in [5]. The method is based on recursively minimizing a cost function to find an interleaver which best breaks a set of a priori chosen error patterns. The weight distribution of a turbo code employing the best such found interleaver of length 100 shows $0.5-$ to $0.9-\mathrm{dB}$ improvement over a randomly selected interleaver of the same length. In [6], a deterministic interleaver design algorithm is proposed based on linear recursion to produce an initial interleaver which is subsequently optimized by pairwise exchange of its elements. These optimized interleavers show more than $0.5-\mathrm{dB}$ improvement over a randomly selected interleaver and about $0.2-\mathrm{dB}$ improvement over an $S$-random interleaver for BERs of less than $10^{-5}$ and block length 576. In [7], a mathematical structure is developed for turbo-code interleaver design at low BERs, which achieves more than $0.5-\mathrm{dB}$ improvement over random interleavers for interleaver length 1176. In [8], high-spread interleavers have been designed for specific short interleaver lengths. These interleavers are shown to significantly lower the error floor occurring at high signal-to-noise ratios. Other works related to the design of the interleaver include [9]-[13].

Although the above works implicitly suggest some conclusions regarding the effect of different choices of interleavers on the performance of turbo codes, they are mainly focused on either search algorithms for the best (or at least good) interleaver(s) or explaining the behavior of these codes in general. So far, the only statistical study of the turbo code behavior with respect to interleavers considers the upper bound on the maximum-likelihood (ML) performance of the turbo code, averaged over all possible interleavers (e.g., [14]).

If higher order statistical averages of the turbo code performance with respect to the interleaver are known, it will be possible to have a more accurate estimate of the distribution of the performance bound with respect to the interleaver. As a first step, in this correspondence, we study the effect of the interleaver by looking at the variance of the turbo-code performance with respect to all possible interleavers of the same length, under the assumption of an ML decoder. Note that, in practice, turbo codes are decoded iteratively using a non-ML decoder, however, it is a widely accepted conjecture that the performance of the suboptimum iterative decoding converges toward the ML performance. This study tackles the question brought up in [14, Question 3] to give more insight regarding what performance to expect from a turbo code with fixed component codes and interleaver length. It also provides an estimate of how well a particular interleaver performs among the range of all possible interleavers and helps to evaluate the performance of an interleaver search algorithm.

The correspondence is organized as follows. In Section II, a brief review of the turbo-code average performance bound [14] is given and following that, the mathematical formulations for the second moment
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