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Abstrad: This paper presents a pradicd applicaion of Active Noise
Control (ANC) using the Generalised Predictive Control (GPC) algorithm.
The main objedive of this application was to reduce significantly the noise
level in aduct using this technique. It is siown that the experimental results
obtained using GPC are very close from those obtained with the dassicd
LMS algorithm on the same experimental set-up. On the other side, no
adaptation time is neaded and a single cntroller is used over a broad band.
The predictive ontroller is synthetized using a redistic simulation of the

processbased upon some rough assumptions on the transfer functions.
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1. INTRODUCTION

Nowadays the sound level from the human life
environment has incressed very much due to
technologicd developement reading the so cdled
acoustic palution. Thus it becomes necessary to
control this to take cae of human hedth and to
improving the work conditions. Mainly there exist two
techniques for this:

- pasgve @ntrol: that uses the absorbtion, refleding or
diffusing properties of some materials,

- adive ntrol: that uses a secondary sound field
which isin anti-phase with the main noise source

Active noise ontrol is more dficient for low
freaquency (less than 1000Hz) completing in this way
the passve wntrol which is efficient only for high
freaquencies (when the thickness of isolation layer is

acceptable). In pradice ative noise control is mainly
used for duct-like systems (e.g. blowers, gas turbines
and ventilation systems) or enclosures of low model
density (aircraft and vehicle cains, healphones and
control rooms).

There ae mainly two aproaches for applying the
adive noise mntrol: the alaptive filter solution which
deds with a reference signal, and the fixed filter
approach. The well known Least Mean Square (LMS)
algorithm, that belongs to the first family, often lacks
of robustnessand is quite slow in terms of adaptation
time.

In this paper we mnsider the second approach
starting from Clarke’'s work (Clarke, et al., 1987)
which led to the Generalised Predictive Control (GPC)
and the next sedion presents the theory of GPC.
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2. THE GPC ALGORITHM

Predictive mntrol means a large variety of control

methods that share catain common concepts:

- a process model, explicitly used to predict the
procces output over a fixed number of stepsin
the future,

- aknown future referencetrgjedory,

- the cdculation of a future ntrol sequence
minimising a cetain quadratic cost function,

- a recaling lorizon strategy (at ead sampling
period aly de first control signal of the
sequence caculated is applied to the process.

The GPC controller, considered in the present

applicdion, uses output predictions based upon a
CARIMA model (Controlled Autoregressve Integrated
Moving Average) which is given as:

AA(@™My(t)=B@™MAu(t)+ Ca™ER) @

wherey(t) is the output signal, u(t) is the aontrol
signal, E(t)is the noise signal, A, B, C there ae

polynomials of the shift operator q*. The st function
isgiven as

J= %{P(q'l)y(k +i)—w(k+i)f +)\NZU{Au(k +i-Dp

i=N;

@)
where 9(k+i) is the i steps aheal predicted output,
based upon information available & timet, W(k + i) is
the reference signal, Au(k +i —1) is the sequence of
control incrementsthat isto be determined.

The st function parameters are the foll owings:

* Horizons N,, N, and N, cdled minimum,
maximum and control horizon, respedively,

» Reference trgjedory is assumed to be known
beforehand. The preferred aproach is to use
smocth reference trajedory that begins from the
adual output value and approaches asymptoticaly
via afirst order filter the desired setpoint W* . It

isthus given as
w(k)=y(k),
yk+i)=aw(k+i-1)+@-aw”. (3
Then the a parameter determines the smoothness of
the trgjedory and will be mnsidered as a tuning
parameter. In the pradicd application from this paper
it isused apaynomial filter
1-aq™
Pg?t)=——, 4
0*)=—= @
which achieves the same effed.
« The A parameters gives the weight of command
increment.

One of the main advantages of GPC is its ability to
stabilize ad control non-minimum phase systems,
open-loop unstable processes, even in the presence of

dea time, this through judicious choice of the tuning
parameters N;, N,, N,, A and O .

The derivation of the predictor starts with the
CARIMA mode (1) of theform
Ca™)

A(@™)y(t) =B(@u(t-1+ A &t).
Forward, to oltain the j step predictor, two

polynomial divisions (or equivalently Diophantine

equations) are to be solved:

C=E,AA+q”'F;

(6)

Thus the prediction of the output will be:

J(+)=Giu(t+-1+ LauE-1)+ 2y @)

§(t+])=GiAu(t+j~1)+yo(t+]) (8
This predictor can be vedorized as afunction of j.
Hence the predictor, in the vedor notation, can be
written as

y=Gi+y,, 9)
where G is built with the impul se resporse wefficients

BE; =G,C+q'T;.
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and the aost function is expressed as

9

J=c,+29"U+U"HT, (11)
where the gradient g and the Hessan H are defined as
g" =Gy, -w). (12)
H=G'G+Al. (13)

Then it is smple to perform the minimizaion of the
cost function (11) as adired problem of linea algebra,
and it finally yields:

i=-H"g. (14)

This equation gives the whole trgjedory of the future
control increments as such it is a open-loop strategy.

For close-loop, only the first element of U (that means
Au(t)) is applied to the system, and the whole

algorithm isrecomputed at time t+1 (Receding Horizon
Principle strategy).

So urtil now, in this edion, it has been presented
the theoreticd badkground used for cdculation of the
predictor and the future ontrol sequence which
caaderize the GPC. More tuning parameters can be
included in the design procedure, but in our case, the
simplest algorithm is considered, mainly for
implementation reasons. In the next sedion will be
presented the experimental set-up for applying the
theory.



3. EXPERIMENTAL ENVIRONMENT

The experimental set-up for applying Active
Noise Control was designed and made in the laboratory
of the Department of Avionics & Systems of ENSICA,
Toulouse.

As it can be observed in Figure 1, it consists
in a plastic tubular duct with an elbow at one end,
where the primary spegker who will produce the noise
to be mntrolled is placed, and an open end. A second
speder is placed in an intermediate placeon the tube
for generating the antinoise. There ae dso two
microphones, one to measure the reference signal and
the other for the aror signal.
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Figure 1 Experimental set-up

For managing the experiment, it was used a high-
performance @mputer which has integrated a Digital
Signa Processor (DSP) board DS1102, based on the
Texas Instruments TMS 320C31. This will compute
the whole process operations with dSpace software,
which alows the user, through its interface Control
Desk, to visualize and store the input and output data
of the system. The GPC agorithm isimplemented with
Matlab/Simulink program codes. The experimental
set-up is completed by a noise generator and amplifiers
for spedkers and microphones.

This system having two inputs and two outputs,
four transfer function have to be wnsidered and
identified:

- H1, the transfer function between primary

spedker and error microphone;

- H2, the transfer function between control

spedker and error microphone;

- H3, the transfer function between control

spedker and reference microphone;

- H4, the transfer function between primary

spedker and reference microphone.

Only the first two transfer functions were
considered and identified for our experiments. Hence,
it has been made the assumption that the H3 transfer
function is null (the noise produced by the cntrol
spedker receptioned by the reference microphone is
very poar) and the H4 transfer function was considered
unitary becaise of the neighbourhood letween
primary spegker and reference speaker.

The identification of H1 and H2 transfer function
was made using sub-space methods from the Matlab
System |dentification toolbox. This suppaoses to send
two noise signals via DSP board to the speaers and to

recave, in the same way through DSP board, two
signal from the microphones.
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Figure 2. The freguency response of the
transfer functions

The sample time t, was chosen taking into
acount the Shannon limitations and the operationnal
power of the mmputer processor. So there was made
experiments for three values corresponding to t.:

ty =1/2500s;, t,, =1/3000s, t, =1/3500s.

Having the transfer functions, the system is ready
now for the implementation of the GPC controller in
order to reduce the noise made by the primary speeker
using for this the second spe&ker.

4. GPC EXPERIMENTAL APPLICATION FOR
ANC

First of al, considering the model given in (1), the
signals from the experimental set-up will be:

y(t)— the signal from error microphone,
u(t)— the command signal of control speaker,

E(t) - the signal from reference microphone.

The ided objedive of the experiment isto peform
silence d the eror microphone, that meansw = 0.

In Figure 2 is shown the block diagram of the GPC
control loop.
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Figure 3. Principle schema for GPC agorithm
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In oder to find a simple form of GPC fixed-filter it
isnecesary to identify the aontrol law equation suitable

for this applicaion. For this, it was taken Au(t), the
first element of U defined in (14):

Au(t)=—h, (y,-w) (15)
with h, beingthefirst lineof H™'G" andw = 0.
. F O
Au(t) = -h, B Au(t -1)+—Ly(t)C (16)
C CE



which can be rewritten as

O rJ. 1D h
P P =0.
u(t)éhhl = S Y=o an

It is now easy to seein (17) the dharaderisticd
eguation of the RST control law:

Ru(t)+Sy(t)=Tw(t), with R, S, T  beng
polynomials of . In the present case, w =0s0 T is
not important, then:

r. h., F
R=1+h, - -1 -_1_ 1 . 1
s q-.S A C (18)
Note: In fad, it has experimentally established that
stability is better achieved when the R and S
poynomials are mputed using a CARMA
(Controll ed Auto-Regressive Moving Average) model:

y(t)= B(q_l)u(t -1)+ C(q_l)z(t), (19)

“alg?) Alg?)

which  means that =t Hz(q_l) and
A\

clo)_ (6 .

A q"l =H,\q "), the transfer functions who have

arealy been determinated.

But, beside Hl(q_l) and Hz(q_l), the program
which computes the fixed-filter polynomials R and S
requires the GPC parameters N;, N,, N,, A and
O . The minumum prediction horizon, N, is always

taken as a unit (N; =1) because the cdculation of

the optimal predictor starts at the present moment. The
others parameters were chosen or computed taking into
acount the recomandations from (Fikar, 1999 and the
fine tuning was made on the present system for
ensuring stability and to improve the noise atenuation,
of course.

The simulation of the experiment was achieved on
the computer using a Simulink model which respeds
al the red conditions of the experiment, as it can be
see in the Figure 3 which shows the simulation
scheme.
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Figure 3. The simulation scheme

The simulations were succesfully done for all
threesample times (ty, ts,, t) and the best results

were obtained with the next range of values for GPC
parameters:

a 001 ... 018, N, O[55... 70],
A 0Ofo... 003 and N, =3.

In the same time the order of the transfer function
Hl(q_l) and Hz(q_l), was increased as long as the

sample time ts was deaeased: n = 28 for ty, n =32

for t,,, n =36 for t. Once smulations done, the

same parameters were used for red-time experiments.
In Figure 4 are presented, in gaphicd form, the

results for sample timet, and sine noise source, both

for simulation and experiment. The similitude of
simulation results with experimental results, which can
be observed in Figure 4, shows a very good
modelisation of the amusticd paths in the duct, in
spite of some rough assumptions about H3 and H4.
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Figure 4. The atenuation results from experience
and simulation for t,

The frequencies for which the @culation of the
noise attenuation hes been made are the resonance
frequencies of the system in the range 200....1000Hz. As
source signa, we used both sine and band limited noise
sources. The noise Sgnd was centered on the same
frequencies as the sine signal but with a 25 Hz bandwidth.

The noise dtenuation was computed by a Matlab
program which has used the data stored by Control
Desk during the experiment. The amount of data
corresponded just for 2 sewmnds adion, enough for
cdculation. The graphicd representations of
attenuation can be seen in Figures 5 and 6 for a
particular case.

0.1

i =407 Hz, Alt =10 06 bB
0.08
0.04

0.0z

Armplitude

= no control
e yyith control
o oz 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

Time

Figure 5 Attenuation for band limited noise
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Figure 6 Attenuation for sine noise

All the results of the experiments are shown in
Table 1 where can it be noted the variations of noise
attenuation (in dB) for ead frequency (in Hz) as a
function of sampletime t..

Table 1 Theresults of the experiences

f Sine Noise

ts 235 332 407 505 611 711 802

ts; | -7.30 -544 -838 -3.85 -1045 -591 -1.00

ts, |-1018 -7.19 -1260 -3.67 -7.12 -577 -3.44

ts; |-1000 -8.60 -1194 -235 -341 -6.06 -6.65

f Band limited noise

ts 235 332 407 505 611 711 802

ts; | 311 -447 -540 -241 -831 -482 -0.20

ts, | 089 -595 -1006 -225 -6.65 -478 -1.86

ts; | 395 -644 -904 -093 -171 -479 -535

With the help of Control Desk, it can be observed
(Figure 7) the quickness of attenuation when the GPC
controller isturned on.
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Figure 7. Transient response of the GPC Controll er

The transient resporse is very short and independent of
the source signal (frequency, level) unlike the
applicaions using LMS. All the experiments using
GPC shown avery goodrobustness of the ntroller.

5. CONCLUSION

The experiment shows that the noise dtenuation in
a duct using GPC algorithm gives good results if the
tuning parameters (N;,N,,N,,A and a) are
caefully chosen. More, it has been shown that a
simple simulation is redistic enough for a fine tuning
of the red time cntroller.

The eperimental results in noise reduction
obtained using LMS on the same experimental set-up
(Rastoul, 2001 led to a better attenuation (about 15%)
than the results presented in Table 1. But it is aso true
that the adaptation time was up to 10 minutes for LMS.
Unlike LMS, GPC gives a good attenuation very
quickly as it can be seen in Figure 7. In addition of its
simplicity, another advantage of GPC is the unicity of
the filter for all frequencies and its robustness For
these reasons, GPC could become one of the most
suitable predictive technique for pradicd application
inthered life for noise cntrol.
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