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Abstract— This paper disputes what Blanchard and Kahn determinacy condition but they do not have a stablation.
have reported as the solution of linear rational expectation Indeed, the contradictory example proves that dfame
(RE) systems many years ago. Their method leads to  accept that the determinacy condition is a necgssar
traditional determinacy condition which is used very much condition for existence of a unique stable solytibris not
nowadays. In this paper we have a new look to the sufficient.

mathematical procedure of this solution method and the main The problems of solving RE models is not limited t
problem in their solution will be shown. We introduce a new Blanchard-Kahn approach [6] and so a new look on
methodology for modeling the systems with expectation, while  modeling of RE systems is helpful for improving ithe
in future this way of modeling can be used to replace  go|ution methods. In this paper, a new framework fo
traditional RE models. modeling RE systems will be suggested which camnideel
for analyzing all RE systems. Then it will be shotlat this
framework is consistent with what had been desdrdsRE
models in the literature many years ago [11].

The paper is organized as follows. The followingties

l. INTRODUCTION reviews a summary of Blanchard-Kahn approach [HxtN
ection introduces examples which show the weakpéss
eterminacy condition. Then, we show the matheralatic
shortcoming of Blanchard-Kahn approach in Sectivh |
Section V introduces new tools to model RE systems.
Finally, Section VI concludes the paper.

Keywords-Rational expectation; Determinacy condition;
Stability; Uniqueness; Predictive control

Linear RE models are widely used by mathematical
economists in various applications especially fanetary
policy analyzes. The determinacy condition is thellw
known criterion, which is considered for existenok a
unique stable solution. Indeed it is known as aessary
condition on the solution of RE models to be unigue

stable. [I.  SUMMARY OF BLANCHARD-KAHN APROACH
Determinacy condition was reported originally by BK considered the following canonical model [1]:

Blanchard and Kahn (BK) [1] and then became popular Xia X,

among other economists [2-5]. Some of other methods = =A P +yZ, 1)

which use different tools report the same condifarlinear thH t

rational expectation systems as it was reported by WhereX,is given initial state and _ _
Blanchard-Kahn [6]. X ‘predetermined variables’ (determined in t-1 or

earlier)

However, recently Cho and McCallum [7] reported a P ‘jump variables’ (choice variables determined)in
weakness of determinacy condition. Based on a simpl  Z: exogenous (random) variableg |[< M < oo
example, they claimed that a determinate solutiay axist {Pw1: expected value d?,,, at timet:
but differs sharply in dynamic behavior from thapiied by P =EP, |Q ) )
the model considered on a sector-by-sector basisodgh . tot R T ) ]
they could show the weakness of determinacy camgiti Wheree() is the mathematical expectation operatgy; is
they did not find its reason. In thelr report tirefer to other  the information set at 0,09 439 includes at least past
papers [8] to show that determinate systems mighhdxt
learnable. Also there are some other reports [&f tted to
show the weakness of determinacy condition throsmhe )
examples. values qf exogenous varlables). .

In this paper, through some contradictory examples, L.et.ﬂ.l.f’bg - S ben elgenvalues.ofA (counting
underlying reasons the weakness of that theorerh bail multiplicities). Let n be the number of eigenvalues larger
clarified. These examples illustrate models whicbidh —than one, then:

and current values of, P, Z, however it may include other
exogenous variables thafh Also, it may include future
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PROPOSITION 1: If n= dim (R) then there exists a By construction ofJ; this system is stable or borderline

unique solution.

PROPOSITION 2:
nonexplosive solution.

PROPOSITION 3: If n< dim (R) then there are infinite
solutions.

Summary of proof for PROPOSITION 1:

Solution approach relies on ‘decoupeling’ of fordrand
backward-looking model components  (jumps
predetermined variables) using a diagonalization the
matrix A.

Main technical instrument is ‘Jordan canoncial form

A = C'C (3)
If A has distinct eigenvaluel < 1, < .. < 4, then the

diagonal elements af, which are the eigenvalues Af are
ordered by increasing absolute value.,

If n> dim (R) then there is no

A, 000
J=0 . 0 4
0 0 A
Now we have,
X X
l=cTe| ' +yz,
R R
- 5)
X t+1 Xl
=C =JC +CyZ,
tt+1_] Pt
J, C, C*, andy are decomposed accordingly,
J — |:‘]1 0 C — |:C11 C12:|
O ‘]2 . C 21 C 22 (6)

C1:|:Bll BlZ:| andy:|:yl:|
le BZZ y2

wherelJ is partitioned so that all eigenvaluesJpfare on or
inside the unit circle, all eigenvaluesXfare outside the unit
circle.

Consider the transformation

Yt _c Xt .
Ql |P )

Premultiplying both sides of system equationGyyand
usingA= C 1JC,

Y.. J  0].Y,,
|:t t+|+l:| :|: 1 :||:t t+i :|+(:ytzt+i (8)
tQt+i +1 0 ‘]2 tQt+i

As C is invertible, knowledge oX, andP, is equivalent

to knowledge ofY, and Q; the transformation does not
affectQ(t). Also existence (uniqueness) of a solution in thist \ye summarize this law from10.

system is equivalent to existence (uniqueness) siflation
of the main system.

Equation (8) is composed of two subsystems. Th

equation of the first subsystem is
Yo=Y +(CoritCuy ) Z,,

t ot +l 1t 7 t+i

Oi = 0. (9)

——
[N

stable. However by construction &f the second subsystem
might explode and violate the nonexplosion conditimless

Q =-23,"(C.)h*C L)), Z.
i=0

uniquely determine€). Thus existence and uniqueness of
the solution of the main system depends on existemzl

(10)

& uniqueness of the sequence®fandy;. Y; just has to satisfy

9).

I1l.  EXAMPLES

EXAMPLE 1. As our basic example consider the
following linear model

{XM}_A{K}
= th
P R

. 14 O 1.1
with, A= and y =

0.8 0.6 0.2

Determinacy condition implies that the system has a
unique stable solution if and only & has one unstable
eigenvalue. Based on BK method [1], since thereocae
unstable eigenvalue, the system is determinated and
therefore there should be a unique stable solutorthis
model.

The equation of this example is composed of two
subsystems. The equation of the first subsystem is

X, =14, +1.1Z, (12)

The relevant eigenvalue of this systenii$é and so the
behavior ofX; is explosive.

We conclude that in this example the model holds th
determinacy condition but it does not have a stabletion.

EXAMPLE 2: Suppose a model

Xt+l :axt +bZt +nt+1
wherea andb are constant values ang ;) ~iid(0,6).
To have a stable solution for this system the atbsolalue
of a must be smaller than one.

Taking expectation from both sides of the aboveatqn
and using the law of iterated expectatiore have:

lXt+1 =alXt+tht +l nt+1:axt+bzt (14)
This equation is equivalent to the previous equabiat
determinacy condition implies that this new equatias a

unique stable solution if and only if the absolaéue ofa is
greater than one.

(11)

(13)

Blanchard, O. and-iScher,
Lectures on macroeconomics. 1989: The MIT press.].
The law of iterated expectations: Btbe an information set and be a
ubset of this information set. Then for any vdeab
[E[x|Qll o] =E[x]| ¢
Or, heuristically, for rational expectation systemte law of iterated
expectation is rewritten as follow,
E[E[X |1 ]I ]=E[x]|1]

'
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One might argue that in this examplg, is not a
nonpredetermined variable. But this example is dialy

showing that the same forms of equations are used f

different variables in literature.

We should note that if an eigenvalue is stablemard-
looking solution it would be unstable in the fornf o
backward-looking solution.

EXAMPLE 3: Consider the following system equation

which is applied and analyzed
purposes in [10],

Yy = Yia TCX,

frequently for diffet

(15)

H -q-1 —
LI_T‘]Z tQt+q+1 =0

Althoughlim J,%™* = 0, remember tha®,.,.,,can
q-;OO

(21)

explode as it can be inferred from (20) that weehav

q
tQ(qu) = ‘]gﬂ(Qt _Z‘]z_i B (C 21y1+c zzyz)( Zm) (22)

i=0
Therefore, in a general case we have to analyzeeif
result is acceptable or not.

In a special case wherg,,, =0, the system equation

wherea, ¢ are constant values. The recursive solution f thi can pe rewritten in the following form,

system which is found in [10] is as follow,

T
— i T +1

Yt _Czal X & T Y

i=0

It is said that if |a_1|<1 the following solution cha found
for the above system,

_ i
Yi _Czatx(m)

i=0

We should note that finding the solution of RE eyt is
composed of two steps. In the first step the bsination
for expectation term will be found and in the satstep the
convergence condition will be studied. Althoughsthdéwo
steps are not separated in the literature, it iswknthat
without two aforementioned steps the solution carve
found.

To find the estimation of the system expectatiomtee
use following equation,

(16)

(17)

1 c
tyt+1 :_yt +_Xt (18)
a a

It is now clear that if the estimation of the exadion

term is not to explode we should ha\ée|< 1 or equivalently

|a]>1. Usually the first step is ignored and therents
argument about the estimation of the expectation tend so
they assume that havifjg|<1 is satisfactory for finding the
solution. In this simple example we can concluds Having
an eigenvalue with absolute value greater thani®net the
necessary and sufficient condition for stabilitytbé whole
system. Nevertheless, ig|<1 then the unique bounded
solution of (16) is as stated in (18) if the systeatisfies

T+l _
a Ty Year 4170 -

IV. THE ORIGIN OF THE MISTAKE
Let us rewrite the equation @ in BK as follows:

tQt+i +1 = ‘]2 tQt+i +(C 21y1+C zayz)t Zt+i
The recursive solution of the above equation is,

q
Qt = ‘]Z_q_thHqH. _Z‘] 2_I N (C 21y1+C 22y2)1 Zt+i (20)

i=0

(19)

So the recursive solution of this subsystem is\eteint
to (11) if and only if

——
w

Qt :J27q71tQt+q+1 ortQt+q+1:‘];q+th (23)
It is clear that the result is different from BKpapach in
(10) unlesR, = Q,,,., =0.
Suppose that this new conditiom, = q4.4=0) is
satisfied then it can be rewritten as,

Xl+i = BlllYlH + BlZlQI+i = BlllYlH (24)
t I:)t+i = BthYt+i + BZZtQt+i = leth+i
BK assumed thdBy; is invertible so in this case it is written,
— -1
IPHi - leBn Xt+i (25)

It can be seen that to satisfy BK condition thereud
be an algebraic relationship betweérand P in this case.
Because of this algebraic relationship the dynamfahese
two variables should be similar and so it is notgiole to
say thatX is predetermined an® is nonpredetermined
variable.

So for arbitrary values d if the BK condition should be
satisfied it would impose some algebraic constrauhgch
are not satisfied in general cases.

To summarize this section we can say that BK initplic
assumes that (21) is satisfied in all cases; ierotfords they

) -q-1
replaced the value og.inszq iQuqs1 DY Z€ro. However,

this term does not tend to zero for @l Indeed, since
{Q+q+1 1S dependent of,, the limit is indeterminate and its

evaluation imposes extra conditions that might et
satisfied in all cases.

Although, if the extra conditions are satisfied tB&
solution can be used for the system but in gervases it is
not satisfied. We conclude that adding unstablereiglues
imposes new conditions which are not satisfiedllircases
and so this method should be revised.

V.

A. Model overview

In previous parts, the weakness of some classical
approaches for analyzing RE models have been shimwn.
this part a new method which can be used in fuluweks
will be suggested.

The way that expectation is made, plays the mdairo
modeling of RE systems. This point was noted inmmai
article of RE systems by Muth[11] but unfortunatéyis

NEW WAYS OF ANALYZE

'
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now common in literature to write the equationshwitt

concerning about the origin of the expectation serim other X X 1t+1) — D,

word we can say that Muth has suggested such etisteu oy ! D. |

but it hasn’'t been modeled in a correct way yet. 2(t+1) 2 27)
An economic system includes various agents. These U

agents estimate the system based on their infaymatnd U = 1) A= A

behave due to their expectation of future variables ! Uz(t) ’ a, a, '

minimize their own cost function.

Fig.1 shows the simplest form we can model suctatieh _|b, b, by G Cp

In this figure we have two different agents withesstimator B = b. b b C = c. ¢

and a controller. They predict the future behawérthe oo a Tz T3 a Tz

variables and behave in a way that, based onekgmation,
has the best trajectory for their own welfare fiorct

Estimation of each agent is based on the past valfie
other parts of economic system, the past valugsobivn
output and the known trajectory of future inputshte whole
system.

X: State variables of other parts of economic system
U;: Exogenous variable for states of other parts

D:: An iid noise

A, B,C: Constant matrices of appropriate size.

Note that Y is a exogenous variable in view point of

The expectation of future variables is found in theth® Second agent and vice versa.

estimator part and then it is used in the predictiontroller.
So the output of the predictive controller includies effect
of agents' prediction. Writing system equationseddasn
each agent viewpoint tends to a similar equatiomfas in
RE system.

Suppose that the first agent has no estimationhef t
structure which is used by second agent to form its
controller. So the best estimation of this systesmsedl on
current information from the first agent view poisit

X, =AX, +BU,

t t+1

(28)

We can say that in actual economic systems we have Finding the expectation faysteps ahead resuilts,

such structure but it is common not to separath pad and

model them as a unique system with some dynamic

equations. But to analyze the system it is mordulge
separate them.

This structure can be called multiagent predictiwatrol
which has a common framework in control engineerirtge
stability, learnability, performance analysis arabustness
analysis of such systems are widely analyzed inneegng
and they can be used in economic systems.

The behavior of this structure was described byHyAui]
many years ago but it hasn't been used in this j@&tn
B. Asimple model

Suppose that we have the following system,

X, =AX, +BU, +CD,,, (26)
with

——
IN

q )
KXo =(AY X, +3(A) B, (29)
i=1

Each agent tries to minimize its Loss function
which is in the following form,

Ll(t) :zm_l(txtw\/ _Xd,twv)T (txww _xd,t+w)(30)
w=1

where,f€(0,1) is the discount factok, ,,,, is the desired

value of the states for this agent and amdis the
optimization horizon. This agent might use the doiing
form of decision making (controller) to minimizes ibwn
Loss function,

Ul(t):f (Xt'Uz(t+k)'Xd(t+k)) (31)

where f is a function which is found by minimization
procedure. Knowing this structure the system eqnats
rewritten as,

Xt+1 =AXt +b2U 2¢)
+bf (XU, +k),X

+CDt+l+
(32)
d(t+k>)

'
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Desire value of the first agent

Delay [ 4———
| Estimator of the Predictive controller of
first agent the first agent U1
.| Other parts of
Economic system
- X(t+1)
LA ", | Estimator of the | — Predictive controller — -
.| second agent of the second agent u2(t)

‘ Delay |#4———

‘ Desire value of the second agent

Figure 1. An structure for economic systEms with rationalestption dynamic

Tha ahnua anmiiatinn ~an o 1100 Ar acrrihinn”™ tha - — N

The above equation can be used for describing’ the ;
system equation from the second agent point of viEis |7 (Azbl +Ab1+b1) (A2b1+Ab1+b1)+
equation is in the form the solutions of RE systems F= .

The main difference between the solution of thisdaio +,8(Abl +b1) (Abl+bl) +(0) b,
and classical solution of RE models is modeling the . (34)
expectation terms in the Loss function of each agestead +B(Ab, +b,) A®+b] A +
of in their dynamic. Therefore, it can be concludeat in an G= .
RE model the same structure exists. + 3 (A %, +Ab, + bl) A’

In a special case if the optimization horizon ie ttoss
function for the first agent is set to Ibe3 thenf can be C. Asimpleexample
found by a routine proceddre Suppose that the system structure is in the same d6
It should be noted that estimation of states aé tid (26) and its variables are as follow,
depends on choosing future input signals and s it
necessary to make some assumptions about them. One
possibility is to assume that the first agent hasnes =[1'3 0'7},5 :{2'4 0.6 1},(::{ 1 ?
information about input signals which are impliey the 02 01 1.3 2 14 0 1
second agent and its own input signal will remainstant

for the optimization horizon. In other word we assuthat D, ~iid(0,0.05)D, ~iid (0,0.01 (39)
U, =U,.,=U,.,and U, . k =12,.. are 0.5-¢3N
ki o o " L Uz(t) = Z_e_“n ’Xd(t) = /

nown. 1.4+e*21 N

Another simplification is needed to have a simple
stability analysis for the above system. In thisnge
structure we assumed that the second agent issiog @  © be 5=0.8.
feedback rule. Although in a real world most of dgents  The eigenvalues of the closed-loop &o@671 -0.2667and
use feedback rules, in this simplified example aauce the g the closed loop system is stable.
complexity of the real world to show the main cqrtce

With the above assumptions and replacing the optima VI. CONCLUSION
solution for the fir_st agent the stability of_thgstem is Based on various simple examples, determinacy
analyzed by the eigenvalues of the following clekBib  4ngition was shown to be not really acceptablesome
transition matrix, practical cases and so there is a need for itsicgwi

A, =A-F G (33) Multiagent predictive control approaches was suigges
with to be used for modeling RE systems, while this agagin
was new in economic literature, though it is caesise
with economic description of RE systems [11]. Easiof
this approach for analyzing the stability and perfances
of various systems were demonstrated which protes t
drastic potential of this methodology as a strarg tn the
literature.

where N is the simulation horizon. The discountdacs set

2 The equations of this procedure can be sent byl emaequest.
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