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Abstract

In this study we attempted to analyze the stattcdmamic causality between producers’ prices
measured by WPI and consumers’ prices measuredPbynChe context of India. We did our
analysis in the framework of time series and foalgsis, we applied ARDL bounds testing
approach to cointegration and robustness of ARDir@gch is examined through Johansen and
Juselius (1990) maximum likelihood approach overgariod of 1950-2009.

We found the evidence of bidirectional causalitynsen WPI and CPI in both cases i.e., in the
short-run and long-run. Furthermore, outside sarfgpiecast analysis reveals that in India, WPI
leads CPI. This implies that WPI is determined karket forces and also a leading indicator of
consumers’ prices and inflation. This gives angatlbn to the Indian policy analysts to control
for factors affecting WPI in order to have contari CPI since CPI is used for indexation
purposes for many wage and salary earners incligbmgrnment employees and hence it will be
helpful in cutting down the excess government egare.

Keywords: CPI and WPI, Granger causality, cointegration VIRS:s.
JEL Code: E31, C32.

1. Introduction

Theoretically, all prices are determined by two v@ntional market forces i.e.,- demand and
supply. Now if we assume that producer prices ateas a mark-up on wage costs, mark-up
depends on demand pressures and thereby influevaggss and finally wage rate depends on
consumer prices, we will find that the causalitpgdrom consumers’ price to produces’ prices.
And if we say that Whole-sale Price Index (WPI)resents produces’ price and Consumers’
Price Index (CPI) represents consumers’ price thehe above mentioned situation we can say
that CPI granger causes WPI. In the case of Indstiue since India’s per capita income is still

low, so the share of food in the consumption baskdédrge and in that case even if true CPI
(which includes food components and industrial congmts together) does not cause WPI, the



food component of CPlI may cause WPI. However, th@ton may be inverse also i.e., WPI
may granger cause CPI. This kind of dynamics aplbear when transmission mechanism move
from the supply side or production processes taldmand side or consumption behavior. There
are several reasons to support this argument.¥@ng@e, since the retail sector adds value with
a lag to existing production and uses existing dgiim®r imported materials as production input.
Therefore, the price of final consumer goods wdpdnd on the price at which raw material or
what we call production inputs is purchased. Furtpdace of production inputs depends upon
the domestic demand and domestic supply of theugtah inputs in one hand and imported
inputs on the other hand which in turn depends ugpenprices of the imported goods, the
nominal exchange rate, the level of indirect taxths, marginal cost of retail production and
interest rates. Cushing and McGarvey (199®ave developed theoretical basis for causal
relationship running from wholesale price to constshprices. They argued that since primary
goods are used as input with lag period in prodacgirocess of consumption goods that's why
wholesale prices will lead consumer prices indepatiyg. However, in contrast to this wisdom
Colclough and Lange (1982) claimed that causalicgighip from consumer prices (CPI) to
producer prices (WPI) did not receive much attentm be investigated in the literature. They
argued by developing theory from derived demandceph that since demand for inputs
determined by demand for final goods and serviegsiden competing utility items and this
framework indicates that opportunity cost of resesrand intermediate materials is reflected by
the production cost that influences the demandiradl fgoods and services. In response this
implies that consumer prices (CPI) should determinaffect producer prices (WPI). Moreover,
development was made by Caporale, et al. (2002his direction. Caporale, et al. (2002)
documented that CPl may cause WPI through the labpply channel and which may also
reflects through supply shocks in labor market mled wage earners in the wholesale sector
want to preserve the purchasing power of theirnmes. This effect occurs with lagged -period,
it probably depends on the nature of wage-settimoggss along with expectations of machinery
formation. Hence, we find that theoretically, CPayrgranger cause WPI or WPI may granger
cause CPI or both (CPI and WPI) may granger caask ether. Therefore, this study has made
an attempt to investigate that whether in India GRhger causes WPI or WPI granger causes
CPI or both causes each other in the static andrdynframework.

Rest of the paper is organized as follows. Sec@utic presents a brief review of literature
followed by methodology adopted in this paper forlgsis and data source in third section.
Fourth section presents data analysis and fiftiaeconcludes.

2. A brief review of literature

The studies analyzing the relation between CPI\&#Rd using time series techniques have found
some kind of stable relationship between the tweeséecause of inter-linkages between the
wholesale market and the retail market. Guthrie8{39for the US economy, used percentage
monthly change in the WPI and the CPI from Jand®4/7 to December 1975 for the analysis
and for the analysis they also divided the enteeqal into two equal five year periods, 1966-70

! Cushing and McGarvey (1990) concluded that thenitagde of feedback from WPI to CPI is greater thzat from CPI to WPI
and therefore, a one-sided Granger causal pattiermimg from WPI to CPI can be assumed as CPI haslitde incremental
power. They added that these results are robusictosion of the money supply i.e., the feedbadofrWPI to CPI was still
higher and therefore, such a causal ordering fegtty consistent with a flexible price model witrong demand effects.



and 1971-75 also. The author found that thereredadionship between changes in the WPI and
changes in the CPI and this relationship can bertesl by a Pascal distributed lag model.
Addition to that the author documented that WPInges presently take longer to work
themselves into CPI changes than they did twenty-fiears ago and a longer mean response
time is associated with higher rates of inflatibarther, the argued that the amount of the effect
of WPI changes translated into CPI changes hasirmiseased over the years though this rate is
not universally for all time periods studied. Jor{@986), for the US economy, for period
January 1947 to December 1983 and also for twopstiods from January 1947 to June 1971
and May 1974 to December 1983 by using Wald te§rahger causality found evidence of bi-
directional causality between WPI and CPI. Additimnthat, author recommended that for
bivariate model consisting of CPI and WPI simul@uee equation approach is the appropriate
way to estimation. Cushing and McGarvey (1990)datid that feedback from WPI to CPI is
greater than that from CPI to WPI and thereforedh be concluded that WPI has high
incremental power vis-a-vis CPI. Contrarily, Clgi&995) concluded that even though pass-
through effect from producer prices to consumecqxiis weak but causality is unidirectional
that runs from WPI to CPI. Samanta and Mitra (198@plied cointegration and Granger
causality tests for two sub periods (i) April 19@&1April 1995 and (ii) May 1995 to 1998. A
stable long-run relationship between CPI and WRbkted during 1991 to 1995, but not
thereafter. On the other hand Shunmugam (2009) ieesnthe time lag with which CPI
responds to a change in WPI, the causal relatipnsbtween the two series and if they are
cointegrated in the long run, over 1982 to 2009 fam pre- and post liberalization periods for
India. Shunmugam (2009) finds evidence of cointeégnaover the entire period of study but in
the pre- and post liberalization period evidenceahtegration was not found. Caporale et al.
(2002) reported bidirectional causality between Va@Rd CPI (or even no significant links) and
claimed it only exists when the causality linksleefing the monetary transmission mechanism
are ignored. Ghazali et al., (2008) by using mgntidta for CPl and PPI at constant prices of
2000 for the period from January 1986 to April 2007 Malaysia find that there is an uni-
directional causality running from PPI to CPI. THeyve obtained these results by applying both
Engle Granger and Toda-Yamamoto causality testtadsi et al. (2009) documented on the
basis of empirical exercise that WPI Granger ca@eisfor the Mexican economy in the both
long run and short run. Similarly, Shahbaz et 2000) and Shahbaz et al. (2010) found the
evidence of bivariate causality between both WRI @®| but the causal relation is stronger
from WPI to CPI vis-a-vis CPI to WPI in case of Btn.

3. Methodology and data source
To test the stationary property of the data sexesapplied Augmented Dickey Fuller (1981)
unit root test, Dickey-Fuller unit root test with-& Detrending (DFGLS Tesgtand Phillips and

2 This test was proposed by Elliott, Rothenberg Stmtk (1996) this test has significantly greateweothan the
previous versions of the ADF test. Elliott, Rotherdband Stock (1996) propose a simple modificatibthe ADF
tests in which the data are de-trended so thategpbry variables are "taken out" of the data pidorunning the
test regression. Elliott et al., (1996) define agjtdifference of Ythat depends on the value a representing the
specific point alternative against which we wishdst the null hypothesis:

Y ift =1
d(y,/a) =



Perron (1988)unit root. However, Ng and Perron (2001) has ssiggethat ADF and PP unit
root tests suffer from severe size distributiongpprties when error term has negative moving-
average root. When root is close to minus one,{e@.79) the rejection rate can be as high as
100% (see Schwert, 1989). Ng and Perron (2001) gnaposed four tests utilizing GLS
detrended data which are based on modified SIOQmauified AIC, while DF/ADF and PP unit
root tests are based on non-modified informatiateria. The calculated values of these tests
based on the forms of Philip-Perron (1988)andZt statistics, the Bhargava (1988) statistics,
and the Elliot et al., (1996) created optimal bsstistics. Therefore, we also utilized Ng and
Perron (2001) as a test of robustness to testriieaot property of the data series. Furthermore,
to test the existence of cointegration we usedcantapproach developed by Pesaran et al.
(2001) and termed as autoregressive distributedA&IPL) bounds testing approach. However,
to test the robustness of the cointegration regutiduced by ARDL bound testing approach we
used Johansen and Juselius (1990) maximum likeditagproach to cointegration also. ARDL
bounds testing approach to cointegration possdsiesidvantages like- in this approach the
short- and long- runs parameters are estimateditsineously; it can be applied irrespective of
whether the variable are integrated of order zexol(0) or integrated of order one i.&(1); it is
more useful when sample size is small (Narayan420@ is free from any problem faced by
traditional techniques such as Engle-Granger (19Bhjlips and Hansen (1990); the error
correction method integrates the short-run dynamwgh the long-run equilibrium, without
losing long-run information. The ARDL approach abirdegration involves estimating the
following unconditional error correction versiontbe ARDL model:

P q
AINWPI = @ +a; T + 0y INWPL_, + 0 INCPI_ +> " arAINWPL_ +> o, AINCPI_ + 44 ..(2)
i=1

j=0

Where a, and a,is the drift component and time trend, apdis assumed to be white noise
error processes. The optimal lag structure of itisé differenced regression is selected by Akaike
Information Criteria (AIC) to ensure that serialn@bation does not exist. Pesaran et al. (2001)
generated two critical bounds (upper and loweicalitbounds) to take the decision about the
existence of long-run relationship between whokegaice index and consumer price index. The
null hypothesis of no cointegration in equations-a@d 3 is H, :a,, =a., = 0 and

H. : B = B =0while hypothesis of cointegration between wholegalees and consumer
prices iSH, :au, 20 2 0and H_ : B, # B # 0 Then next step is to compare the

calculated F-statistics with lower critical boukdC8) and upper critical bound (UCB) tabulated
by Pesaran et al. (2001). The null hypothesis otaiategration may be rejected if calculated
value of F-statistics is more than upper criticalubbd. The decision may be about no
cointegration if lower critical bound is more thammputed F-statistics. Finally, if calculated F-
statistics is between UCB and LCB then decisiorualgsointegration is inconclusive. To check

% Since, PP test has advancements over DF/ADF rietid sense that whereas DF/ADF test use a paiametr
autoregression to approximate the ARMA structuréheferrors in the test regression, PP test cofoe@ny serial
correlation and heteroskedasticity in the erroter€fore, this test is also used.



the reliability of the results reported by ARDL neddve have conducted the diagnostic and
stability tests. In the diagnostic tests we exanfiimehe presence of serial correlation, incorrect
functional form, non-normality and heteroscedisfi@ssociated with the model. The stability
test is conducted by employing the cumulative sdnneoursive residuals (CUSUM) and the
cumulative sum of squares of recursive residual$SOMsg). In the final step we used Impulse
response functions and variance decomposition sisaly order to see outside sample dynamics
of these variables. Given the existence of longmlationship between wholesale price index
and consumer price index, an error correction sspr&tion can be developed as follows to
examine direction of causality between them:

WP B S Bube | 7
¢ ”{CPI}"{@}-;“ L){bZﬂsz{nz}ECM “1+LJ'"(“)

Where (1-L)is indicating the difference operator whilECM,_, is the lagged error-
correction term derived from the long-run cointéigi@g relationship andy, and u, are

normally distributed residual terms. The directminshort run causal relationship between the
test variables can be tested through the WaldoteBttest and which test the null hypothesis of
equality of coefficients associated lagged valu€Bf when WPI is the dependent variable and
lagged value of WPI when CPI is the dependent kbriadHowever, long run causality can be

tested thorough the t-test pertaining to error exion term. It is important to note that the

statement “X Granger causes Y” does not imply thad the effect or the result of X. Granger

causality measures precedence and information mbbteg does not of itself indicate causality in

the more common use of the term.

Then next step is to compare the calculated Fssitiwith lower critical bound (LCB) and
upper critical bound (UCB) by tabulated by Pesagtml. (2001). The null hypothesis of no
cointegration may be rejected if calculated valtiE-statistics is more than upper critical bound.
The decision may be about no cointegration if lowmetical bound is more than computed F-
statistics. Finally, if calculated F-statistics igtween UCB and LCB then decision about
cointegration is inconclusive. To check the relippf the results reported by ARDL model we
have conducted the diagnostic and stability testthie diagnostic test we examined for the
presence of serial correlation, incorrect functlofemm, non-normality and heteroscedisticity
associated with the model. The stability test indtwted by employing the cumulative sum of
recursive residuals (CUSUM) and the cumulative samsquares of recursive residuals
(CUSUMsg). In the final step we used Impulse response fanstand variance decomposition
analysis in order to see outside sample dynamitisesk variables.

4. Data analysis and empirical findings
First of all descriptive statistics of variablesshaeen analyzed to see the sample property and
Pearson’s correlation analysis is conducted to whether there is any evidence for co-



movement of both seri&sWe found that correlation is very high and itfuesis 0.86. In the next
step stationary property of the data series offeall variables has been tested through ADF, DF-
GLS and PP test and robustness of the stationatyhtes been examined through Ng-Perron
(2001) unit root test and results are reportedahld-1.

Table-1: Estimation of Unit Root Tests and Their Rbustness

Variables ADF Test DF-GLS TesP-P Test
T-calculated Prob-valué&-calculated Prob-value
InCPI, 27539 (4)  0.2202-1.7358(1) 1.1850 (6)
AInCPl,  .36781(2) 0.0322-5.2664 (1)* -4.9297(1)*
INWPI, 2.2798(4)  0.4374-1.9087 (1) 0.8489 (3)
AInWPI,  51889(3)  0.0004-5.3012 (1)* -6.0975(3)*
Variables MZa I?\lﬂgz-tp e TI?/IS;B MPT
InCPI, -5.0567(1) -1.5822 0.3129 17.9835
AInCPI,  .37.6484(1)* -4.3341 0.1151 2.4452
InWPI, -4.9076(1) -1.5654 0.3189 18.5623
AlnWPL, _.24.2393(1)* -3.4801 0.1435 3.7667

Note: The asterisks * denotes the significant atiév&l. The
figure in the parenthesis is the optimal lag stiteefor ADF and
DF-GLS tests, bandwidth for the PP unit root testetermined by
the Schwert (1989) formula

Table- 1 reports that both variables have unit mablem at their level form while they are
stationary at their first differenced form. Thisiqure order of integration of the variables leads us
to proceed for the application of ARDL bounds tegtiapproach to examine the long run
relationship between CPI and WPI. Results of ARRlurds testing approach to cointegration
are shown in Table-2. For the analysis we choosienaplag structure that is 2 for both variables
as suggested by AIC. It is worth mentioning that have used both variables as dependent
variable in our equation to test that in which casetegration exists and also robustness of
ARDL results has been checked by Johansen anduki€E990) maximum likelihood test.
Table-2: The Results of Cointegration Test

Panel I: Bounds Testing to Cointegration

Estimated Model Fem, INCPL /INWPL) | Ry (INWPLL /INCPI,)
Optimal Lag Length (2, 2) (2, 2)
F-Statistics 2.9564 6.9656***

Critical values T = 60}

Lower boundd(0) | Upper bound§(1)

* Results are reported in table 1 in appendix 1.



1 per cent level 7.397 8.926

5 per cent level 5.296 6.504

10 per cent level 4.401 5.462

Panel II: Diagnostic tests Statistics Statistics

R? 0.8457 0.8045
Adjusted-R® 0.8155 0.7760
F-statistics 28.0282%** 28.2261***
Breusch-Godfrey LM test 1.1957 (0.3121) 1.6362{63)
ARCH LM test 0.0464 (0.8302) 0.0659 (0.7984)
White Heteroscedisticity test| 1.9246 (0.0719) 6(810.6042)
Ramsey RESET 0.0568 (0.8126) 0.6615 (0.4203)
CUSUM Stable Stable
CUSUMs(q Stable Stable

Note: The asterisks ***denotes the significant & tevel. The optimal lag
structure is determined by AIC. The parenthesis (e prob-values of diagnostic
tests. # Critical values bounds computed by sunfasponse procedure developed
by Turner (2006).

It is evident from Table- 2 that the when CPI iscfng variable in that case only calculated F-
statistics which is 6.9656 is higher than the uppdical bound i.e. 6.504 at 5 % level of
significance using unrestricted intercept and unicted trend. This implies that there is long
run relation between whole sale price and consypniee indices. In the next step we have
estimated long run cointegration equation and tesarle reported in Table:3In Table-3 we
have presented results of cointegration equatidgairdd from OLS and Johansen and Juselius
(1990) maximum likelihood approach by assuming ofie¢he two variables as dependent
variable.

Table-3: Long Run Results and Their Robustness

Dependent OLS Regression Johansen Regression
Variable INCPI, | InWPI, | InCPI, | InWPI,
Constant -0.1406% 0.1440f  0.0064 -0.0062
InCPI, 0.9744* 0.9542*
INWPI, 1.0234* 1.0479*

Note: * denotes significance at 1% level of sigrafice

The results in Table-3 reveal that in both cadest is when OLS model is used and when
Johansen’s model is used, WPI and CPI are signifisdaen CPI and WPI are the dependent
variables respectively. This implies that thersti®ng cointegration between the CPIl and WPI.
Further, in both cases we find the positive immgddd/Pl on CPI and vice-versa too. However, if
we compare the coefficient associated with WPI @Rdl we find that impact of WPI is less on

CPI vis-a-vis impact of CPI on WPI. This impliesathn the context of India impact of wages

and producers’ prices is higher on consumers’ prib@n the impact of consumers’ prices on

® Results of lag length selection test and cointémraanalysis are presented in table 2and 3 of rgigel
respectively.



producers’ prices. This also implies that Indiaésgapita income, though low, is increasing and
nations consumption basket is shifting towards core-food items Das (2009) and hence
despite the high weight of food items in CPI ituisable to lead WPI in a greater extent. After
establishing the relationship between the WPI aRtl e have, in the next step, presented the
results pertaining to short run dynamics of the VdRtd CPI using ECM version of ARDL
model. Results are reported in Table-4.

Table-4: Short Run Results

Variable Dep. Variable =AINCPI, | Dep. Variable =AINWPI,
Coefficient | T-Statistics | Coefficient T-Statistics

Constant 0.0176 3.7078* -0.0026 0.6684

AInCPI, 1.0030 12.9113*

AInWPI, 0.7478 12.9131*

ECM, -0.1502 -2.7983*

ECM, , -0.1203 -1.8181***

R? 0.7720 0.7547

Ad- R? 0.7639 0.7459

F-Statistics 94.8600* 86.1505*

D. W 1.5576 1.8003

Test F-statistic Prob-value F-statistic Prob-value

X*Serial 1.8597 0.1656 0.3491 0.7069

X°ARCH 0.0036 0.9519 1.7023 0.1973

X*Hetero 1.5327 0.2249 0.0753 0.9275

X° Reset 0.7699 0.3840 0.0040 0.9494

Note: X “S¥ial s the Breusch-Godfrey LM test statistic for ndale

relationship,x “ARCH s the Engle’s test statistic for no autoregressive

conditional heteroskedasticity,” Heteo js the heteroscedisticity and

¥ Re st is Ramsey’s test statistic for no functional messfication.

* and *** show significant at 1% and 10% levelgignificance

respectively.

It is evident from Table-4 that in short run WPkhaositive impact on CPI and vice-versa too;
similar results we found as we obtained from cgrdagon. Apart from that, we also find that
error correction term in both cases is negative @igdificant indicating that any disequilibrium
in the CPI and WPI will get corrected with the rafeadjustment of 15% and 12% on annual
basis respectively.

Next we have conducted diagnostic tests in ordese® weather our results are free from
problem of serial autocorrelation, heteroskedasgticmisspecification and nonlinearity of
residuals. We found none of the problem existsunestimates. Therefore, we can say that the
empirical evidence reported in Table- 4 indicatest error term is normally distributed and there
is no serial correlation among the variables inrskpan of time. Model is well specified as
shown by F-statistics provided by Ramsey Reset Easally, short run models pass the test of



autoregressive conditional heteroscedisticity aadhes inferences can be drawn for white
heteroscedisticity. Besides that, we have alsede&ir presence of structural breaks through
Chow test and we found no evidence for the presehs&ructural breaks (results are presented
in Table- 2 in appendixl). In the final step ofghastic checks we have tested for the parameter
stability as Hansen (1992) cautions that in theetseries analysis estimated parameters may
vary over time therefore, we should test the patarsestability test since unstable parameters
can result in model misspecification and so mayegae the potential biasness in the results.
Therefore, we have applied the cumulative sum clngve residuals (CUSUM) and the
CUSUM of square (CUSUMSQ) tests proposed by Brotval.€1975) to assess the parameter
constanc, The null hypothesis to be tested in these twis tissthat the regressions coefficients
are constant overtime against the alternative woefits are not constant. Brown et al. (1975)
pointed out that these residuals are not very se@so small or gradual parameter changes but it
is possible to detect such changes by analyzingrsee residuals. They argue that if the null
hypothesis of parameter constancy is correct, themecursive residuals have an expected value
of zero and if the parameters are not constanty teursive residuals have non-zero expected
values following the parameter change. We findeWidence of parameter consistency as in both
cases that is in case of CUSUM and CUS{dilIot have been within the critical bound of 5 %
level of significance (see the figure 1, 2, 3 anth4ppendix 1). Results of Grange causality
analysis are presented in Table-5.

Table-5: The Results of Granger Causality
Type of Granger causality

Short-run Long-run  Joint (short- and long-run)
Dependent
variable  AINCPI, AlnWPI, ECT AInCPI,,ECT_, AInWPI,,ECT,,
F-statistics T-statistics F-statistics
[p-values] [p-values] [p-values]
83.5146* —0.1226*** 56.0189*
AW, [0.0000] [0.0815] [0.0001]
82.6922* -0.1308** 59.0172*
AlnCPI, [0.0000] [0.0215] [0.0000]

Note: The asterisks *, ** and *** denote the sigo#nt at the 1%, 5% and 10% levels,
respectively.

® The first of these involves a plot of the cumulatsum (CUSUM) of recursive residuals against ttieiovariable
and checking for deviations from the expected valueero. Symmetric confidence lines above andwéle zero
value allow definition of a confidence band beyowtich the CUSUM plot should not pass for a selected
significance level. A related test involves plogtithe cumulative sum of squared (CUSUMSQ) recursdsiduals
against the ordering variable. The CUSUMSQs hayeeeted values ranging in a linear fashion from zgrthe
first-ordered observation to one at the end of shenpling interval if the null hypothesis is correétgain,
symmetric confidence lines above and below the ebepevalue line define a confidence band beyondhvite
CUSUMSQ plot should not pass for a selected sicguifte level, if the null hypothesis of parametarstancy is
true. In both the CUSUM and CUSUMSQ tests, the fsa@t which the plots cross the confidence linge gome in
diction of value(s) of the ordering variable asab®il with parameter change.



It is evident from Table-5 that bivariate causaétits between WPI and CPI in short and long
runs. This implies that in the context of Indiansomers’ prices, in general and food prices in
particular, leads producers prices and produceisép leads consumers’ prices in both the long
and short run i.e., both prices are highly intdwbich. And if one could control any one of these
two another one will, automatically, be under cohtr

After confirming that our model does not suffernfrany sort of problem we can proceed to
conduct out of sample forecast analysis. Therefaee,have preceded for Impulse response
Functions and Forecast error Variance Decompositoalysis. IRFs analysis has been
conducted by using generalized IRFs analysis asfiee from ordering of the variables under
consideration. Results of VDs are presented in &8bhnd plots of IRFs is presented in
appendix 1 and named as Figure-5 respectively.

Table-6: Variance Decomposition Approach

Variance Decomposition dhCPI, | Variance Decomposition dhWPI,
Period S.E. InCPI, InWPI, S.E. InCPI, | InWPI,
1 0.0478| 100.0000 0.0000 0.0571L 754786 285
2 0.0787| 99.4612 0.5387 0.0898 76.9137 5208
3 0.1038| 98.2108 1.7891 0.116p 76.6862 33.31
4 0.1256| 96.4518 3.5481 0.1391 75.8279 2017
5 0.1453| 94.3870 5.6129 0.1598 74.7402 25.25
6 0.1637| 92.1792 7.8207 0.1788 73.5941 &340
7 0.1811| 89.9442 10.0557 0.196[7 72.4662 3315
8 0.1978| 87.7580 12.2419 0.2136 71.3910 (0286
9 0.2140| 85.6669 14.3330 0.2298 70.3828 1796
10 | 0.2298| 83.6962 16.3037 0.2454 69.4463 5536
11 | 0.2451| 81.8577 18.1422 0.2605 68.5809 413D
12 | 0.2601| 80.1538 19.8461 0.2751 67.7834 21BA
13 | 0.2747| 78.5817 21.4183 0.2892 67.0498 9584
14 | 0.2891| 77.1350 22.8649 0.3030 66.3752 6233.
15 | 0.3032| 75.8060 24.1939 0.3165 65.7548 243

VDs results show that in the first year, fifth yea@" year, and 18 year the variation in CPlI is,
due to one standard deviation (SD) shock/innovatidtmibuted by CPI itself is 100%, 94.38%,
83.69% and 75.80% respectively and rest of theipagkplained by WPI. However, in case of
WPI, in the first year, Fifth year, f0year and 18 year the variation in WPI is, due to one
standard deviation (SD) shock/innovation, explaibgd/NPI itself is 75.48%, 74.74%, 69.45%
and 65.75% respectively and rest of the part ofatian is explained by CPI. Three things
become quite clear from Table-6. First is even goun the first year all variation in CPI is
explained by CPI itself but the fall in the explaorgt power of CPI in their own variation is very
high and it increases over years. Second, the eafdey power of WPI in variations in itself is
very low in the first year itself and speed of falllthe explanatory power is quite low in case of
WPI. Third, both variables are exogenous in théesygsas the most of variation in their series is
explained by themselves itself. Quite similar reswle find from the IRFs analysis. It is evident
from Figure-5 (in the appendix-1) that response€Bl to one SD shock/innovation in WPI is
much higher vis-a-vis response of WPI to one Sxkfiranovation in CPI.



5. Conclusions and Policy Implications

The basic objective of this study is to analyze dtegic and dynamic causal direction of two
inflation indices namely CPI and WPI in India; wleCPI refers to consumers’ prices and WPI
producers’ prices. For the analysis we preferredARounds testing approach to cointegration
because of its superiority over other approaches Johansen and Juselius (1990) maximum
likelihood approach and analysis are carried oupésiod 1950-2009.

We found that both variables are nonstationaryhieirtlevel form while stationary in first
difference form that is both variables have firsley auto-regressive scheme. Cointegration test
conducted through ARDL approach and Johansen aselidsi (1990) maximum likelihood
approach show that both variables are cointegiatéige long run implying that they will move
together. Addition to that, comparison of coeffiti@ssociated with each one of these variables
in cointegration equation, when second variablgejgendent, revels that impact of WPI on CPI
is higher vis-a-vis impact of CPI on WPI. We finkdet evidence of bidirectional causality
between WPI and CPI in both cases i.e.,- in thetsho and long-run. Furthermore, outside
sample forecast analysis reviles that in India, W8dds CPI. This implies that WPI is
determined by market forces, as in the case ofsRak(Shahbaz et al., 2010) and also a leading
indicator of consumers’ prices and inflation.
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Appendix 1
Table-1: Descriptive Statistics and Correlation Matix
Variables Mean  Median Maximum Minimum InCPI, InWPI,

INWPI, 2.8760 2.8514 4.8395 1.1281 1.0000 0.8604
InCPI, 2.8038  2.6408 4.8641 1.0919 0.8604  1.0000

Table-2: Lag Length Criteria

VAR Lag Order Selection Criteria

Lag LogL LR FPE AIC SC HQ

0 -12.1229 NA 0.00567 0.504 0.576 0.5324
1 220.7800| 440.8520* 1.60e-06 -7.6707 -7.4537 -7.5865*
2 2249793 7.6487 1.59e-06* -7.6778* -7.3161 -7.5376
3 228.4665 6.1025 1.62e-0 -7.659 -7.15381 3246




4 | 230.2430| 2.9819| 1.76e-06  -7.580[ -6.9291 732
* indicates lag order selected by the criterion
LR: sequential modified LR test statistic (eact &gt 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion
Table-3: Johansen Maximum Likelihood Test for Coinegration
Hypotheses Likelihood 5% Prob- Maximum 5% Prob-
Ratio value eigen values value
R=0 21.6123 20.2618 0.0324 18.3718 15.89210.0200
Rs1 3.2405 9.1645  0.5367 3.2405 9.1645 0.5

Dependent Variable AInCPI,

Figure-1 Plot of Cumulative Sum of Recursive Residals
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Figure-2 Plot of Cumulative Sum of Squares of Recsive Residuals
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Dependent Variable AInWPI,
Figure-3 Plot of Cumulative Sum of Recursive Residals

The straight lines represent critical bounds atstgaificance level

Figure-4 Plot of Cumulative Sum of Squares of Recsive Residuals
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Table-4: Chow Breakpoint Stability Test
Chow Breakpoint Test = 1980
F-statistic 0.4222| Prob. F(3,53) 0.7378
Log likelihood ratio] 1.3936 | Prob. Chi-Square(BP.7070
Wald Statistic 1.2668 Prob. Chi-Square(8)7370




Figure-5: Generalized Impulse Response Function

Response to Generalized One S.D. Innovations
.10

.09 —

.08 —

.07 —

.06 —

.05

.04

2 4 (S 8 10 12 14

Response of LCPIto LWPI
.10

.09 —

.08 —

.07 —

.06 —

.05

.04

2 4 6 8 10 12 14
Response of LWPIto LCPI



