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Abstract

In this paper we demonstrate a recursive method for obtaining the moments of the gener-
alized hyperbolic distribution. The method is readily programmable for numerical evaluation
of moments. For low order moments we also give an alternative derivation of the moments
of the generalized hyperbolic distribution. The expressions given for these moments may be
used to obtain moments for special cases such as the hyperbolic and normal inverse Gaussian
distributions. Moments for limiting cases such as the skew hyperbolic ¢ and variance gamma
distributions can be found using the same approach.

Keywords: Generalized hyperbolic distribution; hyperbolic distribution; kurtosis; moments; nor-
mal inverse Gaussian distribution; skewed-¢ distribution; skewness; Student-¢ distribution.



1 Introduction

The generalized hyperbolic distribution was introduced in Barndorff-Nielsen| (1977) and has
been discussed by many authors since, particularly in connection with applications in finance.
Some examples are Barndorff-Nielsen (1979), Barndorfl-Nielsen and Blaesild| (1981)), Eberlein
and Keller| (1995), [Prause (1999), Bibby and Sgrensen (2003), |Mencia and Sentana (2004)) and
McNeil et al.| (2005).

The first four moments and skewness and kurtosis of the generalized hyperbolic (GH) distribution
were given by Barndorff-Nielsen and Bleesild (1981). The expressions are complicated and the
reference rather difficult to obtain.

In this paper we establish a recursive method to determine the moments of the GH distribution of
any order about the location parameter p of the distribution. Then moments about any location,
including raw moments and central moments can be obtained using well-known methods. This
approach is easily implemented in software to enable the numeric evaluation of moments of any
order about any location. An implementation is available in the R package HyperbolicDist (see
Scott| (2009)).

The approach of the present paper is very straightforward and produces moments of any order
in comparison to the expressions given in |Barndorff-Nielsen and Blaesild| (1981)), which require
great care if errors are to avoided.

The GH distribution includes many interesting distributions as special and limiting cases in-
cluding the normal inverse Gaussian (NIG) distribution, the hyperbolic distribution, the normal
distribution, the skew hyperbolic-t (SHT), and the variance gamma (VG) distribution. A com-
prehensive examination of limiting distributions is given by [Eberlein and von Hammerstein
(2003). A discussion of special and limiting cases of the GH distribution may also be found in
Chapter 9 of Paolellal (2007)).

The SHT and VG arise for special values of the parameters of the generalized hyperbolic dis-
tribution and we show that the recursive method may be used to obtain moments of any order
about any location for these distributions. Moments of the skew hyperbolic-t up to order 4 were
previously considered in |Aas and Hobaek Haff (2006), and for the variance gamma in [Seneta
(2004). Implementations of the moment calculations for the SHT and VG may be found in the
R packages SkewHyperbolic (Scott and Grimson| (2009))) and VarianceGamma (Scott and Dong
(2009))) respectively.

Recently, |Barndorfl-Nielsen and Stelzer| (2005) developed expressions for the moments (and
absolute moments) of the GH distribution as the sum of an infinite series of the moments of the
symmetric GH distribution. They used these expressions to obtain expressions for the moments
(and absolute moments) of the GH distribution as the sum of infinite series involving gamma
functions and Bessel functions. Although we do not obtain expressions for the absolute moments,
our approach yields expressions for the moments of a GH distribution which require only finite
sums of terms which involve Bessel functions.

2 The Generalized Hyperbolic Distribution

Definition 2.1 The generalized hyperbolic (GH) distribution is given by



gh(z|A, o, 8,6, 1) = a(, a, B, 8, 1) [0% + (w — p)2] O/
X Ky_12(ar/% + (w — p)2) exp [B(z — )] (1)
with  a(\,, 8,6, 1) = (a2 — B2)M2/ [\/ﬂa’\_lﬂé)‘K,\ (5\/042 - m)} ,

where Ky is the modified Bessel function of the third kind and x € R. The domain of variation
of the parameters is u,a € R, and

>0, |Bl<a if A>0,
>0, Bl <a if A=0, (2)

>0, B <a if A<O0.

If X has the distribution given in equation (1), we write X ~ gh(\, «, 3,0, p).

Different parameterizations have been proposed in the literature. The one above we will call the
1st parameterization or («, ) parameterization. A useful discussion is given in |[Prause (1999)
where three further parameterizations are presented:

2nd or (¢, p) parameterization : ¢ =dv/a? — 32, p=0/a,
3rd or (€, x) parameterization : £ = (1+¢)"/2, x=¢&p, (3)

4th or (@, B) parameterization: a=ad ,3 =9 .

Note, that for symmetric distributions 8 = 3 = p = x = 0 holds.

Results are often most easily expressed in terms of parameters from these alternative param-
eterizations. We use values such as ¢ without comment when considering the distribution
gh(\, a, 3,8, p). The assumption is that { = §y/a? — §2.

Frequently, the most useful representation of the GH distribution is as a variance-mean mixture
of the generalized inverse Gaussian (GIG) distribution.

Definition 2.2 The generalized inverse Gaussian (GIG) distribution is given by

gig(z|A, x,¥) = a(X, x, ) x 2L exp [— (x/z + ¥z) /2]
(4)
with a(X, x,9) = (/) [2Kx (V)]

where K is the modified Bessel function of the third kind and x > 0. The domain of variation
of the parameters is



AeR if x>0 and ¢ >0, (5)
A>0, v>0 if x=0, (6)

A<0, x>0 if ¢p=0. (7)
If X has the distribution given in equation (4), we write X ~ gig(X, x, ).

From |Paolellal (2007)), we note that the case (5) is the normal or non-boundary case of the GIG.
When the parameters satisfy (6), the GIG distribution becomes a gamma with shape parameter
A and rate parameter 1)/2. When the parameters satisfy (7), the GIG distribution becomes an
inverse gamma with shape parameter —\ and scale parameter x/2.

The representation we will use to obtain our results can now be stated. If
W~ gig(A,0%,0% — %) and  X|W ~ N(u+ W, W) (8)

then X ~ gh(\ «a, 3,9, ). For this result, which is originally due to Barndorff-Nielsen, see
Paolellal (2007), or [Bibby and Sgrensen (2003)). Suppose Z ~ N(0,1) independently of W ~
gig(A, 62, a2 — 42), then (8) implies that

o+ W +VWZ ~ gh(\ , 3,6, 11) (9)

which expression is commonly used to simulate from the GH distribution.

We will need the moments of the GIG distribution, including the boundary cases where it reduces
to the gamma or inverse gamma. From |Paolellal (2007) we have that if X ~ gig(\, x, ) then
provided x > 0 and ¢ > 0,

B(X*) = (/)M K (VX)) KA (VX)) - (10)
When x =0 and A > 0, X has a gamma distribution, and the moments are
E(XF) = (2/9) T(A+k)/T() - (11)

When ¢ = 0 and A < 0, X has an inverse gamma distribution, and the moments are
E(X*) = (x/2)* T (=A = k)/T(=)) (12)
provided —A > k.

3 Moments of the Generalized Hyperbolic

Denote the k-th moment about u by
M, = E(X —p)* . (13)
Then the mixture representation of the GH distribution leads to the following result for Mj,.

Theorem 3.1 Suppose X ~ gh(\, «, 3,0, ). Then

k

= _ k! 20—k ¢
M= > G BV (14)
e=((v71)/2)

where W ~ gig(), 62, a% — 32).




Proof From (8), if Z ~ N(0,1) independently of W ~ gig(}, 62, o — 32), then

M= = E[(X -

= E[(BW + VW Z)H]
k

— Z( )ﬂk zE Zz) (Wk—(z/Q))
Lk/2]

= 2%( )ﬁ’“ & (2]]), B(Wk)
=
Lk/2] ol s s

- D )Wﬁ E(W*7)

b !
— Z _eﬂﬂka(Wk) 7

—_ /) — k)I19k
Ty = DIRE—R)2

where we have used the well-known result for the moments of the standard normal distribution,

that

- 0 ; odd

B(Z) =1 '
il[21/2(i/2)!)]71 i even .

|

The moments of the mixing distribution W can be found from the moments of the GIG distri-
bution, equation (10).

Lemma 3.2 Suppose X ~ gh(\ a, 3,0, ). Then for W as in Theorem 3.1

E(WF) = (62/OM* Kok (Q)/KA(C) (15)
provided x > 0 and 1) > 0.

Proof The mixing distribution W is GIG with y = 62 and ¢ = o — 3%. The result follows
from substitution of these values in (10), noting that { = d/a? — 32. 1

Combining the result of Lemma 3.2 with Theorem 3.1 gives us the following result.

Corollary 3.1 Under the conditions of Theorem 3.1,
k

My, = Z (k — 5)1(212!— k)!Qk—eﬁ%%(52/4)’\%[(/\%(()/[(,\(0 (16)
(=](k+1)/2]

provided x > 0 and ¢ > 0.

If 8 = 0 the generalized hyperbolic distribution is symmetric and the moments take a particularly
simple form. Note that the mean is just p in this case and the moments about p are the usual
central moments.

Corollary 3.2 Suppose X ~ gh(\, , 0,8, u). Then for any integer k > 0, My, is the k-th central
moment, and My, = 0 for k odd, while

My = agpe(0® /O PR, () /KA
K128/ (k/2)1 71 (0% /OMP2 Ky 4 12(Q) /KA (Q)

for k even.



Corollary 3.1 gives an expression for the moments about p of any order for the GH distribution.
For implementation, it is useful to have a recursive method of obtaining the coefficients in the
summation which appears in (14) and (16). Define the coefficients as ¢ for £ = 1,2,...,k and
k=1,2,... by

0 < [(k+1)/2
RS (17)
El(k— 0120 — k)126=71 |(k+1)/2] <t <k
For convenience, define m(k) = [(k+1)/2].

Theorem 3.3 The coefficients ay e may be determined recursively as a11 =1 and

ape = ap—10-1+ 20—k +1)ap_14 . (18)

Proof The result is true for £ = 1. We show it is true for all £ by induction.
Assume the result is true for k£ — 1.

For k even and ¢ = m(k) = k/2, the recurrence relation (18) gives

apmky = (2m(k) —k+1)ag_1 mm)
= (2]{3/2 — k + 1)ak71,k/2
(h—1)!

(k—1—Fk/2)!(k — (k — 1))12k—1-k/2
2(k — k/2)(k —1)!
(k — k/2)1112k—Fk/2
!
(k — m(k))1012k—m(k)
k!
(k — m(k))!{(2m (k) — k)125-m®)

as required.

For any other values of k£ and ¢ we have

age = ap—10-1+ 20 —k+1ag_1,
- (k—1)! (20— k + 1)(k — 1)!
T m IRl — ) — (=) T k= 1= 02— (k — 1))l
- Kl w—k  2k—10)
S o0k T
!

(k — 0)1(20 — k1261

which is again of the required form, completing the proof. |

Note: It is of course possible to obtain the moments about p using the expression given in
Corollary 3.1, rather than using the recursive calculation of the coefficients. The recursion is
very stable numerically however and avoids the possibility of intermediate expression swell which
can occur for the factorials present in equation (16).



The coefficients ay, ¢ for k = 1,2,3,4 are

a1 = 1
azg1 =1, agzp=1
azg1 =0, azp=3, az3z=1

ag1 =0, a42=3, a43=06, agq=1

so the first four moments around p are

M; = (62/¢)BKx+1(Q)/KA(C) ,
My = [(62/¢)Kx+1(C) + (62/C)*B* K 2(0)] /KA ()
M; = [3(6%/¢)?BKx2(¢) + (02/0)* B2 Kxy3(Q)] /KA(C)

(19)

My = [3(6%/€)* Knt2(C) + 6(0%/¢)* B2 Knys(C) + (62 /O)* B Enta(Q)] /EA(C) -

We have seen that calculation of moments about g is mathematically convenient for the GH
distribution. Typically though, moments about zero (raw moments) or about the mean (central
moments) are required. Changing the point about which the moments are calculated is straight-
forward however involving a simple application of the binomial theorem. This is well-known in
the case of interchanging between raw and central moments, but the same approach works more
generally.

Lemma 3.4 For any constants a and b, and any positive integer k,

E[(X-b)ﬂ:fj(f)(a—b)ki]a (X = )] (20)
=0
Proof
E[(X—b)k] - E[(X—a—b+a)k]
= ~(* a— bk a’]
E[%()( BF(X — a)
k
_ k o — by —_q)
= 3 (5)e-pBlx -]
|

To calculate the k-th moment of the GH distribution about any real a for any integer k, the
procedure is straightforward. Calculate the coefficients ay for all £ for that value of £k using
the recursion (18) and then the moments around p up to the k-th using (16). Finally use
(20) to obtain the k-th moment about a from the moments around p. This procedure has
been programmed by the authors in R and is included in the package HyperbolicDist (see
Scott| (2009)) available on CRAN. Numerical comparisons were carried out for moments up
to the 50th with the use of numerical integration to determine the moments and showed good



agreement. In the package HyperbolicDist, the function momRecursion calculates the coefficients
are, gigMom calculates moments for the GIG distribution, and ghypMom uses these functions and
momChangeAbout to calculate moments of any order about any location for the GH distribution.

The procedure described above can be compared to the results given in Section 3 of |Barndorti-
Nielsen and Stelzer| (2005). In the present paper no expressions are obtained for absolute mo-
ments, but our methods are much more convenient in determining moments than those given
by Barndorff-Nielsen and Steltzer.

4 Low Order Moments

Interest in moments commonly is focused on low order moments, up to order four, and the
skewness and kurtosis. It is useful to define R} ;(¢) for i a positive integer according to

Ryi(¢) = Kxti(¢)/KA(C) - (21)

Besides leading to compact expressions, the use of this ratio of Bessel functions has compu-
tational advantages. When the argument ( is large, the Bessel function K () becomes very
small and underflow can result. One solution (implemented in the R function besselk) is to
use an exponentially scaled version of K(¢), which means calculating e K(¢) instead of the
Bessel function itself. If the exponentially scaled Bessel function is calculated for the both the
numerator and denominator when calculating Ry ;(¢) then an accurate value of the ratio Ry ;(()
can be obtained. In the package HyperbolicDist, the function besselRatio implements this
approach allowing accurate computation even for very large values of (.

Denote the central moments by M, = E[(X — EX)*] for k = 2,3,.... Using the results of the
previous section we can obtain expressions for the mean, Mo, M3, and M. We have

BX = b — bRy (C) = e+ A5 R () (22
a? — (32
My = Var(X) = 6*62¢? [Ra2(¢) — B3 1(¢)] + 6°¢C " Ra1(C) (23)

Mg = 6°8°¢™ [Ra3(¢) — 3Ra2(Q)Ra1(¢) + 2R% 1(Q)] + 36 B¢ 7% [Ra2(¢) — R34 (Q)] » (24)
and
My = 68 [Raa(Q) — 4Rx3(Q)Ra1(¢) + 6Rx2(C) R 1(¢) — 3RS 1(¢)]

+66°62¢7% [Ra3(¢) — 2Ra2(QRa1 () + B3 1(Q)] - (25)

The expressions for the mean and variance of the GH distribution are given in |Prause (1999)
or Bibby and Sgrensen (2003)). Expressions for the third and fourth moments were also given
in Barndorff-Nielsen and Bleesild| (1981). These expressions are sufficiently complicated that to
our knowledge no authors have subsequently reproduced them in a paper.



5 Related Distributions

A number of special and limiting cases of the GH distribution have been investigated in the
literature. Special cases are the hyperbolic and normal inverse Gaussian distributions. Limiting
cases of interest are the skew hyperbolic-t and the variance gamma.

The hyperbolic distribution is the particular case of A = 1. There appear to be no simplifications
in the moment results for this case: simply set A = 1 in the results for the GH distribution.

5.1 The Normal Inverse Gaussian Distribution

Definition 5.1 The normal inverse Gaussian (NIG) distribution is given by
nig(x|a, 4,6,1) = a(a, 8,6, 1) [62 + (x — )] /*
<K (ay/07+ (2 — w)?) exp [B(z — p) (26)
with a(a, 8,8, ) = 716 exp(&/ﬂ) )

The domain of variation of the parameters is p € R, 6 >0 and 0 < |f| < .

The NIG is the special case of the GH distribution when A = —1/2. The density function given
as (26) is readily obtained from the density (1) via the well-known properties of the modified
Bessel function (see Barndorff-Nielsen and Bleesild (1981) for example):

Kyj9(x) = 2712 /re 2 exp(—2) and K_,(z) = K\ ().

The cumulant generating function of the NIG was given by Rydberg (1997). Simple expressions
were given for the first four cumulants, the skewness and the kurtosis. These results reappear
in later works—see Barndorff-Nielsen| (1998)), Barndorff-Nielsen and Prause| (2001), Bibby and
Serensen| (2003) and |Barndorff-Nielsen et al. (2004). The results of Section 3 specialized to
the case A = —1/2 enable the moments to be found by a different route using the well-known
simplification of the modified Bessel function when the index is of the form n + 1/2 with n an
integer:

Tl—l

Ky jolz) = 272 /ma /% <1+ZZ,”“ 9=y —Z> . (27)

See for example |Jgrgensen| (1982), p.170. Note also that the term outside the brackets on the
right hand side of this equality is actually K /o(z).

For the NIG, there is no apparent simplification in the expression for the moments over what
is given in Section 3, but equation (27) enables the Bessel function values required to be easily
calculated.

Expressions for the first four moments about p can be obtained but are somewhat complicated.
We have
M, = §°6¢7", (28)

My = 264 (¢ + () +6°C (29)
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M =368(¢C +¢3) +8983(¢C 2+ 3¢ +3¢7%) (30)

and
My = 30%(¢7% +¢7%) +60°3%(C7% + 3¢ +3¢77) + 074U (T 6077 +15¢7 +15¢7T) . (31)

After some algebra it can be shown that

E(X)=p+860", (32)
Var(X) = 6%a?¢3 (33)
Ms = 36%a23¢7° | (34)
and
My = 36%a2(a? + 5%)¢T . (35)

These results agree with those given by Rydberg| (1997) and other authors.

5.2 The Skew Hyperbolic ¢ Distribution

The skew hyperbolic ¢ (SHT) distribution is a limiting case of the GH distribution obtained
when A = —v/2 and a — |B|. It is of interest in financial applications but has had less
investigation than the hyperbolic and NIG. The SHT is almost as analytically tractable as the
NIG distribution, and it allows for very heavy tails and substantial skewness. The special case of
the symmetric Student-¢ distribution is mentioned by [Prause, (1999)) as a limit of the generalized
hyperbolic with a reference to an unpublished report of Blaesild. Other references are |Barndorft-
Nielsen and Shephard| (2001)), Jones and Faddy| (2003)), Mencia and Sentana| (2004)), Demarta
and McNeil| (2005), Aas and Hobaek Haff] (2005), and |Aas and Hobak Haff (2006]). The most
extensive discussion is in the last-mentioned paper. A number of proposals have been presented
for generalizing the Student-¢ distribution to produce a skewed distribution and we could just
call the SHT the skewed Student-¢ distribution. The name we have chosen to use reflects that
this is the form of a skewed Student-t distribution which arises from the generalized hyperbolic
distribution. Note that other names are used by different authors. |Aas and Hobeek Haff] (2006)
use the name generalized hyperbolic skew Student’s t-distribution. [Paolellal (2007) calls the
distribution the asymmetric hyperbolic ¢.

To evaluate the moments we use a well-known result (see for example |Abramowitz and Stegun
(1972)) concerning the limiting behaviour of the Bessel function near zero:

K, (z) ~T(w)2" 'z for 2—0, v>0. (36)

Note also that K, (z) = K_,(z).
Definition 5.2 The skew hyperbolic ¢t (SHT) distribution is given by

0BV 2K 1y (B0 + (@ = 0)2) explB(z — )]
2(:=1)/2D (1 2) /T [ 32+ (z — u)?} L |

The domain of variation of the parameters is uw € R, § > 0, 8 € R, and v > 0. If X has the
distribution given in equation (37), we write X ~ sht(v, 3,0, ).

sht(x|v, 8,0, u) =

(37)

11



The SHT has a representation as a mean-variance mixture just as the GH does. From [Paolella
(2007), if W is inverse gamma with shape parameter v/2 and scale parameter §2/2 then

p+ BW + VW Z ~ sht(v, 8,6, 1) . (38)

Note that the inverse gamma is actually a limiting case or boundary case of the GIG, namely
that W is inverse gamma with shape parameter /2 and scale parameter §2/2 is the same as
W ~ gig(—v/2,62%,0) (see [Paolellal (2007)).

Because of the representation of the SHT as a mean-variance mixture, the same arguments used
to obtain the moments of the GH distribution can be carried through for the SHT, with the
moments of the GIG being replaced by the moments of the inverse gamma. From (12) we see
that if W is inverse gamma with shape parameter v/2 and scale parameter §2/2

E(WF) = (62/2)"T(v/2 — k) /T(v/2)
provided v > 2k. Then for this boundary case (16) becomes

k

v 20 g0 L'(V/2 = {)
M, = E:%%k) ak,£5 B W (39)

provided v > 2k.

This approach has been implemented in the package SkewHyperbolic available from CRAN, see
Scott and Grimson| (2009). The function to calculate moments of the SHT distribution is called

skewhypMom.
For the first four moments about u we see that
_ 52
MI:%, when v > 2, (40)
U —

o 5462 ('52
MZ_(V_Q)(V_4)+V_2’ when v >4, (41)

— 5633 3643
Rl s s Rl e

when v >6, (42)

and

o 554 656 32 354
Mo = o000 =00 -8 0-20-00-0  w-2p-1° D

when v >8.

The mean of the SHT is then

52
E(X):“+(,/ﬁg)’ when v >2, (44)

which allows us to calculate the central moments using

=3 () (o22) N e v 5

=0

12



The second, third and fourth central moments are respectively

254B2 52
MQ_(V_2)2(V_4)+V_2’ when v >4, (46)
166933 65643
M3y = 4
N P s R ey T ey 47
when v >6,
and
126834 1 126632 2 o4
M, — G*(v + 10) N B%(v+2) N 3 C(8)

(v=2)4rv—-4)v—-6)(nu—8) ¥—-2P3wv—-4)(v—6) ((¥—-2)(r—4)
when v >8,

The ordinary central Student-t distribution is a further specialization of the SHT to the case
where 3 — 0 and § = /v, see |Aas and Hobaek Haffl (2005). Then the moments around u are
moments around 0 and are the central moments as well.

From the expression above for the moments around pu for the SHT, we see that M, = 0 for k
odd, while for k even,

— k! vk/2
M= (2 w2 = (/2 =2) ... ()2 —k)2)
A straightforward induction argument can be used to show this is expression is the same as
DUk +1)/2T (v — )/2)
I'(1/2)l(v/2)

which is the form in which the moments of the ¢ distribution are given in |[Kendall and Stuart
(1969), p.375.

when v > 2k . (49)

when v > 2k, (50)

5.3 The Variance Gamma Distribution

The variance gamma distribution is another limiting case of the the GH distribution which arises
when & = 0. The variance-gamma distribution was introduced by Madan and Seneta in [Madan:
and Senetal (1990), but had actually appeared much earlier in a different guise, as the Bessel
function distribution, see McKay| (1932). It has been examined in detail recently in yet another
guise as the generalized asymmetric Laplace distribution in Kotz et al.| (2001)).

Definition 5.3 The variance gamma (VG) distribution is given by

ve(ele,0,0,v) = ale,0,0,v) exp [0z — ©)/0] | — o "2 Ky 1jo (072 — ol /207 + )

with  a(f,v,0,c) =2 [«/202/1/ + 92} 1/271/11/ [ovV2m YT (1/v)]

the domain of the parameters being
vr>0 o0>0 -—-o<f<oo, and —oo<c<oo. (52)

If X has the distribution given in equation (51), we write X ~ vg(c,0,0,v).

13



Paolella, (2007) shows the VG distribution is a limiting case of the GH when 6 = 0. The
parameters of the VG and the GH distribution are related by yu = ¢, a = <\/202/u + 92) /o2,
B=0/c and A\ =1/v.

The VG has a representation as a mean-variance mixture. From Paolellal (2007), if W is gamma
with shape parameter A and rate parameter (o — 3%)/2 then

p+ BW + VW Z ~vg(e,0,0,v) . (53)

Because of this representation we can obtain moments of the VG distribution by the argument
used for the GH distribution, with the moments of the GIG being replaced by the moments of
the gamma distribution. From equation (11) we see that if W is gamma with shape parameter
A and rate parameter (a? — 3%)/2,

B(X*) = [2/(a® = 8] T(A+ k)/T(N)

and then (16) becomes
k

T tqoe—k_ L+
= 2 T e = o

The first four central moments plus the skewness and kurtosis were obtained in Seneta (2004).
These can be obtained using the recursive method. For example the first two moments around
c are

M; =0, (55)

and
My =%+ 6*(v +1). (56)
The central moments are then found from
M- (’“) (—9)Fi L, .
i=0 \'

This gives E(X) = c¢+0, and Var(X) = 02 +v62. The first four central moments were previously
given by [Seneta, (2004).
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