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IV Kurzzusammenfassung
Sowohl Menschen als auch Tiere besitzen die Fahjgkes vergangenen Erfahrungen

zu lernen und ihr Verhalten an diese anzupassen, somKonfliktsituationen
vorzubeugen, oder diese ganz zu vermeiden. Koeflikin raumlichen
Stimulus-Antwort-Aufgaben erfolgen, wenn sich StiosdEigenschaften von den
Eigenschaften der Antwort raumlich unterscheideres® kognitiven Konflikte fihren
zu erhohten Fehlerraten (ER), Reaktionszeiten (W) Bewegungszeiten (MT), was
als Simon-Effekt bezeichnet wird. Ein Modell, dasgeschlagen wurde, um diese Art
von Effekten zu erklaren, geht von einer Zwei-Waftggarbeitung von
Stimulus-Eigenschaften (automatisch und intentioaak, die — sollten beide Routen
inkongruent zueinander sein — einen Konflikt vosagt. Auch wenn es verschieden
Theorien zu den zugrunde liegenden neuronalen Nsinan gibt, wird gemeinhin
angenommen, dass der anteriore cingulare CortexCjA€ine tragende Rolle in der
Konflikt- und Fehlerverarbeitung spielt. Die SiméAmofgabe st eine
neuropsychologische Interferenz-Aufgabe, die allgemzur Untersuchung der
Prozessiberwachung dient. Interessanterweiserisegeltierende Interferenz-Konflikt
nicht nur bei Menschen zu finden, sondern konothan Tauben, Ratten und Affen
gezeigt werden. Auf neuronaler Ebene kann die ardde Uberwachung von
richntigem und falschem Verhalten in Form von er&korrelierten Potentialen
gemessen werden. Man nimmt demnach an, dass dezlferogene Negativitat (ERN)
— eine Komponente des resultierenden ereigniskerteth Potentials, die vermutlich
im ACC generiert wird — Konflikt- und Fehleriberimg widerspiegelt. Unter
Verwendung von Positronen-Emissions-TomographieTjH&E Kombination mit dem
metabolischen TracetF] Fluorodesoxyglukose, der wahrend der Verhaltefysdoe in
metabolisch aktiven Zellen akkumuliert wird, wollewir zun&chst relevante
Gehirnareale in einem Rattenmodell der Simon-Auégatbentifizieren. Nach dem
Zwei-Wege-Modell werden Gehirnareale, die an denfkktverarbeitung beteiligt sind,
aktiviert, wenn die automatische und die intentien®oute zu unterschiedlichen
Antworten fihren. Unsere Ergebnisse zeigen spebdig\ktivierungsmuster, die darauf
hindeuten, dass der Motorcortex der Ratte (M1) mbgtweise ein Bestandteil der
automatischen Route ist oder diese zumindest uiitetswahrend der Pramotorcortex
(M2), die pralimbischen Areale sowie der ACC ansolied wichtig fur die Inhibierung
der falschen, automatischen Antwort sind, was se@its auf eine
Uberwachungsfunktion hinweist. Interessanterweigannsen unsere Ergebnisse
4



bemerkenswert genau mit den bei Menschen beobanhtaktivierten Regionen
Uberein.

Um unsere Ergebnisse weiter zu stltzen, wurden elteen Messungen lokaler
Feldpotentiale (LFP) von Elektroden im ACC der Ratlurchgefihrt. Diese LFPs
zeigten eine langsame negative Welle, die fur FaheMessbereich von 250-400 ms
nach einer Reaktion geringer ausgepragt war. StisAnézogene Daten offenbarten
einen Kompatibilitatseffekt mit einer ausgepragteegativen Welle innerhalb der
Latenzzeit der Reaktion. Um letztendlich diese Bnjgse mit dem eines
Humanexperiments vergleichen zu kénnen, entwickele in dieser Studie weiterhin
eine ubertragbare Humanaufgabe. Mit diesem Anfgatden wir in beiden Spezies
vergleichbare Verhaltenseffekte einschliel3lich ee#dhten Fehlerrate, RT und MT.
Das Human-EEG wies zwar keine Unterschiede der Augd fur Fehler und Korrekte
im Zeitbereich der ERN auf, jedoch zeigte sich @laatliche Fehlerpositivitat 250 bis
350 ms nach der Reaktion. Uberraschenderweise ereiftenschen weiterhin eine
ausgepragte negative Potentialwelle in kompatibienVergleich zu inkompatiblen
Versuchsdurchgangen. Ahnlich wie bei Ratten setesed Effekt wahrend der
Reaktionszeit ein. Daraus folgt, dass beide Spey}iébnliche elektrophysiologische
Antworten in Unterscheidung zwischen falschen upnddkten Antworten innerhalb
eines ahnlichen Zeitbereiches zeigen, (ii) eindedi Auftreten des Simon-Effekts mit
ahnlichen Antwortstrategien in Bezug auf RT und Mufweisen und (iii) lang
anhaltende Unterschiede in den ERP — abhangig warekien und inkorrekten
Antworten — ab dem Zeitpunkt der Reaktion und vemd Auftreten der Belohnung
zeigen. Daher ist es verlockend anzunehmen, daderbSpezies ahnlicher kognitiver
Prozesse zugrunde liegen.

Abschlieend kann festgestellt werden, dass wir dokemswerte behaviorale,
elektrophysiologische und funktionelle Ahnlichkeite in der Fehler und
Konfliktverarbeitung bei Ratten und Menschen findeonnten. Unser Paradigma
eroffnet neue Maoglichkeiten fur eine integrativpesiesibergreifende Forschung und

liefert ein brauchbares Nager-Modell zur Untersinghvon Leistungs-Uberwachung.



V Abstract

Both humans and animals have the ability to leaomfpast experience and to adapt
their behavior to resolve future conflicts faster avoid them entirely. Conflicts in
spatial stimulus—response tasks occur when thénoosigthe stimulus and the response
area differ in location. Those conflicts lead torgased error rates, reaction times (RT)
and movement time (MT) which has been termed Sieftect. A model of dual route
processing (automatic and intentional) of stimuliemtures has been proposed,
predicting response conflicts if the two routes areongruent. Although there are
various theories related to underlying neuronal maasms, it is commonly assumed
that the anterior cingulate cortex (ACC) plays aca@l role in conflict and error
processing. The Simon task is a neuropsychologitaiference task commonly used to
study performance monitoring. Interestingly, theuténg conflict is far from uniquely
human, as it has also been observed in pigeorss,aial monkeys. On a neural level,
the on-going monitoring of correct and incorrechdaor appears in the form of event-
related potentials (ERPs). More precisely, the remtated negativity (ERN/Ne)
component of the resulting ERP, assumed to be gwtkein the ACC, is suggested to
reflect conflict and error monitoring. Unfortunatethere is often little correspondence
between human and animal studies. On this acchenprtesent study uses a modified
auditory Simon task to investigate a) the anatohbeais, b) the conflict- and error-
related electrophysiological correlates and c)gegormance monitoring from a cross-
species point of view.

By using positron emission tomography (PET) in coration with the metabolic tracer
[*®F]fluorodeoxyglucose, which accumulates in metatadly active brain cells during
the behavioral task, we first aim at identifyinderant brain areas in a rat model of the
Simon task. According to the dual route model, rorareas involved in conflict
processing are supposed to be activated when atitoaral intentional route lead to
different responses (dual route model). Resultsvshpecific activation patterns for
different task settings coherent with the dual eomiodel. Our data suggest that the rat
motor cortex (M1) may be part of the automatic eoat involved in its facilitation,
while premotor (M2) and prelimbic areas, as weltrees ACC appear to be essential for
inhibiting the incorrect, automatic response, iatiireg conflict monitoring functions.
Interestingly, our findings remarkably fit the patt of activated regions reported during
conflict processing in humans. To further suppant findings, we measured local field
potentials (LFP) from electrodes centered in #t6eACC. LFPs showed a negative slow



wave less pronounced for errors at about 250-40@ftes reaction. Stimulus-locked
data revealed a compatibility effect in rats, watmnegative slow wave with onset in the
latency range of the reaction. To finally compdrese results with a human setup, we
also developed a translational task for humansbdth species, similar behavioral
effects were found, including an increase in erabe, RT and MT. In humans, although
no difference in EEG amplitude between errors atglih the ERN latency range was
found, a pronounced error positivity between 250 860 ms after reaction was seen.
Humans surprisingly demonstrated a stronger ndgatior compatible compared to
incompatible trials. Similarly to rats, this effestarted at about the time of reaction
time. Thus, both species (i) showed electrophygiold responses differentiating
between errors and correct in a similar latencygean(ii) demonstrated a valid
occurrence of the Simon effect and seem to pursoias response strategies, both in
terms of RT and MT and (iii) displayed sustaineffedences in the modulation of the
ERP depending on correct or incorrect responsetnstat the time of response and
prior to reward/no reward. It is thus tempting peculate that the underlying cognitive
error processing mechanisms are highly similarsscspecies.

In conclusion, we found remarkable behavioral, tetgahysiological and functional
similarities between rat and human conflict andreprocessing. Our paradigm offers a
new approach in integrative, cross-species researdiprovides a useful rodent model

for investigating performance monitoring.



1. General Introduction

Everyday occurrences require flexible and ongouligstments of behavior in response
to different situations. Unfortunately, cognitivertrol has only limited capacity. This
becomes evident in situations where one is sulgetdewaves of information and
choices, which have to be integrated and monitatétle same time, requiring switches
between different choices, actions and distractidngagine sitting in your office,
writing an email, answering the phone and thinkedgput your next presentation
simultaneously. We know from experience that ippassible to deal with all these
processes at the same time, but often not to stactbry degree. Each process will slow
down and will be prone to errors, such as spellimgtakes or losing track of the
conversation. Although it seems that this processiquires high-order cognitive
control processes, the ability to juggle mutablgritive demands is not a recent
phenomenon brought about by the challenges of tedapidly changing society, but a
fundamental ability which leads to goal directethdogor, that was established early in

evolution.

“It is a law of nature we overlook, that intelleatwersatility is the compensation for
change, danger, and trouble. An animal perfectlgarmony with its environment is a
perfect mechanism. Nature never appeals to ingglig until habit and instinct are
useless. There is no intelligence where there ishamge and no need of change. Only
those animals partake of intelligence that havagetvariety of needs and dangers.”

— H.G. Wells, The Time Machine

10,000 years ago our ancestors were hunters ahdrget. They had to forage or hunt
for food and look out for predators at the sameetir@onflicts arising from the

processing of several competing demands could leavd slow responses resulting in
missing or becoming the prey. This phenomenon tigesiricted to humans or primates,
but can be found in other species as well. Cottis, for example, simultaneously
assess resource patchiness, scan for predatolstamdfor possible alarm calls of close
birds to predators (Felts 2010). The execution ifer@nt concurrent processes gets
even more difficult if these are very similar orash common features. Bats, for
example, process incoming signals that allow themotient and navigate and

simultaneously detect and understand incoming Edgnam other communicating bats

(Kanwal, 2010). What this means for cognition,hatthumans and animals need the



ability to continuously monitor dynamic informati@uch as environmental cues, their
own behavior as well as the behavior of others addpt to reach a certain goal.
Erroneous responses have to be inhibited, or ifncitied, remembered to help avoiding
them in future situations.

All these abilities are defined as cognitive cohtriittingly described by Folstein & van

Petten:

1.1. Cognitive control

“Cognitive control is partly defined as the monitqy or regulation of strategy

(“How fast am | responding?” “How fast should I fgsponding?”) and the processing
of feedback that is informative for strategy regola (“Another mistake”; “That reward
was worse than | expected”; etc.). Additionallye ttoncept of cognitive control covers
immediate control of action, such as cancelingep@red response.”

(Folstein & Van Petten, 2008)

In general, humans and animals have the abilitgam from past conflicts and to adapt
their behavior to solve future problems faster @pid them entirely to improve
outcomes. This means that there needs to be atisegoontrol loop in the brain which
covers immediate control of responses and allovimvieral adaptation. A schematic
representation of a possible regulatory circuit@gnitive control is shown iRigure 1.

The action monitoring system integrates internal external information and compares
the possible outcome of the behavior with the @ésgoal. If the behavior reduces the
possibility that the outcome reaches the goalsttstem signals the need for adaptation.

This leads to compensatory actions and optimizaifdrehavior.
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Figure 1. Schematic representation of a regulatory circuit@gnitive control. The
action monitoring system compares the possibleomcof the behavior with the
desired goal. If the behavior reduces the possilitiiat the outcome reaches the goal
the system signals the need for adaptation. Tladsldo compensatory actions and
optimization of behavior (Ullsperger & Derrful3, Z2)1

Although a plethora of research has been carri¢dlanng the past decades which has
demonstrated that impaired cognitive control leadseuropsychiatric disorders such as
obsessive compulsive disorder (OCD), attentioncdelfiyperactivity disorder (ADHD)
and schizophrenia, little is known about its ungiad neuronal processes. In general,
frontal medial and orbital activity in imaging steg has often been associated with
internally driven and goal oriented decisions, eorst, and the selection of appropriate
actions.

Typical psychological models of action control ddse cognitive processes which are

directly involved in planning, initiating and exditg actions.
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1.1.1. Action control
In 1868 Donders was the first to break down the@ss that takes place between the
appearance of a stimulus and the conduction ofporese (e.g. pushing a button) into

partial subprocesses, as showirigure 2.

. Stimulus Reaction Reaction Reaction .
Stlmulus—lb processing > cclection Ea programming P performance — Reaction

Figure 2. Cognitive sub processes of action preparatiosn@l & Prinz 2006)

After processing a stimulus, a selection is conetlicbetween motor programs
representing different competing reactions. Thiginees more time, as demonstrated by
higher reaction times, than when there is only possible response. The more different
options are considered, the higher this reactiore twill become (Karnath and Tier,
2006). After the selection of a response, premptogramming of reactions follows.
This programming determines the characteristich@fupcoming movement and is set
as a coordinated plan. Subsequently this plan ssquhon to the motor system to be
translated into muscle activity. This system isatde of interacting with the process by
delaying or even suppressing its execution. Thigraction further increases the
reaction time. Another factor that influences reacttime is the extent of similarity
between the stimulus and the reaction, describéstiasulus-reaction-compatibility”.

In experiments such as the Stroop- and Simon taskissed below it has been shown
that a greater stimulus-reaction-compatibility li¢eies the choice of the right response
and speeds up reaction time.

Frequent repetition of a certain stimulus-reactielation can also lower reaction time,
even when the stimulus and the reaction differigantly. Responding to a stimulus
with a certain plan of action can be learned. lohsa case, parts of the movement do
not have to be implemented separately, but themgilan is activated as a whole.

Consequently, a lesser amount of cognitive prejmara needed to plan the response.

11



If the stimulus-reaction-compatibility is very lowhe multiplicity of the provided
behavioral patterns can be variably motivationabtaed, or even compete with each
other. This leads to conflict in the execution ofaation.

1.1.2. Conflict in the cognitive System

Cognitive control has only limited capacity. This observable during simple daily
situations in processes like multitasking. Whermngyto carry out multiple activities at
once, for example composing an e-mail and makitgjephone call, this mostly leads
to conflicts in the cognitive system, resulting andeceleration of activity or, in the
worst case, in errors such as losing track of aemation or making typing mistakes.
The sequence of such a conflict situation can bkdr down into three parts:

1) emergence of an error, 2) conflict monitoringl &) conflict resolution. This effect
can be simply illustrated with the help of the $polest, developed by John Ridley
Stroop (1897-1973). Within this experiment coloumards are shown to the subjects
(BLUE, GREEN etc,). The colouring is different for each wortlanot necessarily in
compliance with the semantic meaning of the wonbj&cts are required to name the
printed colour. This experiment highlights that teaction time is shorter when there is
a match between the colour and the word, than e is a mismatch (Stroop, 1935).
These conflicts get especially challenging whepatial component is added. This can
be well illustrated with the example of attendinglancing class. The teacher stands
facing you and instructs you to perform a step aaryright, while demonstrating the
movement. As he is facing you, from your perspectivis movement is carried out
towards the left. This tends to result in you tgkinstep towards your left, although you
were requested to move to the right. In the opticasle the error is detected before the
erroneous movement has been performed, and thésstapried out to the right. In the
worst case you step onto your dancing partnerf# figot. A similar effect occurs in the

Simon task.

1.2. Simon Task

During an experiment in 1969, Simon discovered thddjects showed a tendency to
align their reaction towards a stimuld®nes of two different carrier frequencies were
presented to the subjects. They were asked tomddpopushing a left or a right button,

depending on whether a high pitched or a low pdctene was heard. The task was

carried out without difficulty when the tones wgnesented binaurally. However, when

12



the tone was presented monaurally, delay occumetheé reaction time when the
location of the stimulus and that of the reactiahrtbt match.

Responses in compatible trials (C), where the relgdeanswer had to be given in a
location corresponding to the position of the stiumsuwere faster than in incompatible
trials (1), where these positions did not corregho8imon himself called this effect
“reaction toward the source”. It was later renamaéiér him. In subsequent works by
Simon and Rudell, a multitude of analyses relatothe Simon Effect were conducted,
proving its validity in the visual modality as w¢Bimon 1990).

Here stimuli were presented, which appeared tdefteor right of the midline of the
screen, whereby the side of the stimulus presemntatias irrelevant for the expected
response (pushing one of two buttons, left or jighsk-relevant were other features of
the stimulus, such as shape, color, etc. In spattampatible conditions i.e. situations
where irrelevant stimulus positions corresponded tiwe location of the response,
reactions were faster and contained less erroran tim spatially incompatible
conditions, where the position of the stimulus plate of the response were opposite.
One could argue that this effect occurs solely tuehe involvement of different
hemispheres (i.e. compatible processing uses dedggnisphere, while incompatible
conditions incorporate both). However, measuremaitso called “crossdesigns”
where subjects could give responses with crossed aere conducted and showed that
the Simon effect was not significantly affectedtbig (Wallace, 1971).

Additionally the Simon effect is not only noticeabln trials where answers are
designed to involve either one or both hemisphdresalso in vertical designs, where
answers are given using a top or bottom responterb(Valle-Inclan, 1996, Christ et
al., 1999).

It is still an open issue how the brain managesrietence during the Simon task. To

explain such compatibility effects several suggestinave been presented:

1.2.1. Simon effect theories

One of the first theories put forward to account ttee Simon effect is the stimulus-
stimulus-congruence by Hasbroucq and Guiard (199thjch states that the

incongruence of stimulus dimensions is respondibtethe effect. According to this

theory the identification of the stimulus is deldyghen the irrelevant dimension of the
stimulus (position of stimulus presentation) doedt match the relevant stimulus

dimensions (level of tones).
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This theory has proven to be rather unlikely. Therently accepted theory is that of
response selection (Umiltd and Nicoletti, 1990)cdrding to this the conflict that is

present between relevant and irrelevant responsess loe resolved before an answer
can be given. According to Lu and Proctor (199%e¢hassumptions of response

selection should be emphasized:

1. Alignment of attention

The “reaction towards the source”, observed by Siged Small (1996) was explained
by the alignment of attention. Through the occwesf the stimulus, attention is
allocated towards its location, and a reaction balevoked in its direction (Simon and
Small 1969). Later on this assumption was suppléedaeny the theory of a “temporary
response buffer memory/store” by Merwaldt et al98Q), according to which a
temporary buffer memory/store exists in which evpossible answer, including all
stimuli and the corresponding relevant responsestared.

These memories are processed one after anotherrésult of the spatial appearance of
the stimulus, the memory corresponding to the mwsibf the stimulus is processed at

first. This also holds relevance for another asgdionpgelated to spatial coordination.

2. Spatial coordination

The assumption that spatial coordination is theseaf the Simon Effect is based upon
the works of Umilta (Umilta & Nicoletti, 1985) antallace (Wallace, 1971), asserting
that in addition to the relevant response codepatia response code is set up, even
though the position of the stimulus is irrelevamt the task. The selection of a response
is slowed down if two codes induce different resggm For example, if the colour red
indicates “push the button on the right”, but theel rstimulus is presented left, the
response code for the colour information would dowip on the right side and the
response code for the appearance of the stimulubeoteft. Given that both response

codes contain contradictory information, the ansswatowed down.

3. Dimensional overlapping

The emphases of the “dimensional overlapping modet’Kornblum et al. (1990), are
the dimensions of stimuli. A stimulus activatesatsresponding response
automatically, if the stimulus and the dimensionhaf response overlap (place of the

stimulus — place of response; colour of the stimtlcolour of the response). In the
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Simon task, the irrelevant stimulus dimension (platstimulus) and response
dimension (response place) overlap.

When the place of the stimulus and the place giarse are congruent, the response
time is accelerated. In contrast, if they are imggaent, the wrong answer is triggered
and the response is slowed down.

In the last assumption the compatibility conflist $een as a mechanism, which is
processed closer in time to the actual reactidherahan to the stimulus. In this case,
the conflict originates from the fact that bothatans are prepared and they compete
against each other in terms of compatibility (Kdumb et al., 1990; De Jong et al.,
1994; Eimer et al., 1995). Theories that emergefthis assumption are discussed in
the literature under the term “dual route model”.

There are other alternative approaches in additidhe dual route hypothesis aimed at
explaining the Simon effect. For example, the mgdihypothesis proposes the
formation of event files (Hommel et al.,, 2004) whiare temporary associations of
cognitive representations ("codes") containing Uezd of stimuli and response. The
speed of event file formation is thought to accofaont variations in reaction times.
Another approach, the tectonic theory (Melara gt2408), suggests that inappropriate
attention to the irrelevant spatial stimulus dimendisrupts selective attention to the
relevant non-spatial stimulus dimension. As thel doate hypothesis appears to have
more supporting evidence in contemporary studieswike primarily focus on this

theory.

1.2.2. Dual route model

The generally accepted assumption is that of al“dwde” first put forward by De Jong
et al. (1994). According to this hypothesis, thatsh S-R-compatibility (stimulus
response) affects response efficiency in two dffierindependent routes. In one of the
routes the right response is triggered after ifieation of the task instruction and
conversion of the stimuli into parameters. Thigitentionally controlled.

In contrast, the other route is automated and mmnstentionally. An example is shown
in illustration 3. In this task response has taghen using the left button when sound
one is heard (compatible response) and using tjig button when sound two is
presented. In case of a compatible response threataeaction (push left button) is
directly triggered. This is because the same mespoode is activated over both routes.
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If however sound pitch one is presented on thet sgle, the correct left response code
is triggered by the intentional route, yet the awdted route activates the false right

response code. This results in conflict and delayegtution.

automatic route

sainjea asuodsay

automatic route

R pe====ccmmccnaaa > R

Stimulus Features
Sound presentation/Frequencey
\

Figure 3 Principle of the dual route model fhodified version of Hommel et al.
2004). The automatic processing is indicated byhelddines. Indirect intentiona
processing is indicated by broken lines with ddtse task in this example is: If pitch
one occurs press the left button, if pitch two escypress the right button. The
processing of the spatial features of the stimidusrried out through the automatic,
the stimulus information through the intentionalteo

However, only recent works deal with the possitdsebof the Simon effect,

respectively the involved brain mechanisms andsarea

1.3. Neuronal correlates of performance monitoring

It is thought that the orbito-frontal cortex (OF€Qnsists of two different networks
(Carmichael & Price, 1996). One network consistsadas of the central OFC and
another network consists of areas in the mediatairbntal and medial frontal cortex.
This second network seems to be the one responiiblexecutive functions, as
network one has only weak connections with the meystem (Carmichael & Price,
1995). One crucial part of this network is the aotecingulate cortex (ACC).

The ACC is believed to be involved in the monitgriaf actions, relating actions to

their outcomes, including positive as well as negatonsequences and thus helps to
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guide decisions in challenging situations wherendoge conflict and errors arise.
These functions enable an organism to plot its Wehathrough partial aims,

concentration of perception and suppression ofgr@wiate actions.

While the neuronal bases of the automatic and fiteal pathways are not yet known,
human fMRI and EEG studies have suggested thatldhgal ACC monitors conflicts
arising during incompatible dual route processinmgl asignals to the dorsomedial
prefrontal cortex to improve performance in subsequconflict trials (conflict
resolution; Botvinick et al., 1999; Botvinick et,a2001; Botvinick et al., 2004; Kerns,
2004). Particularly, the right inferior frontal ¢ex is thought to participate in response
inhibition as one mechanism of conflict resoluti@orstmann et al., 2008). This leads

to the extended dual route model shown in Figureofitaining the suggested relevant
brain areas.

Stimulus Response
Location [~.__ identification selection
S automatic route
Stimulus Sensory > Sen§0(y """"""" >/ Premotor 3| Motor —> Response
dimensions  processing association | _ _ _._._. > areas areas
_.—y| areas intentional route —A
Tone pitch |-~ Conflict
Attentional Response
selection control
dI PFC (€ ACC
Conflict Conflict
resolution monitoring
Figure 4: Dual route mode] after Botvinick et al. (2001), Hommel et al. (200
Kerns et al. (2004) & Zhang et al. (1999). AbbtPEC-dorsolateral prefrontal
cortex

With the application of imaging techniques (PET, IMRnd electrophysiological
derivation (EEG), increased activity in the ACC aRBC has been identified using
conflict trials (Botvinicket al. 1999; Falkenstein et al. 1991). This has tledwo
theories which grant a special role to the ACCagrgtive control, namely the “conflict
monitoring” and “error detection” hypotheses.
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Conflict monitoring

fMRI measurements in humans during the solutionaofflict tasks have demonstrated
increased activity in the ACC throughout the engixperiment (Botvinick et. al., 1999).
Furthermore, an increased activation in the ACCldggs shown in trials where conflict
potential was high. These and further results Hadeto the “conflict monitoring”
hypothesis (Botvinick et al., 2001, 2004) whichwsss that two brain regions, the
ACC and the PFC are especially involved in the tatagm of the system after a
conflict. The dorsal ACC is activated when a cantfiin potential responses occurs
(Carter et al., 1998, Botvinick et al., 1999), Isoainvolved in conflict monitoring and it
has a role in passing information on to other bragions such as the PFC (Botvinick et
al., 2001; Cohen et al., 2000; Kerns et al., 2084)dence has also emerged showing
that the PFC is involved in resolving conflicts eaftoeing recruited by the ACC,
lowering the conflict in the system to enable beti@ping in further conflict situations
(Botvinick et al., 2000).

Error detection

The “error detection” theory can be traced back#tkenstein and colleagues. They
showed that with an incorrect response, an eridata@ negativity (ERN) occurs in the
EEG recordings (Falkenstein et al., 1991; will bscdssed in paragrapkrror
negativity. Further experiments demonstrated that the ERYererated by the ACC
(Deheane, 1994; Debener et al., 2005) underlinegsignificance of the ACC-PFC-
interaction in the detection of errors (Gehring &ight, 2000).

Although there are several indications for the ipakar roles of the ACC and the PFC
in conflict and the error detection, the detaileddtion of the ACC and the participation
of the PFC in this mechanism are still not fullyderstood. To investigate this
interference, experiments like the Stroop or thedsi task are especially well suited,
because they highlight the close relationship betweonflict and reaction time.
Furthermore, they demonstrate high stability anpra@ucibility compared to other
paradigms (Peterson et al., 2002). Therefore, ao®iparadigm was chosen for this
study.

However, there are currently no comparable redoltdemonstrate the activation of

brain areas in a Simon task in rodents.
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A closer look at rodent conflict processing could worthwhile due to the huge
analogies in functionality and connectivity betwdeman and rodent prefrontal (PFC)
and anterior cingulate (ACC) cortices. In additiagrhas been shown that the PFC and
the ACC play an important role in rodents in actsetection, inhibition of inappropriate
behavior (Chudasama et al., 2003) and reward legi@abriel et al., 1990; Bussey et
al., 1997).

In order to demonstrate the excellent comparabilityhuman studies, the general
homology of the anatomy, connectivity and functajrbrain areas will be discussed in

the following paragraphs.

1.3.1. Comparison of human and rat PFC anatomy

It is difficult to identify the rat prefrontal cakx on the basis of cytoarchitectonic
characteristics. This is because rats have no |IByarhich contains small granular
neurons Figure 5). The human prefrontal cortex possesses a gradiemranular
neurons from agranular (no layer V) to dysgranulardimentary layer IV) to granular
cortex (contains layer V). This gradient is présen humans and primates, but is
lacking in the rat OFC which solely consist of agrar cortex. Although the rat PFC is
not as differentiated as the human PFC, both sbkaueial parallels in terms of
cytoarchitectonics, topography and functionalityvd@ et al., 1978, Uylings et al.,
2003; Preuss, 1995., Wise 2008).

From a cytarchitectonic point of view the rat aghan cortex is homologous to the
primate agranular cortex, and is similarly subddddnto regions like the infralimbic
(IL), prelimbic (PrL), agranular insular, granutanbital, and ACC (Wise, 2008).

It is still under discussion whether the rat med&IC is functionally equivalent to the
primate dorsolateral cortex, or whether it is msimilar to the medial frontal cortex,
more specifically the ACC(for reviews see: Kolb,849 Brown and Bowman, 2002;
Uylings et al, 2003), even though the dIPFC of aties contains a Layer IV.
Connectivity studies provide further evidence thatrat PFC has a similar organization
as primate PFC. For instance, there appear torbéasiconnections from the PFC to
premotor and somatosensory cortices, sensory esréiod limbic areas (Ongur & Price,
200; Heidbreder & Groenewegen, 2003; Uylings e2@03). In conclusion one could
assume that the cerebral cortical organizatiomefrat brain bears a solid resemblance

to the human brain.

19



Allo cortex
Agranular cortex

Dysgranular cortex

Thin,lightly granular cortex

Granular, homotypical cortex

Anterior cingulate cortex

H EEES

Figure 5: Comparative anatomy of the human and ratmedial frontal
cortex. right: sagittal plane of the rat brain by the atlas arfchdi®en of the
prefrontal cortex after Paxinos und Watson (2068) sagittal plane of the
human brain after Carmichael and Price (1994) Traawgar areas appear in
dark grey; agranular areas in light blue; alloaattiareas in light grey,
distribution adapted from Wise 2008. ACC appeardark blue. Abbr.: AC-
anterior cingulate cortex; Cgl,2- cingulate corfarea 1,2); IL- infralimbic
cortex; M1-primary motor cortex; M2- secondary motcortex; PrL-
prelimbic cortex.

1.3.2 Function of therat medial prefrontal cortex (MPFC)

Most of the findings related to the functionality the rat ACC are based on lesion
studies.

In general, these findings correspond well to fmggdi from human and/or primate
studies. Similarly to humans there are many stuavéb rats which have found

evidence for the contribution of the ACC to the laafion of reward magnitude and

effort as well as to the inhibition of incorrectnepeting responses.

For example, lesion studies by Bussey et al. (1997J Cardinal et al. (2003)
demonstrated that the rat ACC is crucial for trecdmination between different stimuli
and the establishment of a relationship betweenuttiand reward. Schweimer and
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Hauber (Schweimer & Hauber, 2005) showed thathatsdramatic deficits in making
decisions regarding the investment of effort tongaihigh reward after lesions of the
ACC. Later electrophysiological studies specifiddstfinding more precisely by
demonstrating that the ACC “encodes a relativeegrdted cost-benefit representation
of available choice options that is biased towdnd tbetter” option in terms of
effort/outcome ratio” (Hillman & Bilkey, 2010).

Findings which demonstrate that lesions of therafrontal cortex have a crucial effect
on the contextual control of response conflictas® in favor of the conflict processing
hypothesis (Haddon & Killcross, 2006). Furthermdrectivation of the dorsomedial
prefrontal cortex by muscimol infusion leads to thhibition of incorrect responses
when there are competing responses (Wit et al.6)2@@ore precisely the prelimbic
cortex, together with the anterior part of the cilage cortex, seems to be essential for
inhibiting incorrect, competing reactions (Chudaaanal., 2003) and therefore may be

involved in conflict resolution.

1.4. Electrophysiological correlates of conflict ath error processing

If a cognitive process is executed by a certairoseteurons which are activated at the
same time point, there will be a correlation irat@lectrical activity. By averaging over
several events the high spontaneous activity ihemaatically eliminated and the event-
related potentials (ERP) can be detected. ERPdeadiged as electrocortical potentials,
which are initiated before, during or after a sepsootoric, cognitive or emotional
event. They appear to be associated with cognitv@rol processes which can be
distinguished on the basis of several distinct comepts reflecting different control
subprocesses. Three of such components are the ERARd Pe, which will be further

discussed, as they seem to reflect conflict oremnitoring processes.

1.4.1.Error-related negativity (ERN)

The error negativity (Ne; Falkenstein et al., 1990)error related negativity (ERN;

Gehring et al. 1993) is an event related poterfi&&P) which was first described in

1990. It arises around the time of an incorregboese, sometimes even slightly before
and has its maximum peak at around 50 to 100 mes &ftorrect responses over
frontocentral electrode sites. There are sevenaiaes of incorrect responses in which
the ERN arises: overt response errors where the BRd¢s immediately after the

response (Falkenstein et al.,1990, 1991; Gehringl.et1993), following response
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feedback (Holroyd & Coles, 2002; Miltner, Braun,@les, 1997), and following late
responses in deadline RT tasks (Johnson et al7; 199 et al., 2000;). As we are
interested in the direct monitoring of performanee,will observe the first version. The
ERN is elicited after incorrect response regardtddbe modality in which the stimulus
is presented (acoustic or visual) and regardlesiseomodality of the response (saccade,
button press; Falkenstein et al. 2000, Holroyed®8)J9EEG and fMRI studies give
evidence that it is generated in the rostral ciaggulzone (RCZ) on the posterior
frontomedial wall (Debener et al. 2005; Ridderinkbbal, 2004). As mentioned before
there are several theories concerning what the BBRiMally reflects. Some of these
provide further support for the conflict monitorifg/pothesis, others for the error
detection theory. On the one hand it is assumedtiiaERN reflects a monitoring
process which signals errors if it detects mismeddbetween the intended response and
the proper response (Coles et al.2001; Falkensterl.,1990, 1991, 2000; Gehring,
2000; Scheffers et al.,1996).

On the other hand the ERN has been proposed exrtrgfost-response conflict in error
trials, that is, the conflict between the executudpneous response tendency and the
still-evolving correct response tendency (Yeung &hén, 2006; Yeung, Cohen, &
Botvinick, 2004). The findings of Danielmeier et é@Danielmeier et al., 2009) support
the above theory by demonstrating that in a Flatksk, ERN increases in error trials
with a low-conflict condition compared to errorais with a high conflict condition.
While, according to the conflict monitoring modéhe ERN reflects post-response

conflict, the N2 is thought to reflect pre-responsaflict.

1.4.2.N2

The N2 is a negative deflection, emerging aroun@ r2s after stimulus in conflict
related tasks like the Flanker, Stroop or Simork.téisseems to reflect very similar
processes to the ERN, is largest on frontocenkeat®des and seems to be generated in
the ACC (for reviews, see: Folstein & Van PetteDQ& van Veen & Carter, 2002). In
contrast to the ERN however, which follows a reggothe N2 precedes a response
(Yeung, 2004). It is assumed that the N2 reflelts dognitive demands of situations
involving a high level of conflict between competipotential responses (Yeung &
Nieuwenhuis, 2009). This theory receives suppamfistudies which demonstrate an
increase in N2 amplitude in trials with an incorgrticondition compared to trials with
a congruent condition, possibly reflecting the biton of automatically but
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erroneously primed responses (Heil et al., 2006ttil.iet al., 2000). In further support
of this hypothesis are the findings of Kopp ewdio have shown that the N2 amplitude
increases with the degree of motoric activatioatesl to the incorrect response (Kopp
et al., 1996,). However, the monitoring accountsdaet dismiss the error detection
account completely, as the monitoring of confli@yrprovide a simple mechanism for
detecting errors (Yeung et al., 2004). Furthermivee N2 is found in a variety of
experiments often in the context of a positive efgfbn of the P3. One example is the
auditory oddball task, were the N2 is elicited aftee occurrence of a deviant stimulus,
another is the no-go task were a response hasitthtidted (Pfefferbaum et al., 1985;
Jodo & Kayma,1991).

One explanation for this is that the N2 can be sudbed into several subcomponents
namely the N2a, N2b and N2c. The N2a mismatch negya(MMN) is only found in
auditory tasks. It is elicited in response to aiaetvstimulus in sequence of standard
stimuli. The N2c is related to visual attention amdometimes referred to as the visual
MMN. The N2b is related to cognitive control encamping response inhibition,
response conflict and error monitoring which is ginenary focus of the present paper.
It is this component, or rather its characteristibst will be referred to as N2 in the
remainder of this thesis.

In addition to the two aforementioned negative el#fbns which occur in association
with errors, a further error related deflection thee positive direction (Pe) is also

observable.

1.4.3.Pe

The error positivity (Pe, Hohnsbein et al., 198@jkEnstein et al, 1991) typically
follows the ERN. It is a slow positive deflectiontiva maximum amplitude over centro
parietal electrodes between 200-400 ms after erkdte the ERN it is unrelated to the
stimulus modality but seems to reflect additiomalgessing of errors. Traditionally, the
Pe has been associated with the evaluation oregptixcessing of errors (Falkenstein et
al., 2000; Nieuwenhuis, 2000). Falkenstein and eaglles (2000) were able to
demonstrate that the Pe is elicited in uncorretiats and even false alarm trials. They
argue that the Pe is not directly related to eroorection but rather to error monitoring,
albeit with neural and cognitive roots that diffieom the error-related processing
reflected in the ERN.
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It is often related to a more “aware processingegbrs (Ford, 1999; Nieuwenhuis,
2000; Band & Kok, 2000; Larson & Perlstein, 2009%384kl, Danielmeier & Ullsperger,
2011). However, some studies relate the Pe to detaction (Vidal et al., 2000).
Unfortunately, as the Pe is less studied than RN Br the N2 it is difficult to pinpoint

its actual functionality.

2. Technigues overview

2.1. Imaging

2.1.1. Positron Emission Tomography (PET)

Positron Emission Tomography (PET) is a molecularctional imaging technique for
living organisms. Instead of structural anatomwldayical functions are mirrored and
measured.

PET generates cross sectional, three-dimensionadas of tissues, by imaging and
displaying the distribution of a radioactive markeithin the organism. The general
principle of PET comprises the 3+-decay of radidides and the resulting emission of
positrons (e+/3+). The positrons move tortuousiyeaonillimeters through the tissue
(the linear distance for an 18F positron flight soft tissue is approx. 0.54 mm;
Sanchez-Crespo et al., 2003), are deceleratedhanebty lose kinetic energy until they
are able to interact with electrons. If a positemtounters an electron, the two particles
annihilate and two gamma rays (511 keV) are eméiteal 180 degree angle from each
other. These emitted gamma rays are collecteddgetector ring and the simultaneous
arrival of the signals on two opposite detectorsincidence) is registered. The
distribution of radionuclides in the organism cam Imferred from the physical
distribution of these coincidences. The most commaaiionuclide in human research is
Isotope Fluor-18 (18F, half-life 109.77 min). Itnche produced using cyclotrons and is
injected into the organism as a tracer, mostlyhi@ form of 18F-fluorodeoxyglucose
(FDG). In 18F-fluorodeoxyglucose the radionuclidplaces the hydroxyl group of the
second carbon of a D-glucose forming a 2-fluoringe2oxy-D-glucose. FDG follows
normal metabolisation until the time point whenist catalyzed by the glucose-6-
phosphate-isomerase. At this point the isomerasdsnthe hydroxyl group, which had
been replaced by the fluorine, for the catalysis.tAis is not available, it cannot be
metabolized. After the first phosphorylation, glseocannot leave the cell again.

Consequently, the FDG-6-phosphate in the cell actates and can be detected until
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the 18F decays completely. The dispersion of th& HD the organism allows for
conclusions about the metabolism of glucose and thdirectly provides information
about the activity of distinct tissues. Active tiss need more glucose and therefore
display a higher activity, less active tissues né&xt glucose and thus show low
activity. PET has a spatial resolution of 5-10 nueing uPET a resolution of about 2up
to 0.7 mm can be achieved. ComparyRET anduMRI, uPET has a higher temporal
signal sensitivity (PET 10™-10" mol/l; pMRI 10°-10° mol/l), but a lower spatial
resolution (PET 0.7-2.0 mmuMRI 100 pm).

2.1.2. Magnet resonance imaging (MRI)

Magnet resonance imaging (MRI) is a non-invasivehméque designed to image
structures of tissues and organs of organisms. nignetic properties of unpaired
protons, which can be found in hydrogen for example used to image structural
properties. The idea is, that regions with lowespartions of hydrogen (e.g. bones)
release less signals. MRI measures the total nurobespins of unpaired protons
(intrinsic angular momentum of the protons) perelmf interest. For the measurement,
a static magnetic field aligns the spins of thetqame into one direction (z-plane), while
they precess around the axis of the magnetic fietchther high frequency alternating
field (it equals the frequency of the precessiod ancalled lamorfrequency) is then
applied with a 90 degree angle to the first fielthich deflects the precession in a way
that the spins now only rotate on the xy-plane. iflceease in the xy-component of the
magnetic field’s vector is called transverse maigagbn. An increase in this transverse
magnetization thus diminishes the longitudinal neigation in the z-direction.
Following this a potential is induced in the codstanged around the organism, which
is proportional to the transverse magnetic fieldha&f magnetic moment. The transverse
magnetization is different for different kinds afdues. MRI produces layered images of

this transverse magnetization.

The reduction in signal indicates relaxation of $ipens, which then align back to their
unexcited default. This results in increased lardjital magnetization and reduced
transverse magnetization. Longitudinal magnetinatis, similarly to transverse
magnetization, tissue specific and dependent omgmgnetic field strength. Because the
spins loose energy through interacting with theiviemnment (spin-lattice relaxation,
T1) and interacting with each other (spin-spin xateon, T2) and the relaxation times
are different for distinct tissues, these diffeemnindicate contrasts in the subsequent
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images. Additionally, the amount of hydrogen atomthe different tissues contributes
to the contrast in the images. In the T1 imagesugs having short relaxation-times
appear light, while those with long relaxation-tsnare dark. T2 contrasts have to be
interpreted vica versa. Therefore, T2 images hdne @dvantage that liquid filled

cavities can be identified better, because waterh@latively long relaxation time.

2.2. Electrophysiology

2.2.1. Electroencephalography (EEG) and Event-related Potentials

(ERP)
EEG is a non-invasive technique to measure sumnaatiieal potentials, typically in
the range of 5 to 100uV, from the surface of thalsk
The recording is obtained by placing electrodesstiy@ttached to an elastic cap, on the
scalp. The elastic cap assures that the electradesplaced and named after the
commonly used and internationally approved 10-2Gt&8w. The electrodes are
connected to a differential amplifier, which amigld the voltage between the active
electrode and the reference. The analog EEG isfibered, digitized via an analog-to-
digital converter and stored electronically.
The normal, spontaneously measured EEG potentiabsys reflect the summation of
the synchronous activity of thousands of neuroms tave similar spatial orientation
(i.e. cortical potentials derived from the pyranuells of the neocortex). To measure
event related potentials of cortical and subcartiegions, results over several events
must be averaged. If a cognitive process is exddoyea certain set of neurons which
are activated at the same time point, this wilules correlated total electrical activity.
The normal, spontaneous EEG has higher amplituttedifiers across instances where
a particular cognitive process is repeated, whetleasvent-related activity, although
smaller, is assumed to stay constant. By averagngr several trials the high
spontaneous activity is mathematically eliminatad the event ERPs can be detected.
ERPs are defined as electrocortical potentialsclwvhre initiated before, during or after
a sensory, motor, cognitive or emotional events Itletectable with EEG under the
following conditions: there has to be a sufficigntthrge set of neighboring neurons
which are a) all active at the same time point lihwhe same type of activity (either
inhibitory or excitatory) and c) the same geomestizicture (i.e. parallel), so that the
electrical potentials add up to a summation agtiwhich is transmitted through the
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scalp. The source of the ERP cannot be unequiyoctived from the measured
activity as the spatial resolution lies at a degftseveral cm. In special, mostly clinical
cases, where it is possible to measure EEG direftthyn the cortex surface
(Electrocorticogramm) higher spatial resolutions adwn to 1cm are possible.
However, the strength of this technique lies imigarly unlimited temporal resolution,

which stands in sharp contrast to its relatively kpatial resolution.

2.2.2. Local field Potentials (LFP)

The EEG signal mainly consists of slower (<250Hmal field potentials. These LFPs
are derived from the large excitatory pyramidallsceif the cortex and their apical
dendrites (Logothetis and Wandell, 2004). To meashe potentials associated with
smaller, equally aligned cell assemblies intracattielectrodes have to be inserted.
Potentials derived from these electrode tips aeshiigh frequency multiunit activity
(MUA; 1000Hz) and the low-frequeny local field potils (500Hz).

Both represent extracellular recorded signals ftooal networks of neurons, but the
MUA appears to reflect the spiking of local neurarsd the LFP shows dendritic
membrane currents of neurons in the close vicigasy/reviewed by.ogothetis, 2003,
2008; Berens et al.,, 2008). These low frequency bmane currents are of greater
interest as they are thought to be related to a&acit or inhibitory postsynaptic
potentials (Mitzdorf, 1985, 1987), index processaséch are causal to action potentials
and therefore provide information about the netwdrlctivity of groups of nerve cells
related to local processing and neuronal synchréythermore, they seem to be
correlated to hemodynamic signals (fMRI; Logothetisl., 2001) which makes them a
possible candidate for providing a link between rophysiological and functional
imaging studiesAdmittedly, the biophysical origin of the LFPs arldeir spatial
resolution are still under discussion. Early stadestimate the range of the local field
potentials to be between 600-1000um (Berens e2@08), to 2—3 mm (Nauhaus et al.,
2009; Wang et al., 2005) or even 5 mm (Kreiman.e2@06). Later studies assume that
the LFPs are more local in the range of 200-400(Katzneret al., 2009; Xing et al.,
2009). A recent study, however, determined that 4. Epread over more than one
centimeter (Kajikawa & Schroeder, 2011). One adsvgatof the LFPs is their distance
to myopic artifact sources. EEG, in contrast isngrao be influenced by sources of

interference. Especially in the high frequency mfitere are many disturbances which

27



could lead to artifacts in brain specific potersiaWost of these artifacts come from

muscle activity of the neck, eye or head.

3. Objectives and structure

The correct functioning of the brain is based osueimg a smooth cooperation of
different neuronal networks. Inhibition, excitatjdeed forward and feedback processes
are the basic mechanisms of interaction betwedardiit network modules (Bulliere et
al, 2001). To localize some of these networks aadigipating brain regions, it is
common to use neuroimaging studies. However, newaging, due to its low temporal
resolution, leaves the open question of time poaitsvhich the different modules
participate in the process, especially the involeetrof sequential or parallel activation,
feed forward or feedback processes. EEG offerspgontunity to measure real time
neuronal activity, but without the ability to loca the active neurons (Michel, 2004).
Therefore, a combination of several techniqueseded. The greater goal of this study
was to understand the general processes that ingerformance monitoring which is
subdivided into conflict and error monitoring orteletion and to get an understanding
of cognitive control and to comprehend or maybenegere diseases like obsessive
compulsive disorder, ADHD and schizophrenia.

As an initial step to approach this goal, we prepthe establishment of a rat model to
investigate these processes. The proposed modehdiict and error monitoring allows
us to take advantage of the capabilities of botlagimg and electrophysiology
techniques. The imaging model provides an excetpportunity for repeated scanning
of the subjects which would not be possible witmans due to the repetitive exposure
to radioactivity. Measuring LFP intracortically anrat model has a great potential to
enrich findings over and above what would be pdssitith human EEG analyses.
Furthermore, a rat model allows us to study thegsses in less complicated system.
However, a rat model is only valuable if the fingsncan be translated to what we find
in humans. This fact is often neglected in animatlies. Therefore, the current thesis
aims to complete the model with a human study tsuen comparability, which is
required to reach the greater goal of being ablgawslate observations from animal
studies to human clinical applications.

Finding both metabolic involvement and emitted diglotentials in the rat ACC in
relation to performance monitoring would not ongablish a bridge between ERPsand

functional brain-imaging studies in rodents but \dopave the way for similar studies
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in humans and non-human primates as well. The dppoy to carry out invasive
studies in animals can contribute to a resolutiomorg alternative hypotheses of
conflict monitoring, error detection and error ntoning.
The aim of this study is to establish a rat modlich can be used to investigate
whether rats:
i) have a functional network of MPFC, PFC and moteaarthat are involved in
conflict processing, comparable to the human brain.
i) show a similar temporal processing of conflict #melresulting errors in the
MPFC.

In order to achieve a satisfying result the follogvissues have to be discussed:
1) which brain areas contribute to the processingaoflicts in the rat
2) at which time point between the onset of a stimalug the response reaction is
the processing of the conflict done.
3) how is conflict processed by the rat brain?

In order to investigate these questions, we utdieeeral techniques such as behavioral
measurements of reaction time, movement time amat eates, functional imaging and
electrophysiological measurements of event-relataentials. With the help of
behavioral methods we expect to get a closer lnkincompatibility effects resulting
from the Simon effect Experiment 1), such as analyzing strategies of response
adaptation, error avoidance, and adaptation toehnigind lower error probabilities
(experiments 2 and 3). Functional imaging is usedietect brain areas which are
involved in conflict processing and to point oue tfunctional connectivity between
them. Attention is primarily directed towards tm¥alvement of the ACC (experiment
1). As a further step, event-related-potentialsveerfrom local field potentials will be
analyzed to get a view into the temporal resolugboonflict- and error processing and
its adaptation Experiment 2). Finally, a comparative study with humans will be
discussed as a first step towards bridging humaectrelphysiology and rat

neurophysiologyExperiment 3).
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4. Experiments

4.1. Experiment 1: Metabolic imaging of a rat Simortask

4.1.1 Purpose

A model of dual route processing (automatic anéntbnal) of stimulus features has
been proposed, predicting response conflicts itwweroutes are incongruent. Although
there is evidence that the prefrontal cortex, ngttie anterior cingulate cortex, plays a
crucial role in action monitoring, especially innglict and error processing, the
neuronal basis of this is still unknown. In thisdst, we pursue a novel approach using
positron emission tomography (PET) to identify velet brain areas in a rat model of
conflict processing comprising an auditory Simasktan an operant chamber. We focus
on the proposed dual route theory and the undetbiragn networks especially. In
contrast to previous experiments, using an imadeahnique (PET) is still a rare
approach in animal studies, even though theseestudpresent a valuable addition to
lesion experiments. Lesion studies can only revb®havioral deficits after complete
shutdown of brain regions such as the ACC but ceevauate the functional activation
of the area. In contrast, using an imaging techamigas the advantage that the activation
of the area can be captured under natural conditidnother benefit is that no effect of
accidental lesions on adjacent brain areas carr.o€harefore, in the present study we
sought to use'fF]fluorodeoxyglucose in order to identify the patteof metabolic
activation in the brain of rats concomitant withrfpemance on a Simon task. The
complex manner of the Simon task requires multipiting and imaging. Conducting
this study in humans would lead to an unhealthyuadation of radioactivity.
Furthermore, the huge amount of human studies teatifferent even contradicting
assumptions about the anatomical basis of perfarenamonitoring. An evolutionarily
more simple system could provide better acceskdaaltial route architecture. By way
of conclusion, an appropriate animal model is ndedde Simon effect has already
been described in rats (Courtiere et al., 2007y #@nwas shown that metabolic
behavioral positron emission tomography (PET) inmah models is a suitable method
to detect activation in focal brain regions (Jahgle 2009; Sung et al., 2009; Endepols

et al., 2010). Therefore the purpose of the cursardy was to develop an animal model
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that links behavior with metabolic brain activitg investigate the anatomical and

functional basis of conflict processing.

Experiment 1 is taken over with a slight redraftingm the paperMarx C, Lex B,
Calaminus C, Hauber W, Backes H, Neumaier B, Mie&faf R, Endepols H (2012)
Conflict Processing in the Rat Brain: Behavioral alysis and FunctionaltPET
Imaging Using [18F]Fluorodeoxyglucose Front Behasuxbsci.;6:4

Authors’ contribution:

C.M designed and performed experiments, analyzédvberal and PET data and
wrote the paper

B.L. and C.C. helped to construct the Skinner lhurming programs, commented on the
manuscript. W.H. discussed the results and impbtoat and commented on the
manuscript. B.N. gave technical support on Radw#rachemistry, allocate the FDG.
H.B map reconstruction of the PET Images, gavenieah support on PET Physics.
G.M. and R.G. commented on the manuscript. H.Egded the study, analyzed PET
data, and edited the manuscript.

4.1.2. Materials and Methods

Animals

All animal procedures adhered to German Welfareaket were approved by the local
animal care committee and regional government aitigm

Eleven male Lister hooded rats (Harlan-WinkelmaBorchen, Germany) were used,
weighing 250 g at the start of the training. Animaere housed in pairs under an
inverted 12:12 h light-dark cycle (lights out agf) in a temperature- and humidity-
controlled facility room (2882 °C, 50-60 %) and restricted to 15 g food per ahiper

day. Water was available ad libitum.

Apparatus for behavioral testing

Animals were tested in an operant chamber (30.% @%h1 cm x 21.0 cm; Med
Associates Inc. Georgia, VM, USA) with a centrasea@oke unit and two trough-like
food receptacles on either side, equipped witht ligitriers for measuring reaction and
movement times (Robbins et al., 1993). Food reciggavere connected to a motor-
driven pellet dispenser, delivering 45-mg precigetiets (Bioserv) as reward. Two
loudspeakers (Med Associates “cage tweeter”, rabid& kHz) were placed above the
pellet receptacled-{gure 6). The acoustic stimuli consisted of two 300 mse(fall
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time 5 ms) pure tones with carrier frequencies@kBz and 15 kHz, and a sound
pressure level of 60 dB. All experiments took pldaeing the animals' dark phase

under red light.

300 ms
acoustic stimulus

I 15s i
| | |
T : RT + MT +
Nose poke Withdrawal Response
Speaker Speaker

unit

L) Feeder Feeder
N\

L 7 ?
Figure 6. General Setup of the auditory Simon task and schenta illustration of
the dual route model (A): The rat starts each trial with a nose poke »f.5, whict
results in playback of an acoustic stimulus frone @f the speakersBj: Reactiol
time (RT) is measured from start of the stimulusnvithdrawal from the nose po

unit. (C): According to stinulus pitch (10 kHz / 15 kHz), the rat moves to oh¢he
pellet feeders (left/right). The time from withdrawfrom the nose poke unit

® @ @® = ®

Operant conditioning of the basic Simon task
The auto shaping procedure of the operant condligorehavior was conducted
through three step§igure 7):

(1) habituation,
(2) nose poke training (phases a and b),

(3) sound discrimination training (phases a, b and c).

On the first day of training (habituatioffigure 7. A) rats were allowed to become
accustomed to the operant chamber, the auditomubtand the food reward (45-mg
precision pellets, Bioserv). The two auditory stinalternated in a pseudo randomized
fashion every 10 s, and were associated with a feadrd from the pellet trough on the
side associated with the stimulus. From the seatmdon, the rats had to learn to
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initiate a trial by themselves with a nose pokesgnpoke trainingFigure 7. B) which
should last at least 1.5 s (phase a). In phase bdburrence of too short nose pokes is
reduced by introducing a punishing time out. Thisams nose pokes under 1.5 s were
indicated by diode illumination in the nose poké and punished with 2 s in which the
rat could not start a new trial. In both phasesmect nose poke resulted in a bilateral
tone presentation (i.e., one of the two stimuli whs/ed back simultaneously from the
two speakers) and immediate delivery of a pelleth&t side associated with the
stimulus. In the last training step (sound discniation training;Figure 7. O, the
reward was no longer delivered automatically a$témulus presentation. Instead, the
rat had to choose one side according to the aydtonulus and enter the pellet trough.
Five of the eleven rats were trained to go to #fe food receptacle after a 10 kHz
stimulus and to the right food receptacle afteb&Hz stimulus. The other six rats were
trained to make the opposite association betwesgquéncy and side of reward. If the
choice was correct, a pellet was delivered. Ifrttechose the wrong side, the nose poke
diode was illuminated for 2 s during which thegatld not start a new trial.

To consolidate the association between stimulusrasgonse side, each stimulus was
repeated for five consecutive trials, starting witbkHz during the first phase of the
sound discrimination training, and in phase twetstg with 10kHz Figure 7. C green
arrows). During the third phase both stimuli welteraated randomly. The procedure of
this training step was identical with the contrask consisting of 100 % neutral trials
(Tn) in behavioral PET (see below).

In all other tests following the training stageg tacoustic stimulus was delivered
unilaterally (i.e., one of the two stimuli was péalyback from one of the speakers, either
left or right). Rats were trained for several weeMgays on five consecutive days and
then rested for two days. Each training sessidedat5 min or was terminated if the rat
accomplished 60 correct responses in less thanid5Rats advanced to the next
training step after reaching a performance levél5%b correct responses.
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Figure 7: Shaping of the simon task. Example for group 1 with 10 kHz reward right
and 15 kHz reward left. Group 2 had a similar shaping procedure but with exchanged
frequency information (10 kHz reward left 15 kHz reward right. A) Habituation phase
B) Nose poke training phase 1 (black) and Phase 2 (plus green part). C) Sound
discrimination training phase 1/2 (plus green part) and 3 (without green part).
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Basic Simon task

The basic Simon task resembled the last trainieg gigure 7 C), only with unilateral
stimulus presentation, and a total of 120 trialgribg the basic Simon task, rats had to
initialize every trial with a nose poke >1.5 s lretcentral nose poke unit, which lead to
playback of one single auditory stimulus (300 menet pitch 10 or 15 kHz in
pseudorandomized order). According to pitch, ratd to choose the left or right food
receptacle, and were rewarded after correct chéige. of the eleven rats were trained
to go to the left food receptacle after a 10 kHmslus and to the right food receptacle
after a 15 kHz stimulus. The other six rats weaengd to make the opposite association
between frequency and side of reward. If the safegtimulus presentation and correct
response concurred, this was recorded as a corgatiindition (C). During
incompatible conditions (), stimulus and respom®eurred on different sides (see
Figure 8). Only in neutral trials (N) tone stimuli were dtad from both speakers
simultaneously. Conditions were presented in a gseandomized sequence. The
reaction time (RT;Figure 6) was taken as the time between start of the awdito
stimulus and withdrawal from the nose poke unitjlevimovement time (MT ) was
taken as the time from nose withdrawal until enteanf the food receptacle. Because
MT was similar under all conditions, it will not lmeentioned further in this study. The
trial was terminated if the nose was withdrawn betbe end of the required nose poke-
time of 1.5 s, while trials with RT >1 s or <130 mvere discarded off-line. Error rate
(ER) was taken as the percentage of wrong chomed, was arc-sine square root

transformed before statistical analysis.

35



compatible incompatible

10 kHz 10 kHz

@ @

%05 ’;&OE

@ ® @ @
™o ™o

L ) ()

\

Rule: 10 kHz - go left; 15 kHz - go right.

Figure 8: Conditions of the auditory Simon task
(1) Compatible condition: stimulus and respc
are on the same side.
(2) Incompatible condition: stimulus and
response are on opposite sides. A response
conflict occurs.

Test schedule

Two experimental blocks were conducted: one bemlmaVvPET imaging block with five
different tests, followed by one purely behavidoidck with three different tests. All
tests, except the resting state control, were ntiaf the basic Simon task (see below).

Each rat had to perform all tests within a block.

Behavioral PET imaging block

In the behavioral PET block we wanted to see fowm&tabolic brain activation

associated with Simon-like conflicts. Each rat umaémt five behavioral PET sessions.

We took the task with 50 % compatible and 50 % matible trials as a basis, because

a balanced number of compatible and incompatil¢stavoids biasing the metabolic

response by one type of trials.

(1) Basic Simon task with 50 % incompatible and®@ompatible trials in randomized
order (Tr).

The Simon task had to be compared to several dardnalitions:
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(2) No-conflict control with neutral trials only (J. Here, the rats had to do exactly the
same as during gI However, conflicts did not occur because bildtestanulus
presentation prevented spatial information.

Because of the cumulative nature of PET it is nossible to separate metabolic

responses to compatible and incompatible trials.théesfore conducted two additional

controls with 100 % compatible and 100 % incompatibals, respectively:

(3) Basic Simon task with compatible trials only(Bide of stimulus presentation and
required response side always matched);

(4) Basic Simon task with incompatible trials offly; stimulus and required response
were always on opposite sides);

Finally, we wanted to compare the Simon task vhthrtaive situation before training:

(5) Resting state control R with naive rats before operant conditioning.Rgthere
were no cognitive requirements, the rats only hehedsound stimuli in random
order with 10 s interstimulus intervals and foodlgie accessible ad libitum in the

food receptacle.

Tasks (1)-(4) took place after successful operantitioning. They were presented on
average six days apart in the order of increasamgptexity (i.e. K, Te, T, Tr). During
the days in between PET sessions, the rats repiéalst training step.

For the combination of behavior with metabolic PHilaging, rats were briefly
anesthetized for intraperitoneal injections JfF[fluorodeoxyglucose (FDG; 1.7-
2.1 mCi; 500 pl injection volume; stock solution 228 mM Na-phosphate buffer,
diluted as needed with 0.9 % NaCl). Five minutdsrdfacer injection, rats started to
perform one of the five tasks in the operant chanibe 30 min Figure 9). As a
glucose analogue, FDG is incorporated by activanbrells and is subsequently
phosphorylated by hexokinase, but cannot be furthetabolized because of the
missing hydroxyl group (Wienhard, 2002). The praeoestrapping is an indicator of the
state of metabolic activity of tissue, which can teasured during a scan under
anesthesia after the behavioral task. Fifty mirraRDG administration (i.e. 15 min
after the end of the behavioral task), animals wamnaesthetized by inhalation of
isoflurane (5 %, delivered in 70 %,@® and 30 % ¢), and placed in the animal holder
of a Focus 220 micro PET scanner (CTI/Siemens KitlexWN; resolution at center of
field of view: 1.4 mm). Breathing rate was kepb8t70 per min by adjusting isoflurane
concentration (1.5-2.5 %). Body temperature wadgl redl 37 °C with a feedback-
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controlled flow of warm water through the animalder. Glucose concentration was
measured in a blood sample collected from thev&n at 60 min after FDG injection,
using a blood glucose level meter (One Touch Ulta)ission data were recorded over
30 min in list modestarting 60 min after FDG injection. Following Fairrebinning,
data were reconstructed using the iterative OSEMBY procedure (Qi et al., 1998),
resulting in voxel sizes of 0.38 x 0.38 x 0.82 nRTs and ERs measured during FDG
accumulation were compared over tasks (1)-(4) using-way repeated measures
ANOVA with post hoc comparison and Holm-Sidak cotien. Each task provided one
factor level, except task (1aTwhich yielded two factor levels, one for comphgibnd

the other for incompatible trials.

l

(FDG) injection:
2 mCi, i.p.

Behavioral task

in operant chamber: MPET
FDG accumulatesin scan
active cells.
| | | | | | | | | | | | | | | | | |
00:00 00:05 00:35 01:00 ) 01:30
time [hh:mm

Figure 9: Schedule of the Simon task combined with PE. The animals received
intraperitoneal injection of 2 mCi FDG during adiranesthesia. After five minut:
rats performed a Simon task in an operant chamdve8d min. During this period FC
accumulated in cells with high metabolic activiicroPET scans took place un
isoflurane inhalation anesthesia in a Focus 220raRiET scanner (CTI/Sieme
Knoxville, TN) with a resolution at center of fielaf view of 1.4 mm. Emission ds
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Behavioral block

All rats conducted three basic Simon tests, eacth different relative probabilities of
incompatible trials: (1) 20 % I; (2) 50 % I; iderdi to T in the PET block; (3) 80 % I.
For example, in the 80 % | condition a rat trainecssociate the 15 kHz tone with the
left response side and the 10 kHz tone with thiet nigsponse side heard the following
in randomized order: 15 kHz - right speaker (10-94 of trials; 10 kHz - left speaker (1)
- 40 % of trials; 15 kHz - left speaker (C) - 10d¥trials; 10 kHz - right speaker (C) -
10 % of trials.

Rats received one test session per day, in ranéoumler balanced between animals.
Effects of conflict probability and condition on Rinhd ER were estimated with two-
way repeated measures ANOVA (see results for fedtalesign) and Holm-Sidak
corrected post hoc comparison. Statistical computatwere conducted with Sigma

Plot (version 11.0, Systat Software, Inc.). Sigrafice leveld-level) was set at p<0.05.

MRI scans

Because the animals were in an inverse day-nigithnm, they were carried to the
scanner in optically opaque boxes. MRI scans wemopned in a 4.7-T BioSpec
animal scanner (Bruker BioSpin, Ettlingen, Germanysing a quadrature
transmit/receive birdcage coil (Rapid BiomedicalmBar, Germany) with an inner
diameter of 38 mm. A relaxation enhancement (RAR&juence was used: RARE
factor = 8, TR/TE = 5000/14.0 ms, averages = 2rimaize = 256 x 256, FOV = 4.6 x

4.6 cnf, 21 slices, slice thickness = 1.3 mm, intersliterval = 1.8 mm.

In preparation of the scanning, the rats were aeé&ged with Isofluran and fixated in
the MRI scanner. Inhalation anesthesia procedume® \the same as those used for

MPET scans.

Imaging data analysis and statistics

MRI and PET data were analyzed using the imagiogWeNCI (Vollmar et al., 2007).
MR images were manually co-registered on a mastan lwerived from the atlas of
Swanson (Swanson, 2003) and examined for strucibradrmalities. PET images were
then manually co-registered on the corresponding iMRges. With the help of the
master brain, individual MR images, and the braliasaof Paxinos and Watson (2005),
three-dimensional volumes of interest (VOIs) cqumexling to defined brain areas

(Table 2 were drawn section by section in the transveosef@l plane. Section
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thickness was identical with z-dimension of voxdl3.815 mm). For intensity

normalization, every image was divided by the regpe mean value of a whole brain
VOI (ratio normalization; Arndt et al., 1996). Noalized metabolic activity was then
assessed in the VOIs of individual brain areasaBse of chewing food reward pellets
during operant behavior, high FDG uptake of temborascles was unavailable, and
substantial spillover of radioactivity obscured soparts of the lateral cerebral cortex
(Figure 10). With a threshold function we determined the ioetbf muscle activity and

used this to draw a muscle artifact mask and tosadOls, if necessary.

In order to assess task-relevant regional braiivaan, we compared PET sessions
with each other. For analyzing brain activationoassed with the task condition in
general, we compared {Simon task with 100 % incompatible trials) witietresting
state control Rby calculating 100xIRs (i.e. percent normalized metabolic activity of
T, versus R). Metabolic activation associated solely with dmnfprocessing was
assessed by displaying percent metabolic activityig T,, and T versus the no-
conflict control Ty (100xTx/Tyn; 100xT/Ty; 100xTc/Ty). Ty was chosen as reference
condition, because the bilateral stimulus presemtaprovides ambiguous spatial
information, and therefore no conflict occurs. Ig, Dn the other hand, there is no
conflict, either, but it cannot be ruled out thatifitatory processes (e.g. facilitation of
the automatic route) may take place. For this reasoermalized metabolic activity
during the incompatible control task Was furthermore compared to the compatible
control task Tt as well.Using the one-sample t-test, we compared the reguklative
VOI activities with p=100 % (i.e. no change relatito Ty or Tc). In addition to the
VOI analysis, we compared matched voxels of the fests using one-way repeated
measures ANOVA. For post-hoc comparison, the Holdals method was used with
Tn serving as control. Voxels from Were additionaly compared tq With the help of
the paired t-test. Finally, correlation analysesevain between task-related activity
changes on the one hand, and RT and ER on the ledhdt using the Pearson product-
moment correlation test. As the rat brain compreggzrox. 19,000 voxels, voxel-based
statistical calculations include multiple compansoassociated with a considerable
increase in the type | ER. P-values were correfaednultiple comparisons using the
Benjamini-Hochberg control of false discovery rakéowever, as in previous PET
studies with low degrees of freedom (e.g., Nichanlsl Hayasaka, 2003; Rocke et al.,

2005), all individual voxel comparisons missed gigance if using the false discovery
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rate procedure. Uncorrected significant p-valuesevietween 0.01 and 0.05, therefore
we set a threshold of p=0.02 (corresponding to¥£5.51), as proposed by Genovese
et al. (2002).

MRI(T2) | B FDG-PET

Figure 1C: (A) Example of a structural MRI and (B) the corresponding PET image
(C) Fusion of the two images shows muscle artifactshenlateral aspects of the br
(arrowheads). This leads to covering of the lateattical regions in the atlady}.
Abbreviations: Cgl, Cg2: anterior cingulate coréega 1 ad 2; LS: lateral septum; IS
dorsolateral striatum; M1: motor cortex; M2: preprotortex; MS/DB: medial septu
anddiagonal band of Broca; mStr: mediodorsal stmatScale bars: 1 cm.

4.1.3. Results

Test schedule

Seven animals were used for behavioral PET, andesstully conducted &and T.
One rat died during the PET block, and two refusedvork reliably in the PET
situation, so that four rats completed all five Pte$ts. For the subsequent behavioral

block, these four plus four additional animals weased

1) Behavioral block

Behavioral data

We start with reporting the behavioral data, beeancurrence of a stable Simon effect
in the behavioral experiments undisturbed from REJcedures is the prerequisite for
all further analyses. The different probabilitidsimcompatible trials are important for
the following PET block as well, since a pronoun&hon effect with a high rate of
incompatible trials would suggest a high confletdl in the PET [Tcondition (100 %
incompatible trials). The analysis of the Simorksawith three different frequencies of

incompatible trials revealed a Simon effect forlbBIT (n=8); mean values calculated
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for all three Simon tasks: RT[C]=315 ms; RT[l]=38%5) and ER (mean values for all
three Simon tasks : ER[C]=7 %; ER[I]=14 %igure 11). This was confirmed by 2-

way repeated measures ANOVA with the factors "cohmall (factor levels: I, C) and

"probability of incompatible trials" (factor level20 % I, 50 % I, 80 % I), indicating a
significant main effect of the factor “conditionhdRT (F(1,14)=16.8, p=0.005) and ER
(F(1,14)=10.5, p=0.014). Post-hoc comparison shothed RT[C] was significantly

shorter than RT[I] in the 20 % | (p=0.003) and 80 f&sk (p=0.029), while ER[C] was
significantly lower than ER[l] in 20 % | (p=0.001%0 % | (p=0.016) and 80% I task
(p=0.029). Conflict probability had no significamtin effect on RT and ER.
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Figure 11: Reaction times (A) and error rates (B) incompatible (black) versu:

incompatible (grey) trials at different conflict probabilities, measured in th
behavioral block. Values shown are means + SEM (n=8).

2) Behavioral PET imaging block

Behavioral data

Here we evaluated if rats showed a Simon effedh@PET condition, where tracer
injection, scanner noise, etc. may have compromisedflict processing. Most
important are results ofg] where compatible and incompatible trials can d@gared
directly. Four animals were tested repetitively ¢gombination with PET in all
conditions. Rats conducted 128 - 246 trials pesisasBlood glucose levels at the start
of the scan (123 - 192 mg/dl) did not correlatengigantly with trial numbers (R=0.17,
p=0.53, Pearson product moment correlation testygesting that the number of
consumed food pellets during the task did not Ilgladal cerebral FDG uptake.rT

yielded results comparable to those of the behalvidock Figure 12). RTs were on
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average 33 ms shorter in compatible compared tonmpatible trials (t=2.17, p=0.059;
one-tailed paired t-test). In the control taskssistimg of only one type of condition
(Te, Ty, and &), RTs were similar to those in incompatible trialsTg and did not
differ significantly across tests (F(4,12)=1.82,0@9, one-way repeated measures
ANOVA). To further assess whether i a valid control with high conflict level we
compared average RTs during the first, middle, lastithird (10 min each) of the task.
During the first third, RTs were higher than in tle¢her tasks, but decreased
significantly during the following 20 minT@ble 1). This indicates a high conflict level
at least in the first 10 min of the task.

ERs were on average 5.8 % lower in compatible coatpto incompatible trials ingl
leading to a significant main effect across tesi¢4,12)=4.58, p=0.0178) and a
significant difference between compatible and mpatible trials of &k after post-hoc

comparison.

Table 1: Reaction times during PET sessions (meag.in.).

task first third of trials middle third of last third of trials
trials

Tr 326.2 £16.9 ms 297.2+8.2ms 303.2 £+ 15.9 ms

Tc 351.9+24.8ms 323.1+£19.6 ms 338.5+27.8 ms

T* 361.9+24.7ms 311.4+£5.1ms 299.1 £+15.7 ms

Tn 342.7 £18.5 ms 318.4 +19.2 ms 335.1+36.1 ms

* F(3,6)=5.46; p=0.045 (one-way repeated measud®@¥A). One third comprises

10 min.
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Figure 12: Reaction times (A) and error rates (B) in the Simortasks combined witt
PET imaging. Each dot representhe result from one animal (n=4). Mean values
indicated by a short line. In the classical Simaskt Tz, where compatible ai
incompatible trials were presented in randomizedeQrthe results for compatible ¢
incompatible trials were analyzed separately(C) and k(l)). There was a significa
Simon effect on error rate, but not on reactiore8miz(C) and k(l) correspond to blac
and grey bars, respectively, of the condition "50rfdompatible trials" in Figure 11
Control tasks: & compatible trials only; [T incompatible trials only; N: neutral trial
only.

Subtractive approach

We first describe metabolic patterns associatedh Wie Simon task in general. To
examine task related brain activations in genavalcompared metabolic activity in one
of the basic Simon task variants)(With resting state K(n=7; Figure 13). We found a
significant task related decrease of metaboliocvagtin the left prefrontal cortex (VOI
statistics: one-sample t-test; t=-3.33, p=0.0157ght prelimbic cortex (t=-2.74,
p=0.0338), right posterior cingulate region Cgl-3t66, p=0.0106) and decreased
metabolic activity bilaterally in the posterior Cdft: t=-3.41, p=0.0144; right: t=-
3.24, p=0.0176). Furthermore, metabolic activityswaecreased bilaterally in the
retrosplenial granular cortex (left: t=-2.65, p=8B@; right: t=2.54, p=0.0442), medial
septum (t=-4.22, p=0.0055), bilaterally in the fateseptum (left: t=-4.71, p=0.0033;
right: t=-3.86, p=0.0084) and in the hypothalamtss3.0, p<0.022). A task related
increase of metabolic activity was additionally fiduin the left lateral striatum (t=3.22,
p=0.0182).
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Figure 13: Subtractive approach: Peacent change of metabolic activity in Sin
tasks with 100 % incompatible trials Y Telative to resting state §r Grand avera(
from n=7 animals with mean changes projected aatwsterse and horizontal secti
of a master brainCoordinates are mm from Bregma. Areas obscured bgch
artifacts are masked and significant VOIs are iatdid by asterisks.

Next, we report metabolic activity changes relatedonflict processing. We looked for
metabolic activity changes relative tQ, Wwhich were visible in Tand T, but not in &
(Figure 14, columns 1-3;Table 2). In the right prelimbic cortex FDG uptake was
significantly increased duringgTlat the VOI level (t=15.26, p=0.0006) as well asiruiy

T, and Tk at voxel level (F(3,9)>4.3, p<0.0378). FDG uptakéso increased
significantly in the right ventrolateral striaturon the border to the entorhinal cortex,
during Tr (F(3,9)>4.98, p<0.0264 for voxels). In, There was a non-significant average
increase of FDG uptake of more than 10 % in theesaegion. Metabolic activity
decreased in voxels of the left dorsocentral stmmaiduring T and Tk (F(3,9)>4.5,
p<0.0349). Brain activity changes related to po&triutomatic route facilitation caused
by compatible trials should be visible ir &nd Tg, but not in T. We found decreased
metabolic activity in right olfactory tubercle vdgeduring Tt and T (F(3,9)>4.6,
p<0.0334).
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The cerebrometabolic correlates of automatic raippression may become most
obvious if we analyze Telative to & (Figure 14, column 4). Here, we found increased
FDG uptake in the right Cgl region of the antedmgulate cortex, (t>-3.39, p<0.0428
for voxels), right orbitofrontal cortex (t>-3.29;<0.0462 for voxels), right basal
forebrain and nucleus accumbens (t>-3.50, p<0.0@93voxels), right dorsolateral
striatum (t=-3.57, p=0.0374 for one voxel; t=13.4/1p=0.0006 for VOI), right
amygdala (t>-3.35, p<0.0440 for voxels), right sin@mic region (t>-4.11, p<0.0261
for voxels), right mediodorsal thalamus (t>-3.3%0®433 for voxels), and left lateral
hippocampus (t>-5.22, p<0.0137 for voxels). FDGauptdecreased in the left tenia
tecta (t>3.19, p<0.0497 for voxels), right latesaptum (t>4.06, p<0.0270 for voxels),
left dorsocentral striatum (t=5.45, p=0.0122 forxeis), left hippocampus (t=3.75,
p=0.0331 for voxels), and left mediodorsal thalarfiz8.47, p<0.0403 for voxels).

Tc T, T,

(vs. Ty) (vs. Ty) (vs. T¢)
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Figure 14: Subtractive approack: Percent change of metabolic activity in Simaskt
with randomized presentation of compatible and nmgatible trials (50 % each;r), 10C
% compatible trials (d), and 100 % incompatible trials |JT Values are relative toyT|
(column 1-3) or E (column 4). Grand average from n=4 animals with mehange
projected onto transverse sections of a masten.b@olumn 5: Coordinates (mm frc
Bregma) and analyzed VOIéreas obscured by muscle artifacts are maskeghifgani
voxels (uncorrected p<0.05) are shown in green @mtorrected p<0.02) in yellgy
significant VOIs are indicated by asterisks.
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Table 2: VOI-analysis of relative metabolic activit

control tasks (T cand T)).

y during the Simon task (T ) and

Brain area Trvs. Ty Tcvs. Ty Tvs. Ty Tivs. Tc
rostral anterior cinlgulate l: 99.7 I: 98.9 I: 96.3 I:97.4
cortex (Cgl) r: 98.6 r: 99.5 r:102.3 r:102.9
rostral anterior cin%;ulate I: 104.8 I: 98.4 I: 98.3 I: 99.9
cortex (Cg2) r:97.4 r: 97.9 r: 98.8 r:101.2
frontal association cortex I: 107.1 l: 101.7 I: 104.4 l: 104.1
(FrA) r: 108.9 r:102.4 r: 100.9 r: 103.5
orbitofrontal cortex (OFC) I: 100.4 I: 99.4 I: 97.2 I: 97.8
r: 100.4 r: 100.1 r: 103.3 r: 103.1
prelimbic cortex I: 100.7 I: 97.0 I: 96.9 I: 99.9
L r: 106.5; r: 103.4 r. 102.7 r: 99.9
(pL) p=0.0006
anterior motor cortex (aM1)* l: 101.5 I: 98.0 l: 103.3 I: 106.7
r: 102.1 r: 94.6 r: 94.8; r: 100.5
p=0.0440
posterior motor cortex (pM1)? l: 98.9 l: 98.1 l: 102.3 l: 104.3
r:101.1 r: 99.0 r: 98.7 r: 99.9
anterior premotor cortex [: 103.3 I: 98.6 l: 101.1 l: 102.8
(am2)* r: 103.3 r: 99.4 r: 99.9 r: 100.5
posterior premotor cortex l: 96.4 l: 92.9; I: 95.0 l: 102.2
(PM2)? r: 100.8 p=0.0251 r: 101.0 r: 100.0
r: 101.2
posterior parietal cortex [: 96.5 I: 97.0 I: 98.5 I: 101.6
(PPC) r: 98.0 r.97.1 r. 98.7 r: 102.3
hippocampus (Hip) I:102.1 [: 100.8 I: 99.3 I: 98.5
r: 101.5 r: 100.3 r: 103.0 r. 102.7
amygdala I: 108.5 I: 106.2 I: 103.7 I: 97.8
r: 98.0 r.97.8 r: 104.0 r: 106.9
(Amy)
dorsomedial striatum I: 100.2 l:101.4 l: 97.4 l: 96.1
mStr r: 101.3 r: 101.3 r: 105.7; r:104.4
(mStr) p=0.0041
dorsolateral striatum [: 99.5 I: 100.0 I: 99.6 I: 99.5
(Istr) r: 100.2 r:97.9 r: 102.9 r: 105.1;
p=0.0006
lateral septum (LS) I: 100.0 l: 102.4 I: 94.6 l: 92.4
r: 101.0 r: 96.3 r: 94.3 r:97.9
medial septum plus diagonal l: 92.0 l:91.1 l: 93.2 l: 103.1
band of Broca r: 94.0 r: 93.4 r: 93.2 r: 100.7
caudoventral auditory cortex l: 116.6 I: 104.6 I: 117.6: l: 111.6
(Te3dV) r: 118.5 r: 106.7 p=0.0180 r: 105.6
r. 109.2

*: up to 0.6 mm rostral from Bregma ; °: from 0.6 mm rostral to 2.0 mm caudal from Bregma
Given values represent % regional metabolic activity in the PET sessions T (50% incompatible
and 50% compatible trials in randomized order), T¢ (compatible trials only), and T, (incompatible
trials only) with respect to Ty (neutral trials only; column 2-4) or T¢ (column 5). Underlined are
values significantly different from 100%, i.e. from values in Ty (column 2-4) or T¢ (column 5).
Shown are p-values uncorrected for multiple testing. I: left hemisphere; r: right hemisphere.
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Correlative approach

Here the search was for areas where metabolicitgctiorrelated with RT and/or ER
during T, and Tk, but not during € and Ty. The only area satisfying this precondition
was the anterior premotor cortex aMBigure 15), where metabolic activity was
correlated to ER during, Tleft aM2: R=0.99, p=0.0021; right aM2: R=0.99,005146)
and inversely correlated to RT during {left aM2: R=-0.96, p=0.0440; right aM2: R=-
0.86, p=0.1366). This indicates that with a hightt2 activity animals will respond

faster during conflicting situations but at thetomisa higher error probability.

A incompatible test (T,) B incompatible test (T,)
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Figure 15: Correlative approach: Error rates andeaction times in Simon tas
containing incompatible trials (Bnd Tr), plotted over metabolic activity in the left
C) and right (B, D) anterior premotor cortex (aM@) four animals. Significal
correlations were found in A, B, and C.
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4.1.4. Discussion

The purpose of the current study was twofold, ngnglto identify and study brain
regions involved in conflict processing in roderasd 2) to demonstrate that behavioral
FDG-PET is a suitable tool to analyze behavior ometabolic level in a complex
cognitive test like the Simon task.

Behavior

Our study confirmed the results of Courtiere et(2007) that rats performing a Simon
task displayed longer RTs and produced more etirormcompatible compared to
compatible trials. This was statistically signiintan the behavioral block, for both RTs
and ERs, while in the PET block only ERs were digantly elevated in incompatible
trials. Taken together, behavioral results indi¢htg a cognitive conflict was present in
incompatible trials, which was sufficient to produmetabolic changes in tasks with
mixed compatible and incompatible trials in the P&fuation. However, it is not
possible to disentangle metabolic responses to abhig and incompatible trials within
one PET session, because FDG-PET is a cumulatitieocheThe uptake measured one
hour after FDG injection is heavily weighted to thél metabolic activity prevailing in
the preceding interval when the animals were perifog the task. We thus had to
conduct control sessions in our PET study congjsiireither 100 % compatible £ or
100 % incompatible trials (J. In humans, the Simon effect is strongly reducedven
reversed in tasks that include 80 % or more incdiblgatrials ("practice effect”;
Sturmer et al., 2002; Melara et al., 2008; lanalet 2009), raising doubt whether the
present experimental design generated a suffidéexed of conflict in T. However, a
practice effect was not found in our rats, whickpthyed a significant Simon effect
additionally in tasks with 80 % incompatible tridisading to the assumption that ipar
high conflict level was present as well. It wasrdiere surprising that RTs during:T
and Ty were not reduced compared tg This may be explained by an order effect,
since PET sessions were performed in the sequayC&:;]I T, Tr, On average six days
apart with training in between. It may be possithiat rats further improved their
performance during the PET block, so that a legsmauced decrease of RTs

compensated a conflict-induced increase of RTs.in T
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Simon task versus resting state

According to numerous studies, energy consumptioa given brain area is mainly
determined by input activity (for review see: Ritend Villringer, 2002; Raichle and
Mintun, 2006) whereby excitatory and inhibitory utp cannot be distinguished.
Elevated FDG uptake can therefore be interpretednaeased afferent activity,
independent of spike rate of the neurons in thés.ain order to analyze brain activity
changes during the Simon task in general, we comipeDG uptake during one of the
Simon task variants with resting state)RAs Simon task we chose the task with 100 %
incompatible trials (), because it was conducted by the most animals.falied a
significant decrease of FDG uptake during the faskrain areas recently assigned to
the default mode network (DMN) in rats (Lu et &Q011), namely the prelimbic and
cingulate cortex as well as the retrosplenial coriéhis corroborates human PET and
fMRI studies demonstrating that the DMN containsaar with a high resting state
activity, for example the posterior cingulate andeaior medial prefrontal cortices,
which decrease their activity in attention-demagdaognitive tasks (Greicius et al.,
2003; Raichle et al., 2001). In addition, FDG uptalecreased in the septum and the
hypothalamus during, compared to R This may reflect a stress-induced activation of
these areas duringsRSung et al., 2009), because rats had not ydedt&naining when
the resting state scan took place and were therefot as familiar with the operant

chamber as during the Simon task scans.

Comparison of different Simon task variants

Brain areas involved in conflict processing arepaged to be activated when automatic
and intentional route processing lead to differeesponses. These areas should
therefore change their metabolic activity duringTP&essions involving incompatible
trials (i.e. during k and T, but not during ). As reference, a no-conflict control\(T
bilateral stimulus presentation, therefore ambiguspatial information) was used, and
reported activity changes were relative tQ, Tinless otherwise stated. We found a
conflict related increase of FDG uptake in theipwblc cortex. This is in line with other
conflict studies on rats (de Wit et al., 2006; Hawnldand Killcross, 2006), where the
prelimbic cortex, together with the anterior pédrthe cingulate cortex, was essential for
inhibiting the incorrect, competing response (Clsadaa et al., 2003) and therefore

seems to be involved in conflict resolution. FDGalke additionally changed in the
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right ventrolateral striatum (increase) and thd kbdrsocentral striatum (decrease)

during Tr and T, indicating that these areas are related to argtiocessing as well.

During the PET sessions involving compatible tri@flg and Tc), possible automatic
route facilitation may be reflected by increased@Dptake. However, we found no
spots of increased FDG uptake visible ig d@nhd Tc but not in T. This indicates that
facilitation, if present at all, was not strong agb to increase metabolic demand
significantly. We therefore hoped to increase maiabcontrast between maximal
conflict associated with automatic route suppressand minimal conflict possibly
associated with automatic route facilitation by pamng T to Tc rather than to N. A
decrease of FDG uptake in Versus E could then be interpreted as decrease of
excitatory activity of serially coupled automataute areas. An increase of FDG uptake
could reflect (1) an increase of inhibitory actyituring automatic route suppression, or
(2) an increase of excitatory activity reflectingnélict monitoring or resolution which
was not strong enough to be visible inof Tg versus K. We found an increased FDG
uptake in Trelative to T in the right Cgl region of the anterior cingulatetex, which
was not visible in Trelative to |. This most likely indicates a conflict monitoring
function in analogy to findings in human studiesplitating this region as the main
conflict monitoring area (Botvinick et al., 199%terson et al., 2002; Botvinick et al.,
2004; Kerns, 2006). Furthermore, we found a sigaift decrease in FDG uptake in the
right posterior motor cortex (pM1), suggesting thatomatic route suppression may
occur during the last stage of audiomotor integratiThis is in line with an event-
related potential study in humans, reporting "laea@tomatic route suppression in the
frontolateral motor cortex (Stirmer and Leuthol®02). The increase of metabolic
activity in the right dorsomedial striatum during dan as well be interpreted as
evidence for conflict resolution via automatic ®uppression, because this area is
involved in behavioral inhibition (Eagle and Baun2010). Furthermore, a small spot
of decreased FDG uptake was observed durijr(gdmpared to bothyand Tc) and Tk

in the dorsocentral striatum. This region receipegections from M2 and posterior
parietal cortex (PPC; Cheatwood et al., 2005), thedfact that metabolic activity was
additionally found to be lower in the ipsilateral2Miuring T, may therefore indicate
blocking of the motor basal ganglia loop (Alexand@ed Crutcher, 1990; Joel and

Weiner, 2000) during automatic route suppression.
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So far we have not explained activity changes aouyiin both T and Tc but not in the
other tasks, such as the decrease of activity foartte left aM2 and right aM1. We
preferred 100 % incompatible jTor 100 % compatible trials €J over a mixed design,
because metabolic patterns should be determinezhbytype of trials only. However,
one could argue that in the homogeneous tagkand T it could be possible for the
animal to ignore the relevant stimulus dimensiatckp and choose the correct response
side with the help of the irrelevant stimulus disien (side). In E, the animal has to
respond always towards the stimulus side, and, ialWays towards the opposite side.
Because the rats have never encountered homogetastssbefore, this new stimulus
side - response side association, if establishedl,aihust have been developed during
the PET session itself. Especially in the purelgompatible T task, we would then
expect RTs to decrease continuously during theisese the new rule based on
stimulus side is easier for the animal than thaebdaon pitch information. Indeed, we
found a steady decrease of RTs during theséssion. If the nature of audiomotor
integration changes during the task, metabolicviigtis supposed to be decreased in
pathways related to the pitch-based intentionatgssing route compared to the neutral
task Ty, where animals have to rely solely on pitch infation. In such a scenario, the
decrease of activity found in the left aM2 and tigM1 may therefore be interpreted as
linked to learning a new rule rather than causedabtomatic route suppression.
Although the correlative analysis (see below) sugpihe role of aM2 (but not aM1) in
conflict processing, further studies should rathee a high conflict control with 10 %
compatible trials. The conflict level would stilebhigh enough to determine metabolic
patterns, but the rats will have to use the torntehpt response side association
throughout the whole task. Interpreting metabolttgrns as associated with learning a

new association would then be ruled out completely.

Correlation of imaging and behavior

Conflict processing may not always be accompaniegrbfound changes of neuronal
activity, which alter the average glucose metabolsy more than 5 %. Instead, activity
changes may differ between animals, due to indaligariations in conflict-processing
capacity, or may remain below our detection thr&kh®hus, a correlative approach
might provide further insights: Metabolic activiof a brain area involved in conflict
processing may be correlated with behavioral parammealuring T and/or &, but not

during Tc and Ty. Consistent with this account, the activity of tleft aM2 was
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inversely correlated to RTs durings,Tindicating that fast animals had high premotor
activities. Furthermore, these findings correspomdll with data from humans
suggesting that the premotor cortex is involvedcamflict resolution (Egner et al.,
2007).

4.1.5. Synopsis

So far we have discussed activation patterns emgiigithe Simon task versus resting
state and comparisons between different varianteeBimon task independently from
each other. But how can we interpret the findirgt #n area of the DMN, the prelimbic
cortex, shows reduced metabolic activity during 8imon task with 100 % conflict
trials when compared to resting state, but incréastivity when compared to the no-
conflict Simon task control with 100 % neutral ksia(i.e., metabolic activity of
prelimbic cortex: B > T, > Ty)? Reduction of resting activity in the DMN during
cognitive tasks is currently interpreted as attéionaof the brain's self-referential
(excitatory) activity as a means of more effectvicusing on a task (Sheline et al.,
2009). Our finding can therefore be explained ire¢hdifferent ways: (1) Metabolic
activity changes comprise mainly alterations ofiexory input. DMN activity during
Tn is therefore more strongly attenuated than dufing2) DMN activity is attenuated
likewise during T and Ty, but the prelimbic cortex is engaged in conflicbgessing
during T, leading to a higher net activity. (3) Metabolictigity changes reflect
additionally inhibitory input activity. The prelinb cortex may receive strong
inhibitory input during T, but not during T, which would lead to an even more
effective attenuation of resting activity during Further studies are needed to decide
which alternative may account for the observedvatibn patterns.

Our results demonstrate that spatial responseictnéiccur in rats just as in humans.
Our imaging results show remarkable similaritiesthie pattern of activated regions
reported during conflict processing in human fMRIdses. The rat motor cortex (M1)
may be part of the automatic route or involvedtanfacilitation, while premotor (M2),
prelimbic and ACC may play a role in conflict rasttdbn and/or monitoring. Moreover,
conflict-induced automatic route suppression pregalynoccurs in M2 and M1 as well

as in the dorsocentral striatum (i.e., on the msige of audiomotor integration).
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4.2. Experiment 2: Electrophysiological correlatesf a rat Simon task

4.2.1. Purpose

The data of Experiment 1 show interesting insightse cross species comparison of
conflict processing, and opens novel opportunitesvestigate the anatomical basis of
conflict processing in a rodent model. We obtaiselid evidence that the ACCin rats
may be part of an automatic route processing aecktbre may play a role in conflict
resolution or monitoring as has been shown in hemBacause of these results and the
prominent role of the human ACC in literature wenteal to further investigate the role
of the ACC in conflict processing in the rat brailthough PET imaging gives
sufficient spatial resolution to detect brain regowhich are metabolically involved
during conflict processing, its temporal resolutienlimited to approx. 30 min in
behavioral PET. A satisfactory explanation of hdwe tat brain processes response
conflicts would have to demonstrate when the conéiccurs and how is it managed by
the brain. Therefore, in our next study we usetéobnique of recording event related
(local) field potentials (ERP; LFP) which allow tes determine when exactly during a
conflicting trial conflict processing takes plaae the rat brain. Furthermore, ERPs
allow selective averaging of different stimulus diions (i.e. compatible and
incompatible), whereas PET only allow block desigAsimal models of ERPshave
been developed for several tasks in order to gamhdr understanding of the
psychobiological processes which underlie theseefaans. In the present study we
used awake, freely moving, male Lister Hooded maith permanently implanted
electrodes for our auditory Simon paradigm in orgereceive further insight into the
electrophysiology of conflict and error processimghe rat ACC.

In the first step of this study we recorded stinsdlocked conflict-related LFPs during
the task and compared the waveforms of conflicang non-conflicting trials. If the
neuronal mechanisms of rat conflict processing vgegrelar to human mechanisms we
should find conflict dependent modulations. Theetirame 200 ms after stimulus onset
should be considered especially, as in humans 2@ Ns known to be modulated in
conflicting situations.

In the second step we compared withdrawal-lockedefeams of correctly conducted
trials and trials with error responses. We expettefind error-related components or
waveform modulations like those found in humansg éwample the ERN) 50 ms and

the error related positivity (Pe) 300 ms after cese). To examine electrophysiological
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correlates of rat error processing we needed a tasidition which generates a
sufficient number of errors for the analysis but so many that the rats lose their
motivation during the task because of decreasedrdsy Therefore we implemented a
randomized task like Flin Experimentl with 50% incompatible and 50% conipat
trials for LFP recording.

In Experiment 1 we found evidence that unlike husp@esponse conflicts in rats do not
depend on the rate of conflicting trials. To furtvalidate these findings we tested a
new group of animals for behavioral modulationses®jing on different conflict rates.
In addition, we conducted a behavioral task inaigdieutral trials, and compared these
with conflict and non-conflict trials. While duringxperiment 1, we compared a test
with 100 % neutral trials (J) with other tests, we now wanted to analyze nétriads
occurring among compatible and incompatible trgithin one test. We predicted that
the performance in neutral trials would be betwienperformance in incompatible and
compatible trials. If this were the case our augtit®imon task rat model could be used
to further examine sequential modulations of th@di effect and the existence of an
ancillary monitoring system as proposed by Stirraeral. 2002. These analyses
however are beyond the scope of this thesis ant beilreported but not further
discussed.

Furthermore, if electrophysiological correlates adnflict and/or error processing

diverge for different conflict rates, this couldlinate conflict adaptation processes.

4.2.2. Material and Methods

Animals and surgery

Twenty male Lister Hooded rats (Charles River Labmies, UK) were used for
operant conditioning. At the start of the trainnags weighed 250-270g, were housed in
pairs under an inverted 12:12 h light-dark cycld asstricted to 15 g food per animal
per day. Water was available ad libitum. The fingbe animals which reached a
performance level of 90% correct trials and a madiof 50 trials in 15 min, were used
for surgery and conducted the Simon experiment WER recordings. Six electrodes
consisting of stainless steel wires insulated vptiymide (0.005 inc, Plastics One,
Roanoke, VA) were used for LFP recording. The eteflg wire was held in place by a
prefabricated Teflon block, with three wires forckeéhemisphere in each block. The
electrodes were attached to the Teflon block byn@geylat glue and attached to the
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skull with dental acrylic cement. In addition, fasgrews placed at several locations on

the skull (sed-igure 16.) provided extra support.

Before surgery, rats received and injection of Righg0,008mI/100g) for analgesie
purposes. During surgery rats were anaesthetizednhglation of isoflurane and
received an injection of 0.1 ml atropine i.m. ider to reduce salivary secretion. Body
temperature was held constant at 37°C by a selflaégg heating pad throughout
surgery. The head of the rat was fixed in a stactmt frame (Kopf) and adjusted until a
flat skull position was obtained.

The electrodes were inserted intracortically aimatghe ACC, particularly the Cg 1
area. Stereotaxic coordinates of the recordings sitere derived from the atlas of
Paxinos and Watson (2007) and were 2.7 mm, 2.0 munla0 mm anterior, 0.4 mm
lateral and 2.4 mm ventral to bregma. The elecs@de.8 mm length were inserted 2.0
mm lateral and tilted 64° towards the midline tawidvthe blood sinus covering the
ACC. The reference and the ground were screw eldesr and were placed over the
cerebellum igure 16 C). After surgery the animals were housed indiviuafter a
one week recovery period rats underwent a retrgiplrase for another week before the
start of LFP recordings. The Animal Ethics Comnattef the Radboud University
Nijmegen gave approval for the procedures usebdisnstudy.
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Figure 16: Schematic diagram of the head stage setup for cabé®mnnection

on the rat skull. The head stage consist of a round connector (@rele) and

two Teflon blocks (white blocks) holding the eledes in place. The systen
allows measurement of 6 channels (three on eaclspbere) plus reference an
ground A) Coordinates of the Teflon blocks for electrodeplamtation,

transverse/coronal plane. B) Transverse planetiposof the stainless stee
electrode in the rat brain C) head stage setupedectrode distribution seer
from above. Stainless steel electrodes were imgtawith 3 on each hemispher
aiming at the area of Cgl. Crossed circles reptesgrws, numbers represent
channel number.

O J

[{%)

Apparatus for behavioral testing and LFP recording

The experiment was performed in four identical efmm operant chambers in which

LFP recording could be conducted in freely movingreals. Each box measured 25 x
51 x 70 cm and was placed inside a sound-attergualiamber. Both side and the back
wall were made of clear Plexiglas and equipped with cm inner lining at the top to

prevent the animals from jumping out of the boxe Tloor was made of opaque plastic.
As in Experiment 1 the front wall of the Skinnexbmas provided with a central nose

poke unit and two trough-like pellet receptacles either side, equipped with light
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barriers for measuring reaction and MTs. Pellegpéacles were connected to a motor-
driven pellet dispenser, delivering 45-mg precispeilets (Bioserv) as reward. Two
high frequency loudspeakers were placed behindpéllet receptacles to present the
sound stimuli. The acoustic stimuli consisted obt800 ms pure tones with carrier
frequencies of 10 kHz and 15 kHz, respectively, ansbund pressure level of 70 dB
(+/-2 dB, rise/fall time 5 ms). Rats were connectedthe recordingsystem with a
counterbalanced swivesystem allowing the animals to move freely. Thegphi the
cable had to be connected to the round connecttiteohead stage and fixated with a
screw which was caught in the center hole of thendoconnector. This whole system
was house made in cooperation with the technie#il st the Donders Institute.

All experiments took place during the animals' dafkase under red light and the

operant chambers were cleaned with 70% ethanoledtsh usage.

Experimental procedures

Operant conditioning
The operant conditioning was conducted in a sinfidahion to the protocol used in

Experiment 1 for the shaping of the Simon task§S-&jure 7).

Behavioral protocol

The actual experimental phase started two weeksr aftirgery, with one week
retraining. During the retraining the animals coctéd the last training step of the
shaping procedure (sound discrimination trainingase 3;Figure 7. C). The nine
animals each carried out four Simon tests witheddht ratios of conflicting trials. All

were concomitant with electrophysiological recogdin

(1) Simon task with 50 % incompatible and 50 % catiippe trials in randomized order
(Ts0%1)-

(2) Simon task with 80% compatible and 20% inconfbatrials (Too).

(3) Simon task with 20% compatible and 80% inconfbatrials (Tsoo).

(4) Simon task with 20% compatible, 20% incompatiéahd 60% neutral trials {den).
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The tests were performed on ten consecutive dégging with Tson and increasing
conflict probability on each following day. On déye, rats performed again aoln
and afterwards thesdy, test for five consecutive days.

The RT Figure 6) was taken as the time between the start of tHéay stimulus and
the withdrawal from the nose poke unit, while MTsnmaken as the time from nose
withdrawal until entrance of the pellet receptadibe trial was terminated if the nose
was withdrawn within the first 1.5 s, while trialgith RT >1s or <100 ms were
discarded offline. ER was taken as the percentdgerang choices, and was arc-sine
square root transformed before statistical analysifects of conflict probability and
condition on RT and ER were estimated with two-wegeated measures ANOVA (see
results for factorial design) and Holm-Sidak coreelcpost hoc comparison. Statistical
computations were conducted with Sigma Plot (versid.0, Systat Software, Inc.).

Significance leveld-level) was set at p<0.05.

Order effect

The experiments were arranged with increasing fmdbaof conflicting trials. One
could argue that the order of tests through thiemtint test days could have led to an
order effect. It is known that human subjects pecaay an incompatible spatial mapping
before performing a Simon task can eliminate orneveverse the Simon effect
(Tagliabue, 2000; Proctor & Lu, 19p%or this reason we started our experiment order
with Tgoeen including 20%I and 20%C trials and continued wigists with increasing
conflict probability. After Bow We performed again aesden test to reset any order
effect. The high amount of neutral trials shouldddo the “reset” and the low amount
of conflicting and non-conflicting trials (20%) dlid sustain a training level for both
kinds of conditions. Afterwards we started thg.J block based on an assumed practice
baseline. We favored this order over a randomizgaaach, as the latter assumes that
ordering and practice effects should be suppreaséitmetically, which needs a high
number of tests, subjects and trials. Because we lwrited in all these variables, we
preferred the increasing complexity approach. Tioeeewe could not completely
exclude the possibility of conflict adjustments ptlee test days.

In order to achieve an appropriate humber of etnats for our EEG averages to
analyse error processing, we had to repeat the % mpatible task on five
consecutive test days and calculated averaged RTamd EP for each animal over all

test days.
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Even though we found no general interaction ofdisctest day and compatibility (see
behavioural analysis page 66) for ER and MT we dbangeneral interaction for RT.
However we could not isolate the groups which diffem each other as the post hoc
test did not demonstrate a difference betweenesis bn test day one to test day 3. As
the Simon effect itself was present on all testsdaye argued that this was a suitable
technique to produce a sufficient amount of emaid for statistical analysis. However,
we cannot completely exclude the possibility ofiafluence of conflict adjustments

over the five days of testing.

LFP recording

During the last two days of the retraining, ratgeveonnected to the recording cables in
order to habituate them to the connecting procedtite recording cables were able to
rotate freely by means of a swivel, allowing theénaads to move freely. Signals from
the active electrodes were measured by differeatighlifiers together with the signals
from the cerebellum reference electrode. A potédifference was measured between
the output signal of the differential amplifier atite signal from the ground electrode.
The signal was filtered with high-pass and low-pi$srs set at 0.1 Hz and 500 Hz,
respectively, and sampled at 1024 Hz. The acquisitsoftware WINDAQ/Pro
(DATAQ Instruments, Akron, OH) was used for datguasition.

Histology

After completion of the behavioral tests, rats wanaesthetized with an overdose of
sodium pentobarbital (0.8 — 1.0 ml, i.p.) and psefll with saline followed by
paraformaldehyde and potassium ferro cyanide (2B®fore perfusion a small
electrolytic lesion was made at the tip of the etates. This left an iron deposit, which
reacted with the potassium ferro cyanide leading bdue staining at the recording site.
After the brains were removed and post-fixed imfimmaldehyde, they were sectioned
coronally (40um) with a cryostat. Slices containing the electrodek were stained

with cresyl violet.

LFP analysis
Brain Vision Analyzer (Brain Products GmbH, MunidBermany) was used for pre-

processing. For averaging, the EEG was segmentedepochs ranging from 200 ms
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before until 800 ms after event onset. There wéreet different events: Stimulus,
reaction (= withdrawal from nose poke unit) andomse (= entering a pellet feeder).
Baseline correction was conducted 100 ms beforetgve

Statistical LFP analyses

Single-datapoint-analyses:

Data preprocessing and statistical testing was dmirgg custom routines in Matlab
7.10.0 (TheMathWorks, Natick, MA) Subsequently, tts#a was downsampled to 250
Hz (from the initial 1024 Hz). To compare betweenditions (errors. vs. correct trials /
incompatible vs. compatible trials), we computed-sided within-subject t-tests. Due
to the absence of strong a priori hypotheses alioeatranges of interest, individual t-
tests were computed for each datapoint following #vent of interest (Stimulus,
Withdrawal, Response). The resulting array of ptgalwas corrected for false positive
using the false-discovery-rate correction methddRFBenjamini, Krieger & Yakutieli,
2006).

Bin-analyses:

Data preprocessing and statistical testing was dmigg custom routines in MatLab
7.10.0 (The Math Works, Natick, MA). To compareveen conditions (errors. vs.
correct trials / incompatible vs. compatible tr)alsvo-sided within-subject t-tests were
computed on 50 ms (Brass et al. 2005) wide bingnbety at the onset of the critical
events (Stimulus, Withdrawal, Response) to 800 atieviing the event (16 bins). This
was done because of the absence of a strong a lpyjmothesis concerning the time-
ranges of interest. The resulting array of p-valwas corrected for false positive using
the false-discovery-rate correction method (FDRnjBmini, Krieger & Yakutiel,
2006).

4.2.3. RESULTS

Histology

Histologically verified electrode locations are mlasyed in Figure 17. Electrodes
reaching the region of the Cgl were subdivided thtee different groups (anterior;
center; posteriorFigure 17) on each hemisphere (left hemisphere; right hemeisg)
depending on their location relative to bregmactteles between 3.7 mm and 3.2 mm
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anterior to bregma were labelled Cgl anterior, betw3.0 mm and 2.5 mm Cgl center,

between 2.2 mm and 1.5 mm Cg1l posterior.

Figure 17 : Electrode positions. Numbers represent anterior coordinates in
relative to bregma. Atlas plates are adapted froexifds and Watso
Abbreviations: Cgl, Cg2: anterior cingulate corea 1 and 2; M2: premo
cortex; PrL: prelimbic cortex. Electrodes were sulad intothree different grouj
dependingon transversal location in the area of Cgl (frdgtaly, center/blu
posterior/green). Red square shows the electrodd which detected the LF
shown in the rat EEG results. A) horizontal secti@) transversal section,)C
sagittal section, left hemisphere. D) example tiistological sectiorwith an atla
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Behavioral analysis

A two-way repeated measures ANOVA on RTs, with thetors compatibility and
conflict probability, revealed a significant maifieet of compatibility [F(1,16) = 88.88,
p<0.001] Figure 18a). Additionally, a Holm-Sidak post hoc test demuoaied
significantly higher RTs for incompatible trials mpared to compatible trials for all
different conflict probabilities Kigure 18b.). The difference in mean RTs between
incompatible and compatible trials was 82 ms ig,I85 ms in Ty, and 77 ms in doos
There was no significant interaction between thetoid compatibility and conflict
probability [F(1,16) = 0.093, p = 0.911].

Similar results were found for MT [F(1,16) =32.6%,0.001], although the differences
between the mean values of incompatible and cobipdtials was smaller: 32 ms for
T200 15 ms for B, and 17 ms for does). Although there was no main effect of conflict
probability [F(1,16) =2.858, p=0.087], the post hest indicated significantly higher
MTs for incompatible trials in Zo, compared to oo, and Tgoos.

A repeated measure ANOVA on ER, with the two fastoompatibility and conflict
probability showed a significant main effect of quatibility [F(1,16) =9.86, p=0.014]
as well. The subsequent Holm-Sidak post hoc testated significantly higher ERs for
incompatible trials in Joo (+13%) and Foo, (+7%).

Although there was only a trend for an interactimiween compatibility and conflict
probability [F(1,16) = 3.42, p=0.058], the post hest indicated significantly lower

ERs in incompatible trials forgy, (6% error) compared toxds, (14% error).
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The evaluation of down led to similar outcomes as the three other taSkere was a
significant main effect of compatibility on RT [K({®)=18.93, p<0.001], MT
[F(2,16) = 25.46, p=<0.001] and ERs [F(2,16)=1428).001]. The post hoc
comparison confirmed significantly higher RTs anBsEduring incompatible trials
compared to compatible and neutral trials. Thers m@observable difference between

compatible and neutral trials.

In order to achieve an appropriate number of drrals to analyse error processing by
EEG, we repeatedsdy, on five consecutive test days. The recordingsvof@nimals on
test day four had to be discarded due to techmoalblems and one animal lost the

headstage after test day four and could not ppéieion test day 5. Due to the missing
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values on test day four and five comparison betweshdays could only be performed
for the first three test days. A two-way repeateshaures ANOVA with the factors test
day and compatibility revealed a tendency of fa@tderaction in MT [F=(3.527) p =
0.054], no interaction for ER [F(1.689), p = 0.216lt a factor interaction for RT
[F(1,16) = 4.125, p= 0.036]. However, the post lommparison demonstrated no
significant differences for the different tests. & could not statistically prove a
difference between RTs in incompatible and compatibals between test days, we
calculated averaged RT, MT and EP for each animaraverage over all test days
(Figure 19). Similarly to our analysis for the first test désee above) a one-way
repeated measures ANOVA with the single factor catibpity demonstrated
significant main effects on RT [F(1,8) =111.22, @3], MT
[F(1,8) =53.096, p<0.001] and ER [F(1,8) =20.0104002] with significantly lower

values in compatible trials.
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Figure 19: reaction times (RT), movement times (MTand error rates (EP) for
five consecutive test days of T50% with 50% confltgorobability , combined witt
EEG recordingError bars represe SEM.

EEG analysis

The shown LFPs are derived from the left posteglectrode subdivision. This pool of
electrodes was the most representative for the ratdns mentioned later. It contained
the most correctly placed electrodes and demoesithe highest amplitudes. All other

pools demonstrated similar results, with amplitut®eases from anterior to posterior

65



sites. Possible lateralization effects and cleamalination of the modulation were
difficult to investigate due to technical limitati® which will be discussed later.

In accordance with the literature of conflict presiag, the N2 is related to stimulus
processing. Therefore, we compared stimulus-lockéePs from the ACC of
incompatible and compatible correct trials. The &F€onsisted of several early
components and a relatively large negative compostmting at 150 ms lasting for
several hundred milliseconds. T-tests demonstigtaficant differences in amplitude
between incompatible and compatible trials aftem@ius onset between 150 and
450 ms and 520 and 750 ms (p<0.05 uncorreétedire 20). When analyzed for time-
bins, compared to incompatible trials LFPs for catiipe trials showed a significantly
more negative-going amplitude of -138uV (measuredmf baseline, OuV) for
compatible trials in the time range of 200 ms af@ &s and a more positive-going
deflection with an amplitude of -118uV between 5%® and 800 ms. The detected
differences were highest on the posterior elecsqg@esterior Cgl). We found these
results not only with averaged data but also onngles subject level (see example
Figure 21).
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Figure 2Q: Grand-averaged LFPs elicited after stimulus onset
compatible (red line) and incompatible (black line) trials in the rat
experiment T50%. Grand averagevas averaged over five test days
recorded from electrode pool left, posterior Cgdd(square ifrigure 17).The
time-bins between 200 and 500 ms and 550 and 806hmw significar
differences in amplitude between incompatible aothgatible trials.Black
blocks show uncorrected p values, gray underlayvshgignificant timebins
Pre-stimulus baseline corrected.

S: stimulus ons
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Figure 21: single subject example for LFPs elicited after stimulus onset i
compatible (red line) and incompatible (black line)trials in the rat experiment
T50%. Grand average was averaged over five test dagsrecorded fror
electrode pool left, posterior Cgl (red square igufe 17).The time rbme:
between 200 and 450 ms and 520 and 75Ghwwv significant differences
amplitude between incompatible and compatiblelstrigellow underlay showDR
corrected p values. Petimulus baseline corrected. Abbr. Com: compatibbs,
Inc: incompatible trials

S: stimulus onset

The time range of the observed negative amplitude lcated in the vicinity of the
MT. Furthermore, to discriminate between conflicigesses and motor or reward delay
processes, we analyzed the measured signals imoreta MTs. For this reason we
divided MTs in slow and fast categories for compatiand incompatible correct trials
by a within-subject median spliFigure 22). We found the highest amplitude (-170uV,
measured from baseline) in fast compatible trid the smallest amplitude in slow
incompatible trials (-120uV). Because we could sex discreet peaks it was difficult to

determine the correct latency. However, by inspectine amplitudes one could observe
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that the amplitude for fast compatible responseaslires its maximum earlier in time,
followed by the amplitude for slow compatible respes (-150uV), which was in turn
followed by the amplitude for fast incompatible pesses (-130uV) and finally by the
amplitude for slow incompatible responses (-120uV).

MTsplitCCvIC @ channel Cg1lh, condition: 50, Timelocked to S , Subjects Present: 8

uv 1001 .
------- compatible slow
------- compatible fast

% . N incompatible slow

50 . E )\ N [ incompatible fast

-50

-100

-150

-200

S 100 200 300 400 500 600 700 ms

Figure 22: Grand-averaged LFPs elicited after stimlus onset and split by
movement timesfor slow and fast movement time responses of ctitvipaand
incompatible trials. Grand average was averagedfoxetest days and recorded
from electrode pool left, central Cgl. Fast moventiemes in compatible trials
demonstrate the most negative activation, whedeasresponses in incompatible
trials demonstrate the less negative activatioocl indicate regions where the p-
value of a t-test was below 0.05. Black blocks mparison compatible trials; grey
block = comparison incompatible trials (no sigrafit difference); dark grey =
comparison of the most deviating amplitudes.

S: stimulus ons

As the ERN is supposed to be in relation to theaarroneous response, we compared
withdrawal-locked LFPs of correct and error trialfie LFPs consisted of a relatively
large negative, slow component starting at 200 Especially in the time frame

between 190 and 320 ms significant differencesmplaude between correct and error
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trials were evident Higure 23 ;p<0.05). After time-bin analyses, we found a
significantly higher amplitude for error trials fhe time range between 250 and 400 ms

in comparison to correct trials.

v Err vs Cor @ channel Cgllh, condition: 50, Timelocked to W , Subjects Present: 7
100 - :

----correct
---- error
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-200

w 100 200 300 400 500 600 700 ms

Figure 23: Grand-averaged LFPs elicited aftewithdrawal from the nose
poke unit in erroneous (red line) and correct (blak line) response trialsin

rat experiment T50%. Grand average was averaged over five test days (
and recorded from electrode pool left, posteriot Qgd square in Figure 17)
The time-bins between 250 and 4068 show significant differences
amplitude between correct and error trials. Prenglis baseline corrected
Black blocks show uncorrected p valu€sray underlay shows signific:
time-bins.

W: withdrawal
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4.2.4. Discussion

Behavior

As predicted and in line with our first study (Maet al., 2012) we were able to
replicate the results of Courtiere et al. (2007)deynonstrating that rats performing a
Simon task displayed longer RTs and produced moogsein incompatible compared
to compatible trials. This was statistically sigraint for both RTs and ERs. In general,
the observed Simon effect in Experiment 2 was georthan in Experiment 1, while
overall response times (RT+MT) were longer in Expent 1 than in Experiment 2.
This is in keeping with several studies on humahsckv show that the Simon effect
decreases for slower responses (e.g., see Homr@dl Y&n der Lubbe & Verleger,
2002). Surprisingly in the present study we detgcdditional significant differences
in MT between compatible and incompatible trialiich means that the Simon effect
persisted within the period of actual movement.rélee two possible explanations: 1)
variations in the setup (i.e. technical differences 2) animals in both experiments
adopted different response strategies. Both pdisigbiwill be discussed below. If the
animals demonstrate adaptation on the level otudfit response strategies, it may be
possible that they also adapt their behavior ipaase to the actual conflict (i.e on a

macroscopic scale.) over several trials.

Technical discussion

The occurrence of the Simon effect in both RT and dduld be explained by the fact
that the general setup was slightly different irp&xment 1 compared to Experiment 2.
Both were conducted in different laboratories (Expent 1 was conducted at the MPI
for Neurological Research, Cologne; whereas Expntr2 at the Donders Institute for
Brain and Cognition, Radboud University, Nijmegemth the same protocols, but
different hardware. While the speakers in Experiniewere above the Pellet through,
in Experiment 2 they were slightly lower and pairtthee pellet through. This changed
the angle of sound presentation to the rats andhtntigerefore have resulted in better
discriminability. This would have led to greatentdin effects (Hommel, 1994) at least

in horizontal stimulus response arrangements.

Moreover, the nose poke unit was built slightlyfeliéntly. While in Experiment 1 the
nose poke unit was bole shaped with a photobeameinshe nose poke unit in
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Experiment 2 was a plate with a hole and a pho@anbattached on the outside.

Therefore, the actual nose poke recording coule leen slightly different.

Another explanation might be that we used rats fromo different suppliers
(Experiment 1: Janvier; Experiment 2: Charles River general, this should not have
an impact. It is common practice to use differamppdiers in different studies as it is
assumed that all animals of the same strain ardyniientical. Nevertheless, some
researchers have demonstrated differences betwieesatme rat strains from different
suppliers (Palm et al. 2011). Experiments condudtedhe MPI for neurological
research (unpublished work) for example showedahanhals of different supply origin
have diverse hearing thresholds. Even though weatgrove that this is the reason for
the different observations, it remains an explamathat should be kept in mind.

It is worth noting that these set up differenced ha general effect on the Simon task
itself. These differences should only lead to reduRTs without having an impact on
the Simon effect, which is exactly what we observidte Simon effect was present and
detectable in both experiments. However, the faet tthe Simon effect during

Experiment 2 was observable in MT as well needhéurdiscussion.

Regular choice tasks commonly used to produce itn@rseffect are dissimilar to the
experimental procedure we used in our task. Tylyicahly the response time of a
reaction is measured (i.e. RT+MT). This was not ¢hee in our task, as here it was
crucial that the head of the rat remains in placertsure that all auditory stimuli reach
the ear at the same angle and with the same imédrame difference. In order to
accomplish this, we used a nose poke system. Thantabes of this system, in
comparison to others (e.g. lever system used bytieéoe) is the constant position of the
rat, with particular focus on the position of theald which remains stable over all trials.
This results in a more precise transition from ¢nel of RT to the start of MT due to
movement characteristics. A nose poke only requiesd movement, whereas for a
lever press, whole body movement is needed. Additip, Courtiere demonstrates in
his studies that the lever force has an effect ®n\Rith our nose poke approach we
circumvent these problems. These disadvantagesl ¢@myve been the reason why the
MTs, though measured in the study of Courtiere evltbagues, were not reported or
discussed. Instead they focused solely on RT. iEhisgrettable if one considers results

from other human studies, which reveal that sefmaraif response times in a Simon
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task leads to further insights into the chain o$panse processing and strategies
(Hiedtanen and Rama, 1995). In order to measuterelit time points precisely, which
gives us the ability to differentiate between cltisee periods (i. e. separation of RT
and MT), we favor the nose poke approach. The a#parof reaction or decision and
the motor part of the response gives us the oppitytito observe each process
separately. In this manner it is possible to i} pdwe different correlated potentials from
one another by time locking the ERPs on differenetpoints and ii) have a closer look
at response adaptations such as various strategah. will be discussed in the

following paragraphs.

Response strategies

A more likely explanation for the observation thmExperiment 1 the Simon effect was
only demonstrated for RTs, whereas in Experimenitwas evident for both RT and
MT, apart from the technical variations, is thaeé trats adopted different response
strategies in the two experiments.

Human studies have shown that whether facilitatbointerference components show
up in RT or in MT depends on the response strasetppted by the subject (Rubici et
al. 2000). One strategy is starting the movemedtraaching for the target location as
soon as the stimulus appears (fast respongg, R this is the case, the Simon effect
should be more pronounced in MT. The other straisgp wait with the movement
until the decision is completely programmed, in ebhcase the Simon effect should be
stronger in RT (slow responsegdR). If error commission is of little consequencegrth

a fast response {R) is a good strategy, but if the likelihood of pslmnent (or reward
omission) increases, a change to more cautioudegiea to avoid unpleasant
consequences is of advantage.

Which plan is chosen depends on individual vanigbdnd on the instruction. Human
subjects can be instructed to follow one or theeodpproach. In our case, the animals
in Experiment 1 seemed to use thg/Rwhile animals in Experiment 2 used thgsR
strategy. As rats cannot be instructed to withhtblkir response until the decision is
made, and have a huge motivation to receive a tbwatentionally the R strategy
should be preferred (i.e. speed over accuracysk iBithe case for Experiment 2. On the
other hand, animals in the first experiment coneditinore errors in general and

therefore seemed to choose the safer strategy (Re. accuracy over speed). This
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could be an explanation for the difference in fimgsi but has no effect on the general
validity of either experiment. In both strategid® tSimon effect still occurs at the
response selection stage which is consistent wéldtial route theory.

Nevertheless, the type of strategy used has tceterrdined as it will be important for
our further ERP study. Depending on the implemerdpgroach, conflict or error
related components should show up at different pwiats during the ERP.

As it seems that rats show different adaptatiorstrategy on the level of responses (i.e.
microscopic scale) it could furthermore be possibigt they additionally adapt their
behavior for long term strategy changes in respdaste level of conflict (Macro-
adjustments of behavior; Ridderinkhof et al., 20@8)ch will be discussed later.

In Experiment 1 we found no effect of conflict patdility. In contrast, results of the
second experiment showed decreased MTs in incobipdtials and decreased ERs if

conflicting trials were frequent, which indicateseadency to adapt to conflicting trials.

Conflict frequency

As we found different response strategies in bogheaments, we additionally tested
for long term strategy changes in response (Madjoséments of behavior) to changes
in the task setting (i.e. increased or decreasatlicoprobability). In Experiment 1 we
needed this information to be sure that we hadfecmntly high level of conflict in our
PET experiment to detect metabolic changes. Thexefound no effect of conflict
probability, which is contradictory to findings inuman literature. In humans, the
Simon effect is strongly reduced or even reversethsks that include 80 % or more
incompatible trials ("practice effect"; Stirmeradt, 2002; Melara et al., 2008; lani et
al., 2009). To further corroborate this observatiore again tested for behavioral
adjustments to conflict probability in the presshidy. In Experiment 2 the observed
Simon effect in RT and ER was highest ipyd, but similarly to Experiment 1 we
found no general effect of conflict frequency. #ems, in line with what had been
proposed by Courtiere, rats are not able to redbeeactivation of the automatic
response towards the stimulus (Courtiere, et aD8P0even if the incompatible
condition is frequent.

In Experiment 2 we found no general effect of cebfirequency either. However, the
ANOVA on ERs just missed significance for factomfict frequency (p=0.058) and

the post hoc test for MT comparison demonstrateddo MTs for incompatible trials
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during the low conflict test zby. These findings at least demonstrate a tendency
towards conflict adjustments dependent on corfilejuency in rodents.

If this effect had been found for RTs as well, thcauld have been attributed to the
strategic use of irrelevant stimulus informationhielh means that with increasing
conflict probability the subject may have tendedstppress location based automatic
route activation more strongly than for probabiligvels below 50%. Furthermore,
attentional divergence effects would more likely hanifested in RT, although this
appeared not to be the case in our experimentgealhsconflict related adjustments
were only observable in MTs of incompatible tri@ad in error proportion. This
suggests that there are conflict adjustments or ewoidance processes that take place
at a later stage during response processing. Tdreréfis possible that processes which
produce performance facilitation have to occur lme tstage preceding the motor
initiation and prior to the processes that causspamese interference. This is in
accordance with a theory which was established iggaHen and Rama (Hietanen &
Rama, 1995) for a visual Simon task setup.

Taken together, the behavioral differences betwEgperiment 1 and 2 could be

explained by means of different response strategies

An additional explanation could be the general grenince level which was lower in
Experiment 1 during training (85%) and before thetered the test phase of the
experiment. Animals in the second experiment wéte t reach a level of 90% correct
trials during training and entered the test phafier & 90% performance level.
Potentially the animals in the first experiment Idolnave had bigger problems
overcoming the general Simon effect which leaves aamnitive capacity for
incorporating the general conflict frequency. Imtast, animals in Experiment 2 were
highly trained and committed less errors. Consetipefurther improvement of
behavior could only be accomplished by behaviodglgtments.

Electrophysiology

Our PET study gave evidence of comparable netwiork®nflict and error processing
including the ACC. Furthermore, regarding the ag@&® of the rat ACC connectivity
and function which were described in the introducti we predicted comparable
electrophysiological correlates in error and camflprocessing. We time-locked the

ERPs to different response time points to sepateedifferent correlated potentials
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from one another. We time-locked the conflict rethpotentials to the stimulus, as it is
thought that a conflict potential should precede alstual reaction. We did not expect
the conflict related deflection to have the samianity (positive/negative) as observed
in human studies. Due to the fact that we measimtegicortical LFPs in our rat study

the polarity of the deflection is dependent onltyer in which the electrode is located
and its depth. In terms of human EEG, which iswaetifrom the scull, conflict related

negative potentials like the discussed N2 (seeodiniction) are usually demonstrated.
Thus we predicted a deflection in the time rang#efN2 in particular.

While the conflict related potential should precede reaction (i.e. the withdrawal in

our setup) the error related potential should ¢yos®low it. For this reason we locked

the error related potentials to the time point athdrawal. With the aforementioned

constraints we expected a deflection in the tinmgeaof the ERN and/ or thi. These

time locks will be discussed below.

Electrophysiology of conflict

The major finding from our conflict and non-conflicFP comparison is an
enhancement of a large negative deflection (whithbe referred to as P) and a late
positive deflection ([) in response to compatible trials compared tonmgatible trials.
Given that both components 1) varied with the leoklconflict (compatible: non-
conflict; incompatible: conflict), 2) have theirigoe within the ACC or at least in its
proximity due to the coverage of the LFP recordamgl 3) showed amplitudes in the
time range between 150 ms and 450 ms for tharid between 520 ms and 750 ms for
the D, the O, might be comparable to the human N2 andt® the late positive
component (LPC). The N2 is thought to be generhyethe ACC (Carter and van Veen
,2007) and might reflect the resolution of a cantfbhetween competing responses under
uncertain conditions (Bland and Schaefer, 2011P BRidies in literature demonstrated
increased negative amplitudes (N2) for incompatilpials compared to compatible
trials in conflict tasks like the Stroop (Liotti at., 2000) and Flanker taskdowever,
the negative component {Dwe found was even more negative for compatitéde ttor
incompatible trials while the LPC was more positisecompatible trials. We may thus
conclude that in our study positive amplitude igelated to higher conflict.

A further explanation could be that the Eeflects more motor or even premotor and
transient activations, possibly correlated to tegainty of a correctly given response or

rather, to a reward prediction. Results from our gglit calculation support this
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account. Higher conflict and longer MTs, which icatie a higher level of uncertainty
and predict a lower reward probability, or evenhhigror likelihood, display lower
negative amplitude. In contrast, low conflict wihorter MTs, indicating a high level of
certainty and reward probability and a small erligelihood, display the highest
negative amplitude. This could be confounded by fdwtor of reward delay as we
found the highest MTs in the incompatible slow atiod. A plausible assumption for
our observations could be that higher certaintyldeto a stronger activation in the
motor system due to the increased invigoration. tA®o possible alternative
explanation for Dn and conflict related activityshbeen put forward by Brown and
Braver (Brown and Braver, 2005) who proposed that ACC is a predictor of error
likelihood and therefore a more downstream recip@nthe conflict signal than the
upstream conflict monitor. In this case, the catfiiiself is detected and resolved
upstream to the recorded signal. This implies that decreased [Oin incompatible
trials could demonstrate the consequences of aegireg (motor) inhibition of the
automatic route, originated in areas of the premototex and afterwards processed in
the anterior cingulate cortex. The increasgdrDcompatible trials then demonstrates a
preceding activation/facilitation of the automataite.

The conflict monitoring account of the ACC certginhnnot be ruled out in favor of the
error likelihood account. Unfortunately, responeaftict and error likelihood as well as
reward probability and level of uncertainty areitglly confounded variables, making
it difficult to distinguish the theories empiricall Moreover, it is possible that we
obtained these results because the LFP may dispéageneral activity insufficiently.
This means that a higher negativity does not necdgsmean more activity.
Additionally, less negative variations from baseliactivation can be correlated to
increased conflict related activity. This posstlilkannot be ruled out at this time.
However it may be concluded that there is a candlectainty/error predicting signal
assessable in the proximity of the posterior pdrtthe Cgl area which reflects
compatibility and certainty effects.

This is highly remarkable, as other studies on ptga (macaques) could not
demonstrate conflict-related signals carried by $kPthe ACC (Emeric et al., 2008).
Only error and feedback related potentials in tlefggmance monitoring field
potentials of the macaque ACC were found (Gemlah £1986, Emeric et al., 2008).
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Electrophysiology of errors

A general problem of studying errors in an animadel is the fine line between
accumulating enough errors for analysis and hattrganimal motivated enough to
carry on with the task. This makes it difficultreceive an adequate amount of averages
for error trials to display a clear LFP. This pmsea statistical challenge, and is one of
the reasons why our results for the error correatarison do not reach significance.
From what we know from previous literature we woblave expected to find a ERN
potential after the reaction in an erroneous respoand a following Pe. Both
components are thought to follow the reaction nathan to precede it. This is why we
looked for withdrawal-related components, as ththdvawal represents the first time
point of response selection. Unfortunately, we dawdt find an ERN like deflection.
What we did observe was a negative sloping curvetaiming some peaks after
withdrawal.

As the negative slope appeared not to be modulatedsponse type, we tested whether
it could have been an effect of baseline correctés the stimulus locked potentials
included powerful activity in the time frame befosthdrawal, this could have had an
effect on the baseline correction. Every kind ofddee correction has different
advantages and/or disadvantages. Pre-stimulusiteselfor example, seem to be
dependent on certain factors like age (Falkensg0) and pre-response baselines are
dependent on RT latencies. However, both kindsaskeline corrected ERPs usually
differ between correct and erroneous responses gampi992; Hohnsbein,1998).
Therefore we tried two ways of baseline correcti@me ‘normal’ correction 100 ms
before withdrawal and one baseline correction 5®afere stimulus. This has however
not led to crucial differences. In both cases oasitye peak was more positive for
error than for correct trials (time frame 200 ms 280 ms), or at least showed a
tendency to be more positive, as the statisticalyaes confirm significant differences
for the time-bins from 250 ms to 400 ms. Whethés tomponent is Pe- like or not is
difficult to determine because the Pe itself isuffisiently described in human

literature.

Although the aforementioned LFP study with primatémeric et al., 2008) found no
evidence of conflict-related LFPs in the ACC ofnpaites, they were able to demonstrate
error- and feedback-related potentials in a saceadmtermanding task. The error-

related positivity in the grand average began & 8% and peaked 424 ms after the
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onset of the error saccade. Therefore the LFP igobnappears to be an adequate
measure of error-related potentials.

Two obvious reasons why we did not detect ERN Igaentials are that error
processing could be different in humans and primmatecomparison to rats, or that it is
task dependent. The second possibility is favonethb present investigation because
the Simon effect was present in both reaction anid M comparison to a saccade
countermand task, in our task the error processpmpars to have occurred somewhere
in between the reaction and MT. Hence, the ERNcbalve been blurred over these
time points. The Pe on the other hand is a lontn@asieflection which may therefore
have persisted over time. These assumptions coelGdaressed by conducting a
comparative Simon task in humans or primates {tlide addressed in Experiment 3).
In conclusion, although we could not find signifit@rror-related potentials in the LFP
measured in the rat ACC, it is interesting thatfaend a tendency for Pe deflection.
This makes the rat model a promising alternativprimate studies to investigate error
related potentials.

Comparison to Imaging

With regards to Experiment 1, we cannot definityvedject or support either the error
likelihood or the conflict monitoring account, asth receive support from our imaging
results.

The theory of error likelihood, which maintains tlilae ACC is a more downstream
recipient of the conflict signal is supported bg ttomparison of Tand T in the PET
experiment. We found a significant decrease in Flifgake in the posterior motor
cortex (pM1), suggesting that automatic route seggipn may occur during the last
stage of audio motor integration. This is in linghathe conclusion we draw from our
D,.. The O, was a rather late component with a maximum at @B60 ms and gave
evidence of a preceding (motor) inhibition/suppi@ssof the automatic route in
incompatible trials. It is possible that the meagutomponent was not generated by the
ACC were we had the tip of our electrodes. As LRBge a range of approximately
3mm it is also possible that the component was rg¢e@ by the anatomically very
close posterior M1. This is especially supportedh®y fact that the component had its
maximum at posterior ACC electrodes.

In favor for the conflict monitoring theory we amglithat a higher negativity does not

necessarily mean more activity in itself. Furtherepydess negative variations from
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baseline activation could also be correlated wittreased conflict related activity. This
goes in line with the observations of our comparigsd the DMN activity which
demonstrated reduced activity during the cognitagk in contrast to baseline DMN
activity. Particularly striking was a reduced aityivn the ACC during the conflict task
T, in comparison to the non-conflict control task, We propose three possible
explanations:

(1) Metabolic activity changes comprise mainly @tens of excitatory input.

(2) DMN activity is attenuated likewise during and Ty, but the prelimbic cortex is
engaged in conflict processing, leading to a higtetractivity.

(3) Metabolic activity changes reflect inhibitonpiut activity.

Nevertheless, all these explanations are applidabder findings of decreased negative
amplitude in incompatible trials and increased fpasiamplitude in compatible trials
compared to baseline in the LFPs of the ACC if asgumes that the “baseline” in the
ACC represents a general level of activity as a parthe DMN. Using the LFP
technigue we were able to measure compatible armipatible activations at the same
time point, albeit limited to certain areas (ilee tACC) and their proximity. If we take

both these points into account we can raise thossiple extended assumptions:

1. Activity changes in ACC comprise mainly alteration$ excitatory input.
Baseline activity in the ACC is weaker attenuatadrdy incompatible and even
less attenuated during compatible trials, whichisetm a faster motor execution
of the response in compatible trials.

2. The net activity is generally attenuated, but theéCAis engaged in conflict
processing. A smaller deviation from baseline tfeeeedemonstrates increased
conflict processing.

3. Strong inhibitory activation during conflict in th&CC leads to suppression in
incompatible but not compatible trials.

Considering these assumptions together it cannaoheluded with certainty whether
the ACC is part of bottom up or top down controt lus quite clear that the ACC is
part of conflict processing.

Further studies are needed to decide which aligmatay account for the observed

differences.
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Comparison to human and primate literature

Unfortunately the results were more difficult tongeare with human literature than
expected (Yeung & Nieuwenhuis, 2009, Kopp et &96). One factor was that the use
of auditory stimuli is less common and less ingzged in human literature (Wascher
2001, Leuthold & Schroter, 2006). Most studies visaal stimuli, although historically
first tasks used to investigate the Simon task veerditory (Simon & Small, 1969;
Simon & Rudell, 1967). Another point which couldvkaresulted in differences
between the species is the separation of the dacissponse and the motor response.
The rats gave their first response by withdrawingirt snout from the nose poke unit
(withdrawal; decision) and their second responsenbying to and entering the Pellet
trough (motor response). In human Simon task ssutie participants merely press a
button for the response. Although these factorddcbave been amended for our rat
study this would have led to various disadvantageds are crepuscular and therefore
less visual animals (Lashley, 1938;Wiesenfeld &igreek, 1976; Artal et al, 1998). As
such using visual stimuli may have led to higheraklity in behavior due to the
limited capabilities of the rat visual system.

The difficulties encountered during our attemptréduce the Simon task to a simple
model shows how advanced current discussions anelation to the fundamental
mechanisms that underlie this effect. Tracing itkbto a straightforward system that
mirrors the fundamental mechanisms involved in ¢hesgnitive tasks would be
desirable. Without such model and without knowting anatomical basis of the Simon
effect it is difficult and imprudent to make statemis about the mechanisms that form
its basis. An easier comparable model which coldd ke extended to further species,

such as pigeons, could be invaluable in decodinigualerstanding this phenomenon.

4.2.5. Synopsis

The results of this experiment would not have beessible without the high temporal
resolution provided by the ERP technique, indicataxact temporal course and the
highly dynamic nature of conflict and error monitgy and the possibility of selective
averaging of different stimulus types within the mea experimental block

(incompatible, compatible). We found that rats seemadopt different response
strategies depending on their general performagwa.| Animals mostly used a speed
over accuracy trade off which led to a Simon effadRT and MT. Furthermore, they
demonstrated a tendency for behavioral adjustmentthe actual level of conflict
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which was only detectable in MTs of incompatibli@ls and ER, which suggests that
suppression of response execution processes rfioe.aoidance) take place at a later
stage of conflict processing (during MT). The meaduLFP supported this, as we
found a negative deflection () a potential modulated by conflict and a Pe-like
potential modulated by error commitment. This desti@ted that there appeared to
have been modulations in the LFPs recorded ingg®n or at least in the vicinity of
the rat anterior cingulate cortex. Thg as more negative for compatible trials, or
rather compatible fast trials and less negative ifmompatible trials which could
indicate a neurophysiologic correlate to automatiate suppression for uncertain,
error-likely trials. Therefore these data providewninformation on the time course of
the Simon task and are in line with previous PHEdifigs where the rat ACCwas found
to be related to conflict processing. In contragsimparable studies on primates
(macaques) were unable to demonstrate conflicteglsignals carried by LFPs in the
ACC (Emeric et al., 2008). This speaks in favortloé rat as an animal model for
conflict related research compared to primate nsdel

Taken together, based on the present findings we weable to conclude with certainty
whether the rat ACC is part of bottom up or top dogontrol. Further studies are
needed to determine which alternative may accoonttlie observed differences.
However, it appears to be clear that the rat ACnfopart of conflict and possibly

even of error related processing.
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4.3. Experiment 3:A Cross-Species Simon-task:

Comparing conflict and error processing in rats andhumans

“The difference in mind between man and the higimemals, great as it is, certainly is
one of degree and not of kind.”

The Descent of Man (Charles Darwin, 1871)

4.3.1. Purpose

Unfortunately, there is often little correspondeetween human and animal studies.
To assess whether a rat study is a good modeluimah behavior, animal and human
studies should be directly comparable. To facditdhese comparisons the same
dependent variables for both humans and animalsighoe manipulated. On this
account this study used a variation of an audiimon task as a tool to investigate
monitoring related electrophysiological correlatesm a cross-species (rats-humans)
point of view.

An auditory Simon task was used with four differstitnulus frequencies (two low, two
high). Compared to other human studies the presgsriment used a setup which was
designed to be as similar as possible to our rosierty in Experiment 2. Therefore a
different type of response time measurement wad. USebjects had to keep a button
pressed until the stimulus occurred, then hadlease (RT) and to reach another button
(MT). In this way we separated the measuremengggaonse time into reaction and MT.
For the sake of similarity, we additionally forcadman subjects to use a speed over
accuracy strategy as was employed in ExperimentitR the rats. The speed over
accuracy instruction and introducing four differstimuli were designed to lead to an
accumulation of error trials to study error procegsin the rat study we used local field
recordings during the task, to measure conflictd amror-related potentials. In this
human study we performed electroencephalogram (EEE)rdings to serve the same
purpose.

Additionally, with the different response time me@snent we wanted to have a closer
look at conflict frequencies adjustments, the dffafcresponse strategy on the Simon

effect and electrophysiological correlates sepdrate different steps to monitor
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processing. We expected from these analyses toletenpur results from Experiment
2. Similar results for response strategy would suppur assumption of different types
of response strategy. Adaptation to conflict fragryeand similar results in our ERPs
would argue for a special status of our modifiedimuy Simon task in comparison to

other conflict task. Differences could give evideno differences between the species.

Besides the cross species account, what makesntrawere interesting is that most prior
experiments that presented data on the physiologiceelates of conflict processing in
humans almost exclusively reported from the visnadiality. It is assumed that humans
possess a highly efficient visuospatial networkalipromotes reaching for a response.
However, the Simon effect was initially reported the auditory modality (Simon &
Rudell, 1967). Wascher and colleagues (Waschelk 2081) were amongst the first to
develop the theory that different processes urelatimulus-response correspondence
in the visual compared to the auditory modalitytéasl of a supramodal connection.
However, their study was also aimed at investiggtite processes using visual stimuli.
It is true that humans have a highly developedalisystem, but the auditory system is
less diverse between species. In all species tthiéoaydimension is tridimensional and
sound localization is nearly similar simple anddwaling the same principles, whereas
the visual dimension is inherently divers, already to the fact of different eye angle
(for rats see: Block, 1969). As such, it could palgsbetter address basic, and species
general processes of conflict processing.

Furthermore, by using the auditory modality for thsk this study could additionally
make an important contribution to the understandihghe physiological processes

underling conflict processing in this modality.

4.3.2. Material and Methods

Participants

Nineteen neurologically and psychiatrically healthglunteers (recruited from the
institutes database) with normal or corrected-to-normalowisparticipated in the
electroencephalogram (EEG) experiment. All partiois were male, aged between 23
and 29years and according to the Edinburgh Handednesantary (Oldfield, 1971)
right handed. Participants gave written informedsamt and received a payment of 10

Euros per hour of participation.
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Auditory Simon task

Each trial started with a grey square which appmkarghe centre of the screen. Upon
seeing the square participants were required ttreamusly press a button in the centre
of a response box. At button press the colour efctioss changed from grey to red and
after a period of time between 1-1.5s the playbafckne of four acoustic stimuli was
triggered for 300 ms. According to tone pitch, gaaticipant, after lifting his/her finger
from the center button, had to press a respongerbah the reward side. (For 261.6 Hz
or 329.6 Hz — button on the left, 1046.5 Hz or 181Biz — button on the right
(Figure 24). 500 ms after pressing the response button paatits received a feedback
smiley depending on whether they had made a cof(ggeen smiley) or wrong (red
frowny) choice. After every 20 trials, participantsceived a “speed up!” feedback
depending on their number of errors, reminding tluértihe "speed over accuracy rule".
If they made one or more errors there was no “spgtifeedback. 1400 trials were
distributed in five blocks. Each block consistedaodlifferent test which had different
relative frequencies of incompatible trialsipel; 20% incompatible trials, shy: 50%
incompatible trials, dow: 80% incompatible trials, ghoon: 20% incompatible, 20%
compatible and 60% bilateral stimulus presentafi®gy, Tsow and Teown CONsisted of
one block comprised of 300 trialssod, consisted of two consecutive blocks with 250
trials each. All tests, apart fromgl,n Were administered in pseudo-randomized order,
counterbalanced across participantggsfi Was always the last test and could be
declined.

Participants were instructed to press every buttitin the right index finger and to give
speed priority over accuracy. Correcting a respave® not possible. After each block

participants were able to take a break and to gtanext block by a button press.
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Figure 24: A) Stimulus layout and trial timing schematic. B) Setup for the
human Simon task.Red arrow indicates button press or button reld&stton press
for 1-1.5s triggered the playback of a single atowstimulus from one of the
speakers. Reaction time (RT) was measured fronukigronset to button release
(withdrawal). Movement time (MT) was measured froatton release (red arrow
up) to response-button press (red arrow down).
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Behavioral analysis

The RT Eigure 24 B) was taken as the time between the start of tdeay stimulus
and release of the response button, while MT waasored from button release to
response-button press. ER was taken as the pegeeotavrong choices, and was arc-
sine square root transformed before statisticalyarsa Effects of conflict probability
and condition on RT and ER were estimated with wey-repeated measures ANOVA
(see results for factorial design) and Holm-Sidakrected post hoc comparison.
Statistical computations were conducted with Sidghwd (version 11.0, Systat Software,

Inc.). Significance levelo(-level) was set at p<0.05.

ERP Data Collection

The derived ERPs of experiment 2 were local fiedtkeptials, which were taken from
the inside of the rat cortex. In contrast, the EREhe EEG was derived from the scull
surface of the subject. Therefore, the electrodesewmounted in an elastic cap
(Easycap, Herrsching, Germany), containing 64 A@Agintered electrodes plus
reference and ground. The ground electrode wadi@osd at F2, which is central on
the top of the head. This technique presumes hieatiérived potentials are summated
over many parallel, simultaneously activated nesrdrhis is the reason why the EEG
cannot be derived from the rat scull as it is twokt to allow potentials to pass through
the bone. Additionally, intracortical measuring BRPs is preferable in general for
several reasons such as better signal to noise @hkviously such a procedure is not
advisable in a human study.

The experiment was conducted in a dimly lit, eleatty and acoustically shielded
chamber. For later correction of eye artifacts kexbby the muscles around the eyes an
electrooculogramm (EOG) measurement was taken.

The vertical electrooculogram (VEOG) was recordedhfelectrodes located above and
below the left eye. The horizontal EOG (hEOG) waddlected from electrodes
positioned at the outer canthus of each eye. Energl electrode impedance was kept
below 5 K. Potentials were referenced online on electrode &fel later re-referenced
off-line to the average activity at both Mastoid$ie EEG was A-D converted with a
16-bit resolution at a sampling rate of 1000 HmgsBrainAmp MR plus amplifiers

(Brain Products, Gilching, Germany).
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Data analyses

Brain Vision Analyzer (Brain Products GmbH, MunidBermany) was used for pre-
processing. For averaging, the EEG was segmentedepochs ranging from 200 ms
before until 800 ms after event onset. There wéreet different events: Stimulus,

reaction and response. Baseline correction wasuobed 100 ms before events.

ERP Data Statistics

Single-datapoint-analyses:

Data preprocessing and statistical testing was dsimgy custom routines in MATLAB
7.10.0 (The Math Works, Natick, MA). Additional rimes from the MATLAB toolbox
(Delorme & Makeig, 2004) were used for the prepssaeg of the human scalp EEG
data. After import into MATLAB, the data was filegt using a .8 Hz high-pass and 40
Hz low-pass filter (two-way least-squares finitepuse response), then re-referenced to
common average. For initial preprocessing, epooli® wut out ranging from 200 ms
before the stimulus to 300 ms after the stimulusetxh trial. Afterwards, following the
recommendations from Delorme, Sejnowski & Makeid(Q?2) a combination of
automated and visual rejection of non-stereotypendifacts (gross movement and
muscle artifacts) was performed. To this end, griaith a very improbable value
distribution (> |5 SD| above the average distrimijtiwere rejected from the dataset.
Subsequently, an temporal infomax independent coeo analysis (ICA) was
computed to separate stereotypical artifacts (@yedl saccades, electrode artifcats,
neck muscle artifacts, EKG) from the EEG signaleSénartifacts were identified using
automated criteria (see Wessel et al., 2012 faildgtand eliminated by inverse matrix
multiplication. The cleaned up datasets were thsedufor further averaging and
statistical testing. Subsequently, the data wasndampled to 250 Hz (from the initial
1024 Hz). To compare between conditions (errorscegect trials / incompatible vs.
compatible trials), we computed two-sided withirbjgat t-tests. Due to the absence of
strong a priori hypotheses about time-ranges oérast, individual t-tests were
computed for each datapoint following the eventirgérest (Stimulus, Withdrawal,
Response). The resulting array of p-values wasectad for false positive using the

false-discovery-rate correction method (FDR, BemjgnKrieger & Yakutieli, 2006).
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Bin-analyses

Data preprocessing and statistical testing was dmngg custom routines in MatLab
7.10.0 (The Math Works, Natick, MA). Additional rimes from the MATLAB toolbox
(Delorme & Makeig, 2004) were used for the prepssaeg of the human scalp EEG
data. After import into MATLAB, the data was filegt using a .8 Hz high-pass and 40
Hz low-pass filter (two-way least-squares finitepuse response), then re-referenced to
common average. For initial preprocessing, epooli® wut out ranging from 200 ms
before the stimulus to 3000 ms after the stimuausefach trial. Afterwards, following
the recommendations from Delorme, Sejnowski & Mgk&007) a combination of
automated and visual rejection of non-stereotypendifacts (gross movement and
muscle artifacts) was performed. To this end, griaith a very improbable value
distribution (> |5 SD| above the average distrimijtiwere rejected from the dataset.
Subsequently, an temporal infomax independent coeo analysis (ICA) was
computed to separate stereotypical artifacts (@yedl saccades, electrode artifcats,
neck muscle artifacts, EKG) from the EEG signaleSénartifacts were identified using
automated criteria (see Wessel et al., 2012 faildgtand eliminated by inverse matrix
multiplication. The cleaned up datasets were thsedufor further averaging and
statistical testing. To compare between conditiqesrors. vs. correct trials /
incompatible vs. compatible trials), two-sided witlsubject t-tests were computed on
50 ms wide bins (Brass et al. 2005) beginning a&t dnset of the critical events
(Stimulus, Withdrawal, Response) to 800 ms follaythe event (16 bins). This was
done because of the absence of a strong a pripathgsis concerning the time-ranges
of interest. The resulting array of p-values wageaxied for false positive using the

false-discovery-rate correction method (FDR, BempniKrieger & Yakutieli, 2006).
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4.3.3. Results

Behavioral Results

The results are presentedHigure 25. A two-way repeated measures ANOVA on RTSs,
with the factor compatibility and conflict probabyl revealed a significant effect for
compatibility [F(1,38) =87,55, p<0.001]. A Holm-%ikl post hoc test demonstrated
significantly higher RTs for incompatible trials rmpared to compatible trials for all
different conflict probabilities. The difference ofeans for 7y Stands at 23 ms, for
Ts00 22 ms and for dowey 16 ms. There was no statistically significant riatgion
between compatibility and conflict probability [F88)=2.59, p = 0.088] on RTs, but
the post hoc comparison indicated a significarfedénce for compatible trials ingde
compared to Joo.

For MTs we encountered a slightly different resiéltsignificant difference between
compatible and incompatible trials were presenvel [F(1,38) =47.46, p<0.001], but
we detected an overall dependence of conditionomlict probability [F(1,38) =12.83,
p<0.001]. However, it was not possible to isolatéch group differed from the others,
as the post hoc comparison was not able to deteifteaence. Nonetheless, comparing
the MTs of compatible and incompatible trials iredexd shorter MT in compatible trials
if compatible trials are more frequent (20 % Ggodi= 202 ms; 80 % C: Jhos= 216 MS)
and shorter MTs in incompatible trials if conflictals are more frequent (INzdoe =
244 ms; Bow = 223 ms). A two-way repeated measures ANOVA on ,ERish
compatibility and conflict probability as the twactors also exhibited a significant
effect of compatibility [F(1,38) = 27.41, p<0.00Hnd an interaction between
compatibility and conflict probability [F(1,38) =& p<0.001]. The subsequent Holm-
Sidak post hoc test indicated significantly higl#Rs in incompatible trials for 2§y
(12% error) compared tosdy, (7% error) and doo, (7% error). To sum up, we had

shorter MTs and higher ERs in incompatible triaisT.q0, compared td goo.
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Statistical evaluation of thesdo,n (60% neutral trials) demonstrated a significafeaf
of compatibility on RT [F(2,34) =9,32, p<0.001], MF(2,34) = 19.27, p=<0.001] and
ERs [F(2,34) =13,45, p<0.001].The post hoc comparonfirmed significantly higher
RTs and ERs in incompatible trials compared to catibfe and neutral trials.

ERP Results

Similar to Experiment 2 and in accordance with litexature of conflict processing we

compared stimulus locked ERPs of compatible an@nmpatible correct trials. As

conflict related potentials are known to be largastcentral electrodes (Scheffers &
Coles, 2000), we focused our observations on eléet-Cz. The measured ERPs
consisted of several early components and a relgtilarge negative component
starting at 320 ms and lasting until 550 ms aftemus onset. The components

demonstrated significant differences in amplitudealeen incompatible and compatible
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trials (p<0.05;Figure 26). If analyzed for time-bins, the large negativenpmnent was
significantly more negative for compatible triaf&h for incompatible trials (400 ms to
550 ms). Furthermore a later, more positive difieee between the signal for
compatible and incompatible trials was observe@i8& ms after stimulus onset. But it
was not significant in the time-bin analysis. Thetedted differences were on average
highest for electrode FCz.

Inc vs Com @ channel FCz, condition: 50, Timelocked to S, Subjects Present: 16

---- compatible
i ----incompatible

S 100 200 300 400 500 600 700 ms

Figure 26: Grand-averaged EEG elicited after stimulus onset in compatibl
(red line) and incompatible (black line) trials in human subject experiment
Tso Measured at electrodeck Time-bins between 400 and 550 rshow
significant differences in amplitude between incatifle and compatiblérials.
Pre-stimulus baseline corrected. Black blocks shumeorrected p valuesGray
underlay shows significant time-bins.

S: Stimulus onset

In Experiment 2 we found evidence for possible niatilons by uncertainty or motor
responses by splitting up the measured signall¥eand high MTs into slow and fast
response categories. In order to examine the sameodr human subjects, we

performed a similar separation for compatible amzbmpatible correct trialg={gure
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27). We found the highest amplitude (-2.5uV) in sloompatible trials and the smallest

amplitude in slow incompatible trials (-1.25uV).

MTsplitCCvIC @ channel FCz, condition: 50, Timelocked to S, Subjects Present: 16
MV 31 .

....... compatible slow
....... compatible fast
»»»»»»» incompatible slow
------- incompatible fast

0.05<p

i
S 100 200 300 400 500 600 700 ms

Figure 27: Grand-averagedERPs elicited after stimulus onset and spl
by movement timesfor slow and fast responses in compatible
incompatible trials. Grand averagat electrode FCz. Slow response
compatible trials demonstrate the most negativavatein, wherea
responses in incompatible trials demonstrate tbs hegative activatic
Blocks indicate regions where the p-value oft@st-was below 0.05. Bla
blocks = comparison compatible trials; grey block cempariso
incompatible trials (no signdant differences); dark grey = comparisol
the most deviating amplitudes.

Abbr Abbr. Com: compatible trials, Inc: incompashitials, fast: fast
responses, slow: slow responses

S: stimulus onset

Similarly to Experiment 2 and in accordance witle gorediction that error related
potentials are locked to the actual erroneous resgove compared withdrawal-locked
ERPs of correct and error trials. The ERP consisfeal relatively large positive, slow

component for error trials starting at 100 ms uagiproximately 500 ms. But the time
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period between 250 ms and 350 ms demonstrate ydartic significant differences in
amplitude between correct and error trialSg(re 28 p<0.05 black blocks show
uncorrected p values). Unfortunately, these sigaifi differences were not present after

time-bin analysis.

uv

Err vs Cor @ channel FCz, condition: 50, Timelocked to W , Subjects Present: 12

’ ' : Error
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0.05<p

W 100 200 300 400 500 600 700 ms

Figure 28: Grand-averaged EEC elicited after button release react
in erroneous (red line) and correct (black linespanse trials in human
subjects experimentsdo, Grand average at electrodg,FA) The time
frame between 280 and 320ms shows significantreifiees in
amplitude between correct and erroneous respoiate Black blocks
show uncorrected p-values. Pre-stimulus baselimected.

W: withdrawal

In Experiment 2 due to the characteristics of th& Lmeasurement, we are able to
assume that the measured potentials were elicitdhvor at least in the vicinity of the
anterior cingulate cortex. In contrast, for humdaGEmeasurements such assumptions
can only be made after plotting scalp voltage mapgh allow analysis of voltage

values at different electrodes, making it posstiolededuce the approximate area in
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which the potential was generated. While the ERkhiswn to have a negative frontro-
central voltage distribution, the Pe is commonlgoasated with a negative parietal
voltage distribution. The examination of the scabitage distribution within erroneous
trials (Figure 29) demonstrated a negative fronto-central voltagengk in the time

frame of the ERN potential (100 ms) on the one hand a positive parietal voltage

change in the time frame of the Pe (300 ms) orother.

100 ms 300 ms

Figure 29: Scalp voltage mapdor the time point of the Nlike component (100 n
post button release) and the Pe like componentf8post buttomelease) in the hum
subject experiment 5§, Both maps show topographic distribution of thaveform:
elicited during erroneous response trials. Blulersoindicate negative voltagémax
2.4uV, red colors indicate positive voltages (1pV).

4.3.4. Discussion

Behavior

Similarly to the experiments on rats, we found thamans performing our modified
auditory Simon task display significantly longer and higher ERs for incompatible
trials (i.e. a Simon effect). This was statistigaignificant for both RTs and ERs and
all levels of conflict frequency. In addition, weund a Simon effect for MTs too.
However this effect was only significant for lownglict probabilities (20%, 50%).
This, first of all, demonstrates the practicabild§ our cross-species version of the
auditory Simon task at least from a behavioral pestve. Differences between the
human and animal setups, response strategiesjsefdéaonflict frequency and the
electrophysiology results will be discussed infthlowing sections.
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Technical discussion

As opposed to our rat study where we used tworeifieauditory stimuli, in our human
study we had to use four different stimuli, othessvithe task would not have been
complex enough to accumulate a sufficient amourgradrs. Nevertheless, in order to
make the procedure as similar as possible audgbnyuli were utilized. We chose
harmonic frequencies separated by one octave iardal prevent a spatial musical
association of response codes namely the SMARCtettehas been shown that tone
pitch is often associated with a spatial componvemereby high- and low-frequency
pitches are assigned to high and low spatial lonatirespectively. (Trimble, 1934;
Roffler & Buttler, 1968). This is also reported the horizontal dimension, where low
pitches are associated with the left and high p#ctvith the right direction (Mudd,
1963).

Even with the four stimuli approach the accumulaaetbunt of errors was rather low
(i.e. 7% to 12%), which led to a noisy error poigntWe had similar difficulties with
rats, as discussed above. However, with humansptbblem was not related to
motivation, more to the fact that the task wasdasy even after using four rather than
two stimuli. Increasing the number of trials to oye signal-to-noise ratio in averaged
signals was also not possible, as the task alréastgd over one hour One future
solution may be to separate the different expertmarno two sessions on two different
days instead of doing all tasks in one sessionthis case it would be possible to
increase the amount of trials for each experimanthis arrangement may also result in

logistical problems and higher participant costs.

Reference problem

Unfortunately, the EEG still presents the probldmattmaximal activity or maximal
difference at a certain electrode does not inditiade the area where the signals were
generated lies directly in the region below it.fBiént sources and different areas can
generate the same distribution of potentials (Feri$37).

Furthermore, the general issue with EEG and LRRadimitation of reference points.
In general, attempt is being made to find a neyttoatht to form the basis of comparison
for the potentials derived from active electrodése reference electrode is often far
away from the active electrode, for example atrtfastoids or on the tip of the nose.
The measured potential at the electrode is gemeistenewhere between these two

points, which can often be a large distance. Thiblpm can be decreased if we use a
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bipolar measurement. Here the voltage differencevden two different proximity
electrodes is measured. The advantage is tha@siére reduced and the source of the
potential can be further isolated. The disadvantage the two electrodes are too close
to each other they measure the same potential andekt each other out when
calculating the voltage difference. In our rat stalde electrodes were too close to be
adequate for bipolar results, therefore, we coudt precisely determine whether the
potentials were generated in the ACC itself. Inhibenan study, because of the ability
to calculate a voltage map, we were able to gesecldo the possible source of
generation. However, it still cannot be completeligcounted that the point of
generation lied somewhere else. To address thislearo spatial source localization
models need to be used or one has to resort to teitteniques like imaging.

Response strategy

The finding that the Simon task was present intrea@s well as MTs was precisely
what we predicted, as we instructed our humangjpaints to choose a speed over
accuracy response strategy. As mentioned abovatagy where the movement is
started as soon as the stimulus appeass)(Reads to a Simon effect in MT (Rubici et
al. 2000). The similar result in our rat study Exment 2) therefore supports our
theory that similarly to humans, rats chose a sjppeed accuracy trade off and accept a

higher probability of error commitment.

Conflict frequency

In our study the Simon effect in RT and in MT desed with increasing level of
conflict. Other studies report similar observatiémsRTs in several other conflict tasks
(e.g. Gratton, Coles, & Donchin, 1992; Hommel, 199dgan & Zbrodoff, 1979). All
this studies have a greater probability of inconfghattrials leading to a smaller
interference effect in common. Moreover, these istidhostly report general response
times, as they do not separate reaction and MTdikéJthese, we differentiated
between reaction and MTs and found a significafeceffor MTs only. This may
demonstrate that humans have a general confliasadgnt process which occurs later
during conflict processing (i.e. in MT instead ofR

However, this conflict frequency adaptation is cangble to what we found for rats.
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Conflict related adjustments were only observabl®lil's of incompatible trials and in
error proportion, indicating conflict adjustmentsesror avoidance processes that take
place at a later stage of response processing.

This presents evidence that in humans as well asts processes which produce
performance facilitation have to occur at a stagegding motor initiation and prior to

the processes that cause response interference.

Electrophysiology

In line with the rat study in Experiment 2 we lodkbe ERPs at different time points of
the response process to separate the variousatedgotentials from one another. We
time locked the conflict related potentials to #tienulus, as it is thought that a conflict
potential should precede the actual reaction armd divor-related potential should
closely follow the reaction, for which we lockedetbrror-related potentials to the time
point of the withdrawal. Both time locks will besdussed in the following paragraphs

with reference to our rat study.

Electrophysiology of conflict

What one immediately notices is the similar disttibn of negative and positive
components found in the human and rat studies.oAgih these findings deviate from
what might be expected based on recent literatteer{g & Nieuwenhuis, 2009, Kopp
et al.,,.1996) the similarity in pattern observed oor rat and human studies is
remarkable. More specifically, we found @ Bnd 0 in response to both compatible
and incompatible trials. The only difference betwéee two studies were the latencies
of the components. In rats the, Btarted at 150 ms whereas the humarstarted at
400 ms.

As seen in Experiment 2 thg, 3 also earlier in rats (520 ms to 750 ms) thahumans
(680 ms). The humanBvas more negative for compatible than for inconippatrials
and the [@ was more positive for compatible trials. It sedhrest in keeping with our rat
study a more positive activation was correlatechwibnflict. To test the account that
the human B reflects more motor or even premotor, and transaetivations, which
may be correlated with the certainty of a corregilyen response or reward prediction,
we conducted a MT split analysis just like in Expent 2. Results showed that low
MTs in compatible trials resulted in the most negaactivation. For incompatible trials

this was difficult to distinguish. In rats lessatf and fast reward seemed to correlate
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with high negative amplitude. In the human ERP Wweeoved a similar distribution with
more negative amplitude for incompatible fast tslow trials, but also an interference
with a speed effect. There was an up-modulatedipegieak with different latencies
evident at the beginning of the negative deflectitimerefore the results of the MT split
cannot be clearly separated. If we only look fae tater part of the Pwhich is not
corrupted by the positive up-modulated peak, tistridution for incompatible trials is
similar in humans compared to rats. This makesniipting to argue that we, again, see
similar effects as had been discussed in our ¢raxent. Further experiments have to
be carried out in order to separate a possibledspéect and/or certainty or reward
prediction. Although the MT split approach did netd to satisfying results, the
similarities between our human conflict- relatedgmbial and the rat conflict-related
potential and its modulation are remarkable, esigcas they were both acquired using

different techniques and different species.

Electrophysiology of errors

Unfortunately the error related ERP is extremelysyadue to the fact, that we had
problems accumulating enough error in the taskeBam existing literature we would
have expected to find an ERN potential after reactin an erroneous response.
Unfortunately we could not detect any such activity Experiment 2 we were also
unable to find any evidence of an ERN like potdnifle discussed several potential
reasons for this. Two of which are that error pssoay is different in humans and rats
or that it is task or setup dependent. If we @l an ERN Potential in Experiment 3
this could have argued for the first possibilityowever that was not the case. Instead,
in Experiment 3 we were not able to detect an ER&I{botential either. There may be
several potential explanations for this. From aperal point of view it may be that the
time point of the button release (withdrawal) ie &arly to realize whether the response
is correct or wrong. The conflict related potenstdrts rather late, which indicates that
error processing has not yet started or ended eXhmination of response related error
potentials for the time point after the MT, whereaoof the two response buttons was
pressed, led to non-satisfactory results. At tinie tpoint there was no ERN detectable,
presumably because at this time feedback mechamisraready initialized which may
have masked the ERN.

Furthermore, it is possible that there is no disctéme point at which the system

detects and differentiates between correct and eesponses. Error information could
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be processed somewhere between the time of bugtease (withdrawal) and response
button press (response). One observation whicheartur this is that we find a Simon
effect in both reaction and MT and that this degead the response strategy. If the
error processing also occurs somewhere in-betweeretiction and MT the ERN could
be blurred over these time points. In contrast,Raavhich is a long lasting deflection,
is able to persist.

As a matter of fact we observed a Pe-like potemi&xperiment 3 just like we did in
Experiment 2. The ERP consisted of a large and glositive deflection for errors
starting at100 ms after button release to approf.rbs after button release. The time
frame between 250 ms and 350 ms was significantiserpositive in error trials than in
correct trials. Further evidence that this deflattcould be a Pe is the topographical
distribution of the potential. The Peas been observed to follow the ERM to have
its maximum amplitude over centroparietal electeod@ur topographical map indicates
exactly this distribution. Although we were notald detect an ERkhe topographical
analysis indicated a frontal, central processinthatime range of the ERbefore the
Pedeflection.

The fact that we could not find a discrete timenpoif error detection and/or ERN but a
clear Pe could be considered an evidence of eramitoring. The Pe is argued to be
related to error monitoring in more aware proceggésssel, Danielmeier & Ullsperger,
2011). This fits with the assumption we made eathat the time point of the button
release (withdrawal) is too early to realize whetihe response is correct or wrong, as
the system is not aware of the error at this pdihis however is highly speculative.
Unfortunately, as the Pe is less studied than RN Br the N2 it is difficult to pinpoint
its actual functionality, which was also not thergmse of this study. What is more
interesting is that we found a similar positiveldetion in rats, in the same time range
at 250 ms to 400 ms in our ACC LFPs. The exceptismilarity of both error-related
potentials further supports our conclusion thatrdtas a promising model for studying
such potentials. Even with slightly different tecjues and obviously extremely
different species we find remarkably similar resuRurther studies with this model will
bring promising insights in error processing, whiefll be further discussed in the

general discussion.
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4.3.5. Synopsis

The results of this experiment demonstrate th& trucial to use more comparative
approaches in order to establish animal modelsh ity the results from Experiment
2 many question would remain unsolved. We were ableshow that rats indeed
demonstrate conflict and error related potentiatsypmably carried by the ACC, but
with many differences, to what we find in human gndnate literature (Heil et al.,
2000; Liotti, et al., 2000; Kopp et al.,1996; EneerR008). Conducting a highly
comparable human experiment demonstrated thatahé&ndings were not alone in
contradicting existing literature. In fact, humaodies with exactly the same variables
and modulations arrived at quite similar result® d¥tained evidence that:

i) Conflict-related adjustments were only observabl®lil's of incompatible trials and
on error proportion, indicating conflict adjustmemtr error avoidance processes that
take place at a later stage during response piiogesehis was supported by the
electrophysiology results which demonstrated confielated potentials later, after
stimulus occurrence.

i) the process of error detection is not assigneddis@ete time point. It appears more
likely that the mismatch (conflict or error) coubed processed somewhen during the
time between the button release (withdrawal) and thsponse button press
(response).

It seems that the differences were not due tordiffees between species but much more

to specialties of the task itself. One distincti@s in the use of auditory stimuli, which

is relatively rare, the other in the separationesponse time into reaction and MT.

This study complements our results from Experim2rand demonstrates that it is

essential to use a comparative approach to allevagisessment of cognitive processes

in rats which appear to be activated in humans el when performing cognitive
conflict tasks. The validity of animal models cdmus be enhanced considerably. By
showing parallels between the two species our mateihoffers great potential to further
investigate neuropsychological and electrophysickigcorrelates of conflict and error

processing.

101



5. General Discussion and future prospects

We acquired strong evidence that conflict and gorocessing takes place in the human
prefrontal cortex, particularly the anterior cingi@ cortex. Although we have found
differences in processing between humans and aats, basic level they demonstrate
highly similar behavioral, functional and electrgplological modulations. This
demonstrates that the rat model is a useful togetansights into a simplified version
of the performance monitoring network. It has bskawn that it is even preferable to
more evolutionarily close models such as thoseubatmonkeys, as these models have
provided no evidence of conflict processing in pinenate ACC. The present work does
not exploit all promising options of the construttsetup. More results were not
mentioned because of the sheer extent of posmbiliEurther insights could be gained
for example by analyzing neutral trials (Wihr & Ange, 200% The comparison of
trials where the stimulus was presented from bgibakers (without any spatial
dimension) with incompatible and compatible triatsuld give new insights into the
nature of compatible trials especially. We couldestigate whether there are any
facilitation effects of the automatic route compghte neutral trials and discuss the
subsequent consequences.

Until now we only looked at macroscopic adaptatitike the general frequency of
conflict trials. A closer look at microscopic difemces could include the analysis of
sequential modulations. It was shown that the Simafiact increases or decreases
(Praamstra and Plat, 2001) or is even eliminatédrif®r et al., 2002) depending on the
preceding trial.

This has led to different theories about the doate (Mordkoff, 1998; Stirmer et al.,
2002; Wuhr, 2005. Some theories propose that there is an additiam&illary
monitoring system (Stirmer et al., 2002(ihr & Ansorge, 2005)others suggest that it is
an effect of feature integration (Hommel et al.020 Our model and the already
collected data can be further analyzed to examaheanflict processing and its effect
on sequential modulation.

Furthermore, one of the key advantages of animalatsoin general, is that we can
carry out more invasive investigations on the brhian what is possible in human
studies. For example we have the possibility tahemr investigate anatomical brain
studies, by lesioning brain areas found in our BRIy which seem to be involved in
the dual route processing like the ACC, the M1har M2. From a more neurochemical

perspective we can have a closer look at such p@gthwby changing local
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neurotransmitters or systemic neurotransmitters laomnones. For example, it is
known that dopamine and the distribution of D1 &®&dreceptors have a high influence
on error processing. It is even possible to geeegahotype rat mutants with different
or no dopamine receptors

To test whether some of the observed difference$itétature, like more positive
deflection for incompatible trials are due to agpleexceptional position of the Simon
task itself or our separation of the response tinte reaction and MT, it would be
worthwhile to test an adaptation of a Flanker td3ks could be tested in a human EEG
study. A Flanker task is a different version ofamftict assignment where participants
have a target stimulus (for example an arrow) amratting stimuli (arrows in
different direction). When the distracting arrowsmnt in the same direction as the target
arrows this compatible condition leads to fastesRfd less errors, than incompatible
trials where the distracting arrows point into eiint directions. There are several
options of this task, with various types of target flanker/distractor stimuli. This task
is the most likely candidate for an adaptation toamimal model. Further conflict
experiments like the Stroop task are less likely tiuthe need for semantic abilities.
The general auditory model of the Simon task waithi part of the test battery of animal
behavioral tests in the MPI of neurological reskafor the testing of higher cognitive
abilities in rat stroke models.

The occlusion of the anterior cerebral artery le@dischemic lesions in the prefrontal
cortex. With the help of this Simon task and selvettaer behavioral tasks from the test
battery it is possible to study the impact of tkied of stroke on behavior and its
possible recovery.

As a final point, it can be concluded from the prasobservations that conflict
processing and error processing can be assedhrhbatans and rats, using comparable

tasks.
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6. Conclusion

In conclusion, we have found remarkable similagitizetween animal and human
behavior and electrophysiology. Both species demnates a valid occurrence of a
Simon effect and seem to pursue similar respomategies. Both show a Simon effect
in RT as well as in MT. In addition, both speciesnbnstrate sustained differences in
the modulation of the ERP depending on correcinoorirect responses starting at the
time of response and prior to reward/no rewards Timakes it tempting to speculate that
the underlying cognitive error processing mechagisme identical across species. Our
paradigm offers a new approach in integrative, £8pgecies research and provides a

useful rodent model for performance monitoring aesk.
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