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Zusammenfassung

In vorliegender Arbeit sind die Temperatur- und der Druckabhéngigkeit hydrophober
Effekte untersucht worden. Zu diesem Zweck wurden die strukturellen und ther-
modynamischen Eigenschaften von apolaren Molekiilen und Wasser mit MC (Monte
Carlo) Simulationen berechnet.

Das TIP5P Wasser Modell wurde anhand von ab initio Berechnungen opti-
miert. Um den hydrophoben Effekt zu untersuchen, wurde ein NPT Ensemble
MC Programm in der Sprache C implementiert. Durch die Zugabe von jeweils
zwei Methan-, zwei Xenon- oder zwei Ethanmolekiilen zu 216 Wassermolekiilen
wurden hydrophoben Wechselwirkungen untersucht. Reines Wasser wurde unter
den selben Bedingungen simuliert um die Verdnderungen in den physikalischen
Eigenschaften zu vergleichen. Zur Untersuchung der strukturellen Eigenschaften
in Abhéngigkeit von der Temperatur oder dem Druck, wurden die Korrelations-
funktionen und Koordinationszahlen berechnet.

Das Volumen, die innere Energie, die Enthalpie, und das chemische Potential
von Wasser und von der apolaren Molekiilen wurde simuliert um die Temperatur-
und Druckabha#ngigkeit dieser Systeme zu bestimmen. Es zeigte sich, daf§ der
raumliche Abstand zwischen CHy- oder CsHg- Molekiilen mit steigender Tem-
peratur kleiner wird. Fiir Xenon konnte eine derartige starke Abhéngigkeit von
der Temperatur nicht gezeigt werden. Im Gegensatz zu Methan und Xenon,
bilden zwei Ethan Molekiile mit steigender Temperatur ein Kontanktpaar aus.
Xenon Atome bzw. zwei Methanmolekiile sind auch bei hoher Temperatur durch
Wasser getrennt. Ein Grund fiir dieses Verhalten ist die geringe Léslichkeit und
die Grole der Ethanmolekiile. Die Anzahl an Wasserstoffbriicken ist am hoch-
sten fiir das Wasser-Ethan System. Die O—-O und H-H Korrelationsfunktionen
sowie die Koordinationszahlen zeigen eine starke Temperatur Abhéngigkeit fiir
dieses System im Gegensatz zu den Wasser-Methan und Wasser—Xenon Syste-
men. Dieses Ergebniss ist im Einklang mit der Iceberg Theorie von Frank und
Evans.

In dieser Arbeit, konnten keine starke Abhéangigkeiten der Korrelationsfunk-
tionen oder Koordinationszahlen vom Druck gezeigt werden.

Das Volumen, die innere Energie, die Enthalpie und das chemische Potential
steigt mit steigender Temperatur. Es hat sich herausgestellt, dal die Verdanderun-
gen der strukturellen und thermodynamischen Eigenschaften fiir das Wasser—
Methan System zwischen 313-318 K und fiir das Wasser—Ethan zwischen 303-308
K stark sind. Die Wassermolekiile zeigen eine Umordnung zwischen 308-323 K.

Zur Gewinnung einer neuen Betrachtungsweise, wurde die Auswirkung der
apolaren Molekiile auf Wasser in Abhéngigkeit von der Temperatur, untersucht.
Hierzu wurde die Verdnderung der Enthalpie und des chemische Potentials des
Wassers berechnet. Die Anderungen der Enthalpie und des chemischen Potentials
des Wassers sind am grofiten fiir das Wasser—Ethan System und am kleinsten fiir
die Wasser—Xenon und Wasser—Methan Systeme. Ein Grund hierfiir ist die Grofie



des Ethanmolekiils.

Die Verdnderung des chemischen Potentials von Wasser ist eine Kombination
aus einer kleinen Abnahme der Enthalpiedifferenz sowie einer grofien Abnahme
der Entropiedifferenz.

Weiterhin wurden drei Methoden zur Berechnung des chemischen Potentials
in Systemen von hoher Dichte untersucht: Widom insertion, Widom deletion
und particle deletion scheme Methoden. Die Widom insertion Methode lieferte
Ergebnisse, die am besten mit experimentellen Daten iibereinstimmen.



Abstract

In this work the temperature and pressure dependence of the hydrophobic
effetcs have been investigated. For this purpose, the structural and thermody-
namic properties of the apolar and water molecules, with increasing temperature
and pressure, have been calculated by Monte Carlo simulations.

The TIP5P model for the water dimer was optimized by ab initio calculations.
To investigate the hydrophobic effects, an NPT ensemble Monte Carlo program
was coded in C. The hydrophobic interactions have been studied by the addition
of two methane, two xenon and two ethane molecules into 216 water molecules.
To compare the change in the physical properties of water when these apolar
molecules are added, pure water simulations with 216 water molecules under same
conditions were performed. The correlation functions and coordination numbers
of the molecules were simulated and calculated to study the structural properties
with increasing temperature or increasing pressure. The volume, internal energy;,
enthalpy and the residual chemical potential of water and that of apolar molecules
were simulated to investigate the temperature or pressure dependence of the ther-
modynamic properties of the systems. It is found that the methane and ethane
molecules attract each other with increasing temperature and that xenon does
not show strong dependence on temperature. The water separated methane and
xenon pair probability is higher, whereas the contact pair probability is higher
for the ethane molecules with increasing temperature. This must be due to the
lower solubility and bigger size of ethane. The hydrogen bonds number between
the water molecules is highest when two ethane molecules are added into water.
This indicates, together with the oxygen—oxygen and hydrogen—hydrogen corre-
lation functions and coordination numbers, that the water molecules reorganize
and rearrange with increasing temperature when ethane molecules are added.
This result is in agreement with the iceberg theory of Frank and Evans. The
correlation functions and coordination numbers show no strong dependence on
increasing pressure.

The volume, internal energy, enthalpy and the residual chemical potential of
water and that of apolar molecules increase with increasing temperature. These
properties show no clear dependence on increasing pressure. It has been found
that the change in the thermodynamic and structural properties of the water—
methane system is large between 313-318 K and that of the water—ethane system
is remarkable between 303-308 K. The water rearrangement seems like to be
stronger between 308 and 323 K.

To generate a new view of the temperature dependence of the apolar molecules
effects on the water molecules, the enthalpy and residual chemical potential of
water changes have been calculted when two apolar molecules are added into
water. The enthalpy change is largest when two ethane molecules are added
and smalles when two methane molecules are added into water. The residual



chemical potential of water shows the strongest change when ethane molecules
are added, whereas this change is smallest when xenon or methane molecules are
added. This must be because of the larger size of ethane. It has been found
that the residual chemical potential change is a combination of a small decrease
in enthalpy change. Therefore, there must be a large decrease in the entropy
change.

To investigate the residual chemical potential calculation of the highly dense
systems, three different methods have been studied in this work: the Widom in-
sertion method, Widom deletion method and the particle insertion method. It has
been found that the Widom insertion method yields the closest approximations
to the experimental data.
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Chapter 1

Introduction

Benjamin Franklin was the first who published a treatise on the immiscibility of oil
in water in 1773. Lord Rayleigh repeated Franklin’s experiment and made the first
calculations of the size of the molecules [104]. Traube found that the amphiphilic
molecules were concentrated at the air-water interface due to disaffinity between
the hydrocarbon and water molecules in 1891 [105]. In 1892 Pockels developed
what later became known as Langmuir trough and began with the investigation
of films of oil on water.

In 1915, the word ‘hydrophobic’ appeared for the first time and was defined
as [107]:

“applied to a hydrosol that readily forms a precipitate and on evapo-
ration or cooling gives rise to a solid that cannot readily be converted
back into a sol.”

With all these information given above, it became apparent that the disaffin-
ity of nonpolar molecules for water drives many different types of noncovalent
association in chemistry, biology and medicine.

Meyer published in 1898 the direct proportionality between oil /water partition
coefficients and the anesthetic potencies of drugs [108]. McBain and Salmon
discovered the reversible formation of micelles in soap solutions [109]. Gorter
and Grendel investigated the lipid molecules from red blood cells and found that
they could form bilayers [110]. Davson et al. published that proteins associate
with the bilayer membranes through nonpolar interactions in 1935 [111]. Bull
found that proteins contain a large number of nonpolar molecules and investigated
their denaturation [112]. The X-ray experiments and structural studies of the
localization of polar and nonpolar groups started in 1945 [113,114].

Micelle formation was assumed to be driven by oil/oil attraction, or by charge
interactions [115-117]. Hildebrand showed that the bonding between nonpolar
molecules appeared due to noncovalent interactions [118].

The term ‘hydrophobic’ has become a common usage with the information
mentioned above:

11



12 CHAPTER 1. INTRODUCTION

e The affinities are defined by free energies and not by enthalpies.
e ‘bond’ term refers to certain types of noncovalent interactions.

e the term ‘hydrophobic’ should be used for interactions between water and
at least two apolar molecules and should be distinguished from ‘hydration’
that means interactions of one apolar molecule with water.

Hydrophobic interaction plays an important role in many processes like bind-
ing, development and structure of membranes and micelles, clathrate and hydrate
formation, ligand—protein and protein—protein interactions, nucleic acid interac-
tions, partitioning of drugs, toxins and metabolites in the environment and body,
protein folding, oil and water immiscibility etc.

The terms, “hydrophobic interaction”, “hydration” and “hydrophobic effect”
describe the observation that apolar molecules tend to oppose their interaction
with water molecules with characteristic thermodynamic properties that vary
with the temperature.“Hydrophobic hydration” as mentioned above refers to the
structural and energetic response of water near to a hydrophobic solute [1-4,
34].“Hydrophobic interaction” describes the interaction of nonpolar molecules
with water, each other and the interaction between water molecules in the pres-
ence of two or more hydrophobic solutes [5,6,73].

The low solubility of apolar molecules makes the experimental studies of pair-
wise interactions to investigate hydrophobic interactions extremely difficult. The
analysis of hydrocarbon hydration thermodynamics of Ben-Naim and Yacobi pro-
vides qualitative support for the traditional view of hydrophobic hydration [125].
A few experimental studies measured the deviation of nonpolar solubility from
Henry’s law of limiting behaviour [126,127]. For example, it is found that isolated
benzene molecules in water tend to aggregate and that this tendency increases
with temperature [126,128]. In general, data for other nonpolar solutes are consis-
tent with the benzene results, but are subject to large uncertainty [127,129,130].
In solutions where solubilities are appreciable, due to inclusion of hydrophilic
groups in otherwise nonpolar solutes theoretical evaluation of experimental infor-
mation is complicated by the existence of competing effects.

The experimental solvation process of a molecule is defined as the process of
transferring the molecule from a fixed position in an ideal gas phase into a fixed
position in the liquid phase. The solvation process is carried out experimentally
at constant temperature, pressure and composition [9].

Broadbent and Neilson performed neutron scattering experiments to investi-
gate the hydration structure of argon in water at elevated pressure and found a
pronounced first hydration shell with weak long range correlations [26].

The low solubility of apolar molecules in water results from the fact that the
transfer of apolar molecules from the gas phase into infinitely diluted aqueous
solution involves an increase in the Gibbs energy. This Gibbs energy change is
a combination of a small decrease in enthalpy and a large decrease in entropy
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near to room temperature, as observed by Butler, along with a negative volume
of solution and an increase in the heat capacity of the solution [10-12]. These
thermodynamic observations are surprising in view of the large heat of vaporiza-
tion and also the surface tension of water, which seem to indicate that water has
rather a strong cohesive energy, so that the creation of a cavity to accomodate
a solute molecule would require an input of enthalpy. Of course, some of the
enthalpy should be recovered when the solute is placed in the cavity. It could
then be argued that the whole process involves replacing the strong water—water
attractive forces by the weaker water—apolar molecule ones. This could lead to a
net positive enthalpy change that could explain the observed positive free energy
change.

Most of the structural theories proposed to account for the thermodynamic
observations mentioned above [13] rely on the idea that the apolar molecule in-
creases the degree of hydrogen bonding of water molecules in the solvation shell.
This leads to an increase in water—water attraction which is characterized by a
negative contribution to the enthalpy and the entropy increases. The negative
entropy change can be viewed as a result of some ordering or rearranging of wa-
ter molecules in the hydration shell. It is believed to cause the decrease in the
solubility of apolar molecules in water [219].

The inert gases form crystalline clathrate hydrates at high pressure and tem-
peratures in which each inert gas molecule is surrounded by a polyhedral cage in
the lattice of host water molecules [15]. It has been claimed that the hydration
shell of apolar solutes in water should resemble these cages, since there would
be a tendency for the hydrogen-bonding groups of the water molecules to avoid
being direct toward the solute molecules. Such an orientation allows the number
of water-water hydrogen bonds in the hydration shell to be close to that in bulk
water [13].

A different picture of hydrophobic hydration comes from the hydrogen bond-
ing properties of water molecules [16]. As the hydration shell adjusts to acco-
modate the apolar molecule, water molecules start to reorganize and rearrange
around the apolar molecule in order to maintain the highest number of hydrogen
bonds. The orientational freedom is restricted because of the inability of the
nonpolar molecule to participate in hydrogen bonding with water molecules, so
that some orientations of the water molecules become energetically unfavorable.

Hydrophobic interaction can also be regarded as resulting from a thermody-
namic force in water that drives hydrocarbon molecules towards each other in
contrast to the situation in a nonpolar solvent; because the surface area the ap-
olar molecules would present to water as a cluster is less than that if they are
separate. The entropy change should be positive, bringing two apolar molecules
together, and should lower the free energy. The association of apolar molecules in
water can be regarded as partial reversal of the thermodynamically unfavorable
process of solution [13].

Traditional descriptions of the stability of biologically important structures
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relied on the concept of a hydrophobic interaction that represents some sort of
effective attraction between nonpolar molecules of these structures [13,14]. This
effective attraction has been thought to be because of the peculiar structure
of water. Therefore, much effort has been invested in the studies of nonpolar
molecules in water [27,32,34]. One specific aspect of this broad area of research
is being referred to as the hydrophobic bond, or hydrophobic interaction prob-
lem [60,124, 153,215,219, 220].

There are several phenomena that are referred by the term hydrophobic in-
teraction. It is possible to distinguish between two extreme cases; all others can
be regarded as intermediary. The first case involves the folding of a polymer in
a way that side-chain nonpolar groups are removed from water and transferred
into the interior of the protein. The second case involves the dimerization of two
dissolved nonpolar particles in water. The actual process of polymer folding that
was pointed out by Scheraga [219] involves side-chain nonpolar groups that are
partially surrounded by water molecules, attracting each other so that part of the
water molecules in between are being squeezed out, with thus the formed dimer
still being surrounded by water molecules. In a review Kauzmann [215] made the
comparison between the process transfer of a nonpolar molecule from water to
benzene or CCly, and the process of transferring of the side-chain nonpolar group
into the interior of a protein. However, the actual cases are likely to belong to
the intermediary class as Scheraga et al. [219] have argued: Even when the hy-
drophobic region is formed in the interior of the protein, it will still retain some
water molecules.

In the second case, one investigates the dimerization process, the thermody-
namic properties of which may indicate to what extent two nonpolar molecules
have the tendency to adhere to each other. This approach encounters some theo-
retical and experimental difficulties. If one investigates dimerization, the proper
definition of a dimer has to be given. The easiest way to define a dimer could
be according to the relative distances of the two nonpolar molecules. However,
if the two nonpolar molecules are simple enough, there is no available method to
see the formed dimers and to distinguish them from the separate monomers.

When one investigates dimerization of somewhat more complex molecules,
like alanine, where an operational definition, in terms of a suitable measuring
technique, can be given to the alanine dimer, the shortcomings of this approach
are evident. The driving forces that bring the two nonpolar molecules closer
to each other originate from both the hydrophobic interaction and hydrophobic
bond formed between the two nonpolar molecules. It is difficult to differentiate
between the various contributions. The geometry of the formed dimer may be
such that the two nonpolar molecules will not be at a typical distance that is
essential for hydrophobic interaction.

Theoretical and computer simulation works have provided valuable insight
into the nature of hydrophobic interactions. It has been claimed that a solvent—
separated apolar pair may be more important than a contact apolar pair in de-
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termining the hydrophobic effects [61,62]. In addition, it has been claimed that
two simple nonpolar solutes in water are not strongly attracted as it is assumed
traditionally [67-69,131].

The approximate integral equation theory of Pratt and Chandler was the
first one that demonstrated the existence and importance of solvent-separated
pairs [61]. Using experimentally determined water correlation functions, the van
der Waals diameter of water, and a hard sphere solute solvent potential energy,
they calculated the potential mean force for hard spheres in water, and for com-
parison in a hard sphere solvent. The potential of mean force in the two solvents
differed primarily in the solvent-separated region, where the aqueous potential
of mean force was more stable. Thus, the nature of pairwise interactions was
observed to depend on the solvent-separated region. Upon increasing the tem-
perature, the stability of the solvent-separated pair decreases. The net attraction
between the solute particles, measured by osmotic second virial coeffient, was
found to decrease as the temperature was increased. This is in conflict with the
traditional theory. Finally, when attractive interactions are included in Pratt
and Chandler calculation, two additional effects are noted [62]; the enthalpy of
association is closer to the traditional view and the contact—pair is destabilized.
For the specific case of methane considered, including the attractive interaction
causes the solvent separated free energy to be lower than the contact free en-
ergy. This observation can be interpreted as being consistent with the structure
of clathrate and hydrates, in which nonpolar molecules are never observed in con-
tact [132]. Nevertheless the observation is in conflict with the traditional ideas
of nonpolar aggregation. Pettitt, Rossky and Karplus et al. also calculated the
free energy, entropy, enthalpy, and internal energy of association by using the
integral equation theory [63—65]. The internal energy was found to stabilize the
contact pair. Their simulation results were in conflict with the usual prediction
of positive enthalpy of association.

Berne and co-workers calculated the potential of mean force of Lennard-Jones
solutes in ST2 water and obtained agreement with the Pratt and Chandler theory.
Other simulations of free energy of association of nonpolar solutes predicted stable
solvent separated configurations [67,70,71,133]. The same observation was made
by Wallqvist and Berne for a nonpolar solute near a paraffin wall in water [72].

However, Smith and Haymet calculated the potential of mean force of methane
molecules in water and concluded that the contact pair is more stable than the
water separated pair [73]. Mancera reported, based on molecular dynamics an
increased tendency for methane particles to form contact pair with increasing
temperature [74].

Dang, however, attributed the temperature effects reported by Mancera to a
density effect, his own simulations showed no temperature effect [75]. Steinhauser
et al. investigated the temperature dependence of free energy especially between
300 and 350 K. By using the parameters of Pratt and Chandler and the Lorentz—
Berthelot mixing rules, they found out that a global minimum at contact distance
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exists for methine like molecules [76].

Mackie pointed out that the early simulations seemed to support the theory of
water structure enhancement and that it would not be the case according to their
radial distribution function investigations of water—methane system, where the
interactions would lead to a negative free energy. Thus, the negative free energy of
solvation would be determined by water methane interactions and not by positive
reorganization of the water molecules, according to Mackie [77]. Chan et al.
investigated the temperature dependence of hydrophobicity by using the Pratt
and Chandler theory and TIP4P as water model. They showed that the heat
capacity of the desolvation is large and positive, and that the entropy increases
when methane molecules form a contact pair. But at the same time there would
be a drastic heat capacity change in the system [78].

The temperature dependence of hydrophobic effects was also investigated by
Skipper, who simulated four methane molecules in 256 water molecules, at a
fixed density and concluded that the tendency of methane molecules to aggre-
gate increases with increasing temperature from 275 to 317 K [79,134]. This was
followed by many more extensive studies using similar systems of semiconcen-
trated methane solutions. However, some scientists pointed out that the results
of Skipper contain some ambiguity because of methane-methane interaction [78].
Furthermore, Dang reported a very small temperature dependence of aggrega-
tion and suggested that the discrepancy might be caused by Skippers use of a
temperature independent water density [75].

Guillot and Guissani investigated the temperature dependence of hydration
of noble gases and methane in simple point charge water by performing molecular
dynamics simulations [25]. They argued that the bigger the apolar molecule, the
more negative the value of the water—apolar molecule interaction that leads to an
increase in the solubility of the apolar molecule. On the other hand, the bigger
the apolar molecule, the more negative the entropy of cavity formation that leads
to a decrease in the solubility of the apolar molecule.

The rather low solubility of inert gases in water attracted interest for a long
time, and much effort has been invested in experimental studies [39 42]. The
behaviour of xenon is here of special interest: A large number of proteins are well
known to fix small ligands, like organic solvent molecules. The inert gas chosen
to simulate was xenon due to the attractive properties not only in the physical
chemistry but also in biology, medicine etc. Xenon is able to bind to discrete sites
in hydrophobic cavities, pores of channel like structures and also to the substrate
and ligand binding pockets [?,45-48]. Dichloromethane and Cyclopropane can
also bind to the proteins, but because of their greater size some distortions and
rearrangements in the protein structure and amino acid chains are noticed. Xenon
complexes can also be used as highly isomorphous heavy-atom derivatives [51-54].

The rotational degrees of freedom of water show a decrease upon xenon bind-
ing. Local rearrangements and displacement of water molecules may occur upon
inert gas binding, as was evident by the analysis of krypton binding to elas-



17

tase [46,47,55,56,58,59].

Because of the lack of experimental work about hydrophobic interactions and
to compare the simulation results with the available experimental data, the hydra-
tion process of xenon at different temperatures and pressures had to be simulated
and compared with the experimental results.

The literature contains many discussions of hydrate and clathrate behavior.
Hence, it was also necessary to investigate inert gases in water and compare the
structural, thermodynamic properties and their temperature and pressure de-
pendence with the alkanes; methane and ethane molecules. In this work Monte
Carlo simulations were performed to investigate the methane, ethane and xenon
molecules in water to predict the structural and thermodynamic properties and
also the temperature and pressure dependence of these properties. Another idea
was to simulate also pure liquid water and compare the structural and thermo-
dynamic results of pure water when two methane or two ethane molecules are
added into the system under same conditions. The temperature and pressure
dependence of the water-xenon system was important to understand especially
the effect of xenon to water molecules rearrangement that was pointed out by
Tilton et al. [47] which is explained above.

The simulation of the chemical potential of highly dense systems is still a
problem in the statistical mechanics, and one can find several methods for it.
In this work, the residual chemical potential was investigated by using different
methods.
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Chapter 2

Theoretical Background

2.1 Theory of the hydrophobic effect

In general the hydrophobic interaction is expressed in terms of differences in Gibbs
energy. The nonpolar pairs are characterized mainly by their interaction, or by
their binding energy, with the rest of the system [9]. A system containing N4
molecules of species A and Np molecules of species B, at a given temperature and
pressure is considered. The Gibbs energy change for bringing A and B molecules
from fixed positions to some close distance R, where R is of the order of magnitude
of the average molecular diameters of A and B, R =~ (04 + 0p)/2, is defined [9].
A and B molecules are assumed as spherical molecules for simplicity, so that the
Gibbs energy of the process is a function of R only and not a function of the
orientation of the two molecules.

The Gibbs energy change is defined as [227].

AGAB(T) = UAB(R) + 5GAB(R) (2.1)

where Uap(R) is the direct pair potential at distance R and 6Gap(R) is the
indirect part of the Gibbs energy change. The pair potential Uap(R) depends
on the properties of the pair of molecules A and B and is irrelevant for studying
the solvent properties. The value dGap(R) is referred to as the hydrophobic
interaction thermodynamic property between the molecules A and B [228].

0G ap(R) is defined as:

0Gap(R) = AGp(R) + AG (o) (2.2)

where AG? 5(R) and AG%z(00) are the hydration Gibbs energies for the pair at
a distance R and oo, respectively.

The equation above was simplified further by noting that the binding energy of A
and B molecules, at infinite separation may be viewed as the sum of the binding
energies of A and B separately.

19



20 CHAPTER 2. THEORETICAL BACKGROUND

0Gap(R) = —kT1In(exp[—BBap(c0)]), (2.3)
—kT In (exp(—fBBa)), — kT In (exp(—BBg)),
= AG, + AGE
Therefore
5Gan(R) = AGH5(R) — AGH5(R) — AG) — AGH (2.4)

The quantity 0Gap(R) is also related to the apolar-apolar molecule distance
distribution. According to Ben-Naim [228], the pair correlation function gap(R)
is related to the Gibbs energy change 0G 4p(R).

gap(R) = exp|—BAG4p(R)] (2.5)
= exp|[—BUap(R)| exp [-B6Gap(R)]

One can find many quasichemical theories about the hydrophobic effect in the
literature [224]. However, the quasichemical theories break down for real systems,
because these theories treat hard core solutes.

As pointed out in Section 1, the first widely accepted explanation for the ther-
modynamic properties of aqueous solutions of apolar molecules was the "iceberg”
hypothesis of Frank and Evans [217], which states that the structure of water
around apolar molecules is more ordered than the bulk water. This accounts for
both the negative entropy change (increased ordering) and the negative enthalpy
change (increase in degree of hydrogen bonding). The correlation functions and
coordination numbers, explained in following sections when one adds different
pairs of apolar molecules, and the dependence on temperature and pressure of
these structural quantities can give information about the structural changes of
water as well as apolar molecules.

In this work the internal energy was calculated under the assumption of pair-
wise interactions, namely Lennard-Jones and Coulombic interactions between the
molecules present in the system under investigation. The simulation of the in-
ternal energy for different systems provided the investigation of the interactions
of different systems with increasing temperature and increasing pressure. The
enthalpy was calculated according to:

H=E+PV (2.6)

where P is the pressure and V is the volume.

The heat capacity, a thermodynamic property that indicates the amount of broken
hydrogen bonds and rearrangement of molecules with increasing temperature and
increasing pressure, is given by:
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C, = <g—§f)}) (2.7)

The residual chemical potential of water and apolar molecules as well as its tem-
perature and pressure dependences, which include energetic and entropic con-
tributions and are characteristic properties for defining hydrophobic effects, is
calculated according to the Widom method which is explained in detail in fol-
lowing sections. The theoretical aim of this work is to simulate and calculate
the structural and thermodynamic properties by using as few approximations of
statistical mechanics as possible in the simulations.

When the hydrophobic bonds are formed, water—apolar molecules interactions
decrease in extent and this decrease should be accompanied by an energy loss ac-
cording to Scheraga et al. [219,221-223]. The enthalpy difference with increasing
temperature is calculated according to:

A]yhydro = Hw,a - Hw (28>

A Hyyaro 1s the difference in enthalpy, Hy, , is the enthalpy of water/apolar system,
and Hy, is the pure water enthalpy under same conditions. The residual chemical
potential difference of water with increasing temperature is calculated according
to the following formula:

A,LLhydro = Hw,e — Hw (29)

where Afinydro is the difference in residual chemical potential, jiy ¢ is the residual
chemical potential of water in water/apolar system and p., belongs to pure liquid
water chemical potential under same conditions.

2.2 Statistical thermodynamics

Statistical mechanics provides the connection between the microscopic states of a
molecular system and its macroscopic properties. Statistical mechanics is based
on the principle that thermodynamic properties are averages of microscopic prop-
erties, and it sets up a scheme for calculating these thermodynamic averages [92].

The techniques of statistical mechanics have been used in a wide variety of
physical investigations. Statistical mechanics has been applied to gases, liquids,
solutions, polymers, metals, spectroscopy, transport theory, the helix—coil transi-
tion of DNA, cell mebranes etc.

Thermodynamics provides connections between many properties, like math-
ematical relations between the experimental property of an macroscopic system
in equilibrium, but does not supply information concerning the magnitude of any
property. Thermodynamics does not need to recognize or rely upon the exis-
tence of atoms or molecules. Thermodynamics provides general relations without
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the need of ever considering the ultimate constitution of matter, while statistical
mechanics, on the other hand, assumes the existence of atoms and molecules to
calculate and investigate thermodynamic properties from a molecular point of
view.

Statistical mechanics deals with ensembles of members. An ensemble of mem-
bers is defined to be a number of independent members in contact with the en-
vironment under some conditions [92]:

e The environment should be so large that the intensive properties are not
affected by the interactions of the members.

e Every ensemble member presents a model of the system under considera-
tion, and all members should be identical.

e The ensemble and environment should be isolated from the rest of the
universe.

e The interactions which are possible between a member and the environment
should be same for all members.

Within the statistical mechanics, several paths lead to the same procedure for
calculating or simulating the thermodynamic properties. The two fundamental
postulates for the paths of various lengths are:

e Postulate 1: The mechanical-thermodynamical value of a property in a
system in equilibrium is given by the value belonging to the most probable
distribution of ensemble members.

e Postulate 2: The most probable distribution of ensemble members among
the possible states is the distribution for which the number of possible states
of the ensemble and enviroment is a maximum.

A mechanical-thermodynamic property is a macroscopic quantity which has
a defined value like pressure, volume, energy etc.

2.2.1 Ensembles

By Monte Carlo or Molecular Dynamics simulations one is able to generate in-
formation at the microscopic level and to convert microscopic information into
macroscopic properties [91-94].

The microscopic mechanical state of the N particle system is defined by po-
sitions and momenta. This means that these positions and momenta can be
regarded as coordinates in a phase space. Hence, a microscopic state is a point
I’ in the phase space. On the other hand, a macroscopic state is defined through
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macroscopic properties like pressure P, number of particles N and temperature
T.

Systems treated by statistical mechanics can be classified according to the
natures of the surfaces bounding the systems and the general displacement rules.
The following systems have been studied widely:

e Systems surrounded by surfaces that do not permit energy or mass passage:
microcanonical ensemble.

e Systems surrounded by surfaces that permit energy passage but not mass
passage: canonical ensemble.

e Systems surrounded by surfaces that permit passage of energy and of mass:
grandcanonical ensemble.

The isobaric-isothermal ensemble (N, P and T" are constant) and the Gibbs
ensemble are those ensembles which are used besides the classical ensembles in
computer simulations [93,94].

2.2.2 Ensemble averages

The methods of statistical mechanics have to include a procedure, for predicting,
from the results of statistics, values of macroscopic mechanical quantities. This
requirement is met by the following procedure [92]:

An ensemble is a collection of points in phase space. The probabilities of the
microscopic states of a canonical ensemble with N particles are not all equal.
The probability ps of a microscopic state with the energy FEjy is proportional to
the Boltzmann factor:

E
Ps X €xp (_kaST) (2.10)

kg : Boltzmann constant

The points in phase space are distributed according to a probability density

1 (_Epot(r) + Ekin(F)) (2.11)

I') =—e
p(l) =  exp T
The probability function is essentially in a non-normalized form and the partition

function @ is acting as the normalizing factor to calculate the probability density
u(T).

r
w(T) = % with Q = / p(T) dT (2.12)
The ensemble average of a property a is calculated from this probability distri-
bution in the following way:
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(@) = [ aD)u(r)dr (2.13)

Because the energy is a sum of potential and kinetic energy, the phase space- and
probability densities can be subdivided into two terms. The residual thermody-
namic properties can be calculated by using the configurational term.

2.2.3 Ergodicity

The fundamental problem of classical statistical mechanics is known as the ergodic
problem. The system, no matter how it is prepared, relaxes on a reasonable time
scale towards a statistical equilibrium. The definition of equilibrium is that all
macroscopic variables are constant in time.

Consider a random process described by a function x(t). If one repeats the
process for N times, one obtains the function z(¢,a),a = 1,..., N. The mathe-
matical abstraction of this is to consider a family of functions z(¢, «), @ may be
discrete as well as continuous. If « is taken to be a random variable with a prob-
ability density p(a)da, then z(t,a) is a stochastic process. Then, a stochastic
process is a function of two variables t and «a, where ¢ is time and « is a random
variable. More precisely, the random process X () is described by a set of prob-
ability distributions. At any time, one can find the fraction of the total number
of functions which have a value between x and x + dz. This fraction, wy (z,t)dz
is called the first probability distribution.
wo(x1, t1; Tg, ta)dxydz, is the joint probability of finding X between z; and x; +
dzqy at time ¢; and between x5 and x9 + dxg at time t5. This process can be
continued for the 3th, 4th etc. probability distribution. If one knows the functions
w; for all j, knows all that can be known about the random process. The function
w; has to satisfy the following conditions:

e w, >0
o wy(xq,ty; 20, ta; -+ Ty, t,) is & symmetric function in the set of (x;,¢;).
o wy(xy,ty;-- - Tk, ty) = f ce fwn(:rl, t;- sy, ty)degyy - - - day,.

The complete determination of the set of probability distributions given above
is not feasible. Thus the time evolution of a large number of similarly prepared
system has to be observed. Fortunately, there are several assumptions that can be
made that greatly simplify matters. It has to be assumed that the random process
is stationary in time. Thus the form of the probability distribution functions does
not depend on the shift of the origin of the time. More precisely, the random
process is stationary when the probability distributions of |z (¢, a)| and |z(t+7, a)|
are the same for any time period, 7.
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For a stationary random process, the various probability distributions from

the experimental observation of x(¢) for one system over a long period of time
should be determined. This long-time record can be divided into pieces of length
T, where T is much longer than the time periods occurring in the process, and
these pieces may be treated as observations of different systems in an ensemble
of similarly prepared systems. The underlying assumption here is called the the
ergodic hypothesis. It states that for a stationary random process, a large number
of observations made on a single system at N arbitrary instants of time have the
same statistical properties as observing N arbitrarily chosen systems at the same
time from an ensemble of similar systems.
When one deals with general random processes, there are two types of mean
values. One is obtained by observations made on any systems at some fixed time
t, ({(x)) and the other is the time average made on the system as a function of
time, (z). For a stationary random process, the averages yield the same result.

z = lim 1 /T x(t)dt (2.14)

and

(r) = /00 zwy (x)dx (2.15)

and for a stationary random process:
&= (z) (2.16)

according to the ergodic hypothesis.

For a large number of physical processes, it is assumed that the process is a
Markov process. The time axis is divided into small intervals, 0. and t is defined as
t; = jo. When one introduces the conditional probability p,(x,,t, | Tn_1,tn-1),
to <ty <--- <ty that X lie in (z,,z, + dz,) at time ¢, given that X (¢y) = o,
X(t1) = 1, etc. The Markov process can be defined as:

,On(xny tn | Zo, tOv 3 Tp—1, tnfl) = ,0(33”, tn | Tp—1, tnfl) (217>

The probability that the system is in the state n at time ¢, depends upon its
state directly preceding t,, and not upon the previous history of the process.

2.2.4 The Monte Carlo method

At the end of the Second World War, von Neumann, Ulam and Metropolis de-
veloped the Monte Carlo method to investigate the diffusion of neutrons in fis-
sionable materials. Because of the use of random numbers in the calculation, the
name Monte Carlo was chosen for this method.
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The expression ‘Monte Carlo method’ is actually very general. Monte Carlo
(MC) methods are stochastic techniques, meaning they are based on the use of
random numbers and probability statistics to investigate problems. One can find
Monte Carlo methods used in everything from economics to nuclear physics to
regulating the flow of traffic.

Monte Carlo or molecular dynamics simulations involve the numerical deter-
minations of the statistical thermodynamics and related structural, energetics
and dynamic properties of atomic or molecular assemblies on a high speed dig-
ital computer. Applications to molecular systems range from the study of the
motions of atoms or groups of atoms of a molecule or macromolecule under the
influence of intramolecular energy functions to the exploration of structure and
energetics of fluid phases such as liquid water based on intermolecular poten-
tial functions. The quantities determined in a typical Monte Carlo or Molecular
Dynamics simulations include the average or mean configuration energy, vari-
ous spatial distribution functions for equilibrium systems and time correlation
functions for dynamical systems, along with detailed structural and energetic
analyses.

The use of Monte Carlo methods to model physical problems allows us to
examine more complex systems than we otherwise can. Solving equations which
describe the interactions between two atoms is fairly simple; solving the same
equations for thousands of atoms is impossible. With Monte Carlo methods, a
large system can be sampled in a number of random configurations, and that
data can be used to describe the system as a whole.

2.2.5 The Metropolis method

The so-called Metropolis Method was introduced by Metropolis in 1953 [95]. The
configurations I’y are generated with the probability exp(E(T'y)/(kgT)). The
mean value is calculated according to:

(e = 77 > a(Ty) (2.18)

whereby M is the number of Monte Carlo steps.

The average number of accepted trial moves that results in leaving a state
has to be equal to the number of accepted trial moves from other states to this
state. In equilibrium, the average number of accepted moves from a state to any
other state is equally canceled by the number of reverse moves. The Markov
chain process is used in this method [96]. The advantage of this theory is that
the algorithm to generate the configurations permits also the reverse moves.
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UiPij =  UjPji (2.19)
u; »  configurational probability ¢

pi; : transition probability from state i to state j

If B(7) is the number of states:

0 for T'; ¢ B(1)
pii =1 % . for I'; € B(i) and p(T';) > p(T;) (2.20)
7oy for Tj € B(i) and p(T;) < p(Ty)

The reversibility can be demonstrated as follows:
e When I'; ¢ B(i) is, then I'; ¢ B(j) and p;; =0 = pj;.

e When p(T;) > p(T';) then

Pu = 7 PR T 2y,
= UjPji = UiDij
and vice versa.
To accept a move with the probability p = 'Z EII-“Z)) , one calculates p and compares

this value with a random number £ € [0, 1]. If p > £, the move is accepted and
otherwise rejected.

2.2.6 The isothermal—-isobaric ensemble

The isobaric-isothermal ensemble is generally used in this work because most of
the available experimental data have been measured under controlled temperature
and controlled pressure.

The NPT ensemble Monte Carlo simulations were first described by Wood [97]
in the context of a simulation work of two dimensional hard disks. However, the
method used by Wood is not readily applicable to arbitrary continuous potential
systems. McDonald applied NPT Monte Carlo simulations to a Lennard-Jones
mixture with continuous intermolecular potential [82]. This method is now being
used in simulations.

In the NPT ensemble Monte Carlo method, the volume is treated as an ad-
ditional coordinate. The trial moves of volume consist of an attempted change
of the volume from V to V! = V + AV where AV is randomly chosen and
distributed uniformly over an interval [—AVjax, +AViax]. According to the
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Metropolis scheme, the volume move will be accepted or rejected with a proba-
bility that is explained in coming sections. Instead of random changes in volume,
one can also attempt to use trial moves in the box length. Such trial moves are
allowed as long as the symmetry of the underlying Markov chain is maintained.

The probability density for the isothermal-isobaric ensemble is proportional
to exp(—(E + PV)/(kgT)).

The summation over all possible volumes can be written as an integral [97].
For an atomic system:

1 11

NI / / exp(—(E + PV)/kgT)drN dp™dV (2.21)

QNPT =

2.2.7 Periodic boundary conditions and minimum image
convention

By implementing the periodic boundary conditions, the problem of surface effects
can be overcome [98]. An infinite lattice is formed by replicating the cubic box
throughout the space. When one particle moves in the original box, its periodic
image moves exactly in the same way and direction in each neighbouring box.
Hence, when one molecule leaves the box, one of its images will enter through
the opposite site.

The properties of a small, periodic system and the macroscopic system are
same for a fluid of Lennard-Jones atoms. This feature depends on the range
of the chosen intermolecular function and the phenomenon under investigation.
When the chosen potential is long ranged, the particle and its image will interact
substantially; this problem will be discussed below. Pratt et al. developed some
theoretical methods to investigate the effects of periodic boundary conditions on
equilibrium properties [99].

The common experience that can be found in the literature is that periodic
boundary conditions have negligibly small effects on the thermodynamic proper-
ties and structural quantities of fluids.

The important part of Monte Carlo and molecular dynamics simulations is the
calculation of the potential energy of a configuration. Hence we have to include
all the interactions between a particle and every other particle in the box. But
we have to include also the interactions between the particle and all its images
placed in neighbouring boxes. We may restrict this summation of interactions
by making an approximation that is called ‘Minimum Image Convention’ for a
short-range potential energy function. Minimum Image Convention means that
one constructs a box of the same size as the simulation box around a selected
particle, and then considers only the interaction between this particle and the
other particles in this box. The chosen particle interacts with all other particles
whose centers are in this region i.e. with the closest images of other N — 1
particles. This technique was first used by Metropolis et al. in 1953 [95].
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2.2.8 The Ewald sum method

The Ewald sum method was developed by Ewald and Madelung between 1918
and 1921 for ionic crystal systems [100,101]. The mathematical details of this
method can be found in the literature [102,103]. Its purpose is the computation
of long-range contributions to the potential energy in a system which includes
the periodic boundary conditions. When one investigates a system with charged
particles assumed to be located in a cube with diameter L, and the periodic
boundary conditions are included, the Ewald sum method is a method to calculate
the long-range interactions. The Coulombic interactions energy formula will not
be enough to calculate the long-range interactions, because it contains a poorly
converging sum. This can be improved by the expression for charge density. The
contribution to the electrostatic potential due to the point charges would decay
as 1/r, where r is the distance. It would not be a problem, if every particle i
with charge ¢; was surrounded by a diffuse charge distribution of the opposite
sign, the total charge of the surrounding cloud would cancel the charge ¢;. The
Gaussian distribution for the screening charge is usually assumed.

For the Ewald sum method, it is assumed that each point charge is surrounded
by two diffuse charge clouds of opposite sign. There are three contributions to
the electrostatic potential; the one due to the point charge g;, the second one
due to (Gaussian) screening charge cloud with opposite charge, and the last one
due to the compensating charge cloud with the point charge. In order to exclude
coulombic self interactions, only the contribution due to compensating charge
distribution should be included. Because the compensating charge distribution
is not only a smoothy varying function, but is also periodic, this function can
be presented by a Fourier series. In the end of the calculation, a correction
for the inclusion of a spurious self interaction between the point charge and the
compensating charge cloud is necessary.

The compensating charge distribution surrounding an ion ¢ is a Gaussian,
where /2/a is the width and a parameter characterizes the shape of the Gaussian
charge distributions.

PGauss(T) = —qi(a/ﬂ)g/Q exp(—oer) (2.22)

The charge density p;(r) at location r due to the presence of the Gaussian charge
cloud is:

pi(r) =Y qi(a/m)*?exp [—alr — (r; + nL)|?] (2.23)

j=N n

Fourier transforming the charge density p; yields:
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pi(k) = /Vexp —ik - 1)pi(r)dr (2.24)
= /Vexp —ik - 1) quﬂ (a/m)*? exp [~alr — (r; +nL)|*] dr

g;(a/m)*? exp [—alr — 1;]*] dr

uMz

/ exp(—tk - r)
all space

N
= / q]-exp(—ik-rj)exp(—k:Q/éla)
J

i1

where k = (27/L)l with 1 = (I,,1,,1.) are the lattice vectors in the Fourier space
and 7; and r; present the positions of particle 7 and j. If the above expression is
inserted into the Poisson equation, —V2®,(r) = 47p,(r), it yields:

_ i—f > exp(—ikr;)(~k/4a) (2.25)

The above equation is for k # 0, where ®(r;) is the electrostatic potential at the
position of ion 2. For the contribution of ®; to the potential energy, one should
first compute:

O(r) = — ZCID Jexp(ikr) (2.26)
k;éO
a 4mq;
— ZZ k2j exp(ik(r — 1)) exp(—k?/4a)
kA0 j=1

The electrostatic potential term is:

U = %Z ¢ P (r;) (2.27)

4
= = E E 4id; exp [ik(r; — 1j)] exp(—k* /4a)
Vk?
k;éO j=1
1 4m

= v e Pk [ exp(ikr;)
k0 0

where p(k) = Zf\il g; exp(ikr;). The contribution to the potential energy given
above includes the term (1/2)Q;®Ps¢(r;) because of the interaction between a
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continuous Gaussian charge cloud and a point charge ¢; located at the center of
the Gaussian. This term should be corrected. By using the Poisson equation to
compute the electrostatic potential due to the charge distribution, including the
spherical symmetry of the Gaussian charge cloud and integrating, the following
spurious contribution to the potential energy can be achieved:

N
1
Uself = 5 Zl qiq)self (T’L) (228)

N

= (a/m)'?) ¢

i=1

The spurious self interaction term has to be substracted from the sum of the real
space and Fourier contributions to the Coulomb energy.

The electrostatic energy yielded by the point charges screened by the oppo-
sitely charged Gaussian has to be computed. By applying the error function to
the Poisson equation used to compute the electrostatic potential and the spheri-
cal symmetry of the Gaussian charge cloud, the total contribution of the screened
Coulomb interactions to the potential energy is given as [93]:

N
1
Ushort—range - 5 Z qujerfC(\/arij)/Tij (229)
i#£]
the error function is defined as; erfc(z) = 1 — erf(z). The total electrostatic

contribution to the potential energy becomes [93]:

1 47
G ) ﬁlp(k)|2exp(—k2/4a)
k0

UCoulomb =

(2.30)

N

1 giqerfe(y/ary;)

_ 1/2 2, = j J
(om0t + g 3 B

i=1 i#] K

The Ewald sum method can be used also for dipolar particle systems, to simulate
the dielectric constant of a polar fluid etc.

So far, the calculation of the energy is performed in two parts in the Ewald
summation method: the real space part and the Fourier space part.

For the energy, the real space cutoff error of the total energy deviation ex-
pression is:

c\/2 1 2
0ER = Q (223) (o) exp (—a’r?) (2.31)
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and for the Fourier part, it looks like:

n(l;/2 1

al? (mn./aL)

0Er =Q s exp [— (Wnc/aL)Q} (2.32)

where Q =Y, ¢

2.2.9 Correlation functions

The atom—atom pair correlation functions, g(r), represent the number of atoms
whose distance from a given atom in the fluid lies in the (r,r 4 ér) interval. The
correlation function is [94]:

L (No(r,r +6r)) 5
py(r) = 6171-310 4mr2dr

(2.33)

where (No(r,r+ dr)) is the ensemble average of the number of atoms in the
spherical shell, or is the thickness of the given shell and p is the density. The
location of the first minimum of correlation functions defines the first hydration
shell. The coordination number of atoms can be calculated by the following
expression:

N, :47rp/ 1 rg(r)dr (2.34)
0

where N, is the coordination number, and p is the density.

2.3 The free energy problem

Free energies are difficult to calculate, because they are related directly to the
partition function, Qnxpr, which is a complete sum over states. The principal
difficulty in the Monte Carlo simulations of free energy is the absence of a corre-
sponding microscopic analogue, i.e., a function of configuration space variables to
be averaged to obtain the required result. Nonetheless, knowledge of free energy
is a key quantity for understanding molecular phenomena, such as hydration,
solvation, hydrophobic interactions, conformational transitions in proteins and
other macromolecules, phase transitions etc.

Formally, we may write expressions allowing us to calculate the free energy,
but these typically involve averages of properties where the most significant con-
tributions come from phase space regions where the sampling is poorest.

Diverse problems in structural and reaction chemistry of molecules in solution,
such as solvation potentials, solvent effects on stability, the effect of solvent on
chemical kinetics and mechanism via activated complex theory etc. also require a
particular knowledge of the configurational free energy, which in principle directly
follows from the statistical thermodynamic partition function for the system.
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The configurational free energy is:

VN

The determination of mean energy via simulation involves essentially calculating
the area under the curve ExP(EN) or Exexp(—Enx/kgT) by generating vari-
ous configurations of the system and calculating their respective energies and
probabilities. Only a narrow range of Ey values contributes significantly to the
integrand, since the region in which Ex or exp(—FEx/kpT) are simultaneously
large is limited. A random selection of configurations in a simulation is thus an
inefficient approach to the numerical determination of mean energy, since an ex-
traordinary amount of time would be spent sampling configurations which make
relatively insignificant contributions to the mean energy integrand. This problem
in Monte Carlo theory was taken up by Metropolis et al. [152] who devised an
importance sampling scheme which is now followed in essentially all Monte Carlo
studies of fluids. The Metropolis method is a Markov walk through configura-
tion space, sampling states of the system with a frequency proportional to the
Boltzmann factor. The evaluation of mean energy reduces to the summation:

A=—kgTn <ZN) (2.35)

ZEN )/nR; € M (2.36)

where the n configurations R; are chosen by the Metropolis method (M). Con-
vergence studies indicate that the Metropolis method makes mean energy de-
terminations feasible at presently accessible sampling rates. Other properties
of the system computed in parallel with mean energy each found to have their
own profile of convergence, and in general structural properties and simple aver-
age quantities such as mean energy converge more rapidly than the fluctuation
properties like the heat capacity [153 155].

An analogous consideration can be made for the free energy. The ensemble
average expression for the excess free energy yields,

A = kgT In (exp|En/ksT]) (2.37)

expanding the exponential in powers of Fy and rearranging terms, it can be
shown that,

U U <E >
[1 + ksT + (szT)Q sz ]
VN

Thus the convergence problem in free energy is equivalent to the problem of
determining ensemble averages of the mean energy (first moment) and higher
moments of energy distribution. This indicates that a significant increase in

A= kBTln

(2.38)
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sampling would be required to achieve convergence in free energy relative to
mean energy in a simulation.

A broader range of sampling could be accomplished by a Monte Carlo ap-
proach, but in practice the configuration space of molecules is so immense that
convergence for the partition functions integral cannot reasonably be expected.
Metropolis sampling, concentrated in regions where Ey exp(—FEy/kgT) is large,
is optimal for internal energy, but would not sample broadly enough to provide
accurate estimates of the partition function and the free energy. Thus we are left
with no viable means of the calculation of free energy by the numerical methods
for molecular systems of interest and with the indication that an extent of sam-
pling significantly beyond that suitable for mean energy determinations must be
part of the free energy simulations.

The chemical potential is an important property for the study of hydrophobic
interactions. There exist several techniques for measuring the chemical potential
in a single Monte Carlo simulation. On closer inspection, what we measure is not
the chemical potential itself but the residual chemical potential, the difference
between the chemical potential and that of an ideal gas under same conditions.
To simulate dense liquids and calculate their chemical potential, much effort has
gone into the chemical potential method development and a number of methods
have been proposed. Examples of these are: thermodynamic integration [136
139], particle insertion [135,140], perturbation methods [137,141 143], multistage
sampling [144], umbrella sampling [145-147|, acceptance ratio method [148, 149,
expanded ensemble method [150], etc.

No single method for free energy simulations can be considered as clearly
superior to others and the choice depends on the system under consideration.
One limitation of the umbrella sampling is that the more the sampling is to be
extended, the larger will be the range of the modification of the energy, making
the calculation of (exp (Ey/kgT)), (where E, is the modification of the energy
that serves to extend the sampling), prine to roundoff errors [160]. The more
complex the parameters chosen in the umbrella sampling simulation, the more
difficult is the determination of an efficient modification of the energy.

2.3.1 Widom method

A general method for calculating the chemical potential i of a species in a fluid or
in a mixture is the so called Widom method [135]. The definition of the chemical
potential u, of a species a is:
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b = ( gﬁ) (2.39

85)
- T
<8Na NVE

where G, F, and S are the Gibbs free energy, Helmholtz free energy and the
entropy, respectively. When we assume that we deal with a system of N particles
in a cubic volume with diameter L and volume V = L? at constant temperature
and pressure, the Gibbs free energy is given by:

G = —ksTIn ( / = ei‘;é;\f V) ay / exp (=AU (SN;V))dsN) (2.40)

in which the scaled coordinates s = r/L are introduced. U(s"; L) indicates that
U depends on the real rather than scaled distances between particles.

To evaluate p = (0G/ON)p,, the expression p = G(N+1,P,T)—G(N, P, T)
is evaluated

V
n = —kBTln<m/eXp (—BAU) dSN+1> (241)
d PV
= —]{}BTID (kBT/PA ) — kBTln m exp (—BAU) d8N+1
= Hideal T+ ,uexcess(P) (242>

The Widom method requires the addition of a particle to the system. However,
in dense systems it can be applied only to small molecules.

2.3.2 Particle deletion scheme

The inverse Widom method is based on the comparison between the free energies
of a system with NV particles and that with N — 1 particles [28,29]. Theodorou
et al. presented the calculation of the chemical potential by using the particle
deletion scheme in 1999 [161]. They presented a new formulation of the chemical
potential based on the removal of a test particle (inverse Widom) scheme. The
particle deletion scheme method introduces an intermediate stage in the calcula-
tion of chemical potential where the removed test particle is replaced by a hard
sphere. Because the NV —1 molecules in the system can never occupy the remain-
ing hole, this produces a bias to the simulation. To remove this bias, Theodorou
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et al. measured the difference between a N- and N — 1- particle system by
calculating the accessible volume for inserting a hard sphere into the system.
The Gibbs free energy is defined as:

G(N,P,T) = _% In (Q(N, P, T)) (2.43)

The chemical potential of the system can be calculated according:

oG
B = ﬁ(a—N)RT (2.44)

. 1 Z(N,P,T)
— 1g 1 s )’
where 31 represents the chemical potential of an ideal gas under the same con-

ditions. The ratio of the configurational integrals can be transformed according
to:
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(2.45)

Here H (s; ) denotes the Heaviside step function,

= [0 for | s — SN |< Score(B, P) .
H(SZ’N)—{ 1 for | s;—sn |> Sere(B. P) fori=1,...,N—1 (2.46)

The hard core diameter (Score) that is in reduced units is chosen arbitrarily.
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The excess chemical potential y“ can be formulated as:

Bu™ = Bu— Bu® (2.47)

N-1

| < 1 > <Hi=1 H(ri;N)>N1,P,T
p— _— n -
V/inpr <H£V‘11 H(”w)eXpwUN(rl...rN))>
N,P.T

|4

The term <HZ]\:11 H (r;, N)> presents the accessible volume fraction for a molecule

with a diameter of s that is interacting through the repulsive potential of a
hard sphere.
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Chapter 3

Molecular Models

3.1 TIP5P water model

The structure of water has been discussed in the literature ever since scientists
were concerned with the peculiar properties of water and aqueous solutions. Much
effort has gone into the development of intermolecular potential functions for the
water dimer. Some of them are; SPC [176], SPC/E [174], ST2 [170], SCF [169],
CI [166], BF [171], PM [164] and TIPS [163,165]. Each potential function has its
advantages and disadvantages. The TIP3P and TIP4P models [172,173] for water
dimer were presented in 1983. The SPC, SPC/E, TIP3P and TIP4P models have
been the most widely used models for the water dimer for a long time.

One of the best known experimental properties of liquid water is the density
as a function of temperature and pressure. Liquid water exhibits density of
maximum at about 4 °C [177-179]. None of the water models written above can
reproduce the density behavior in the temperature range of interest [184,186-188].
The density behaviour with increasing pressure of the earlier calculations was also
questionable [187-189,191,192].

The ST2 model yields a density maximum at about 27 and 40 °C and SPC/E
gives a maximum density at about -38 °C. TIP4P yields a maximum density near
-13 °C. Although the phenomenon of a maximum density exists for some water
models, the lack of the quantitative agreement is evident, and the shape of the
density function with increasing temperature could not be well reproduced.

Some attempts have been made to improve the potential function for the
water dimer by addition of bond flexibility [196-198], variable electronic degrees
of freedom [192,197], etc. However, the most complex models do not describe the
dependence of the dipole moment change on water structure [199, 200].

Jorgensen et al. presented the TIP5P model of water in the beginning of
2000 [162]. The average error in the density between -37.5 °C and 62.5 °C at 1
bar pressure is only 0.006 g/cm?®. These authors optimized the parameters and
also the negative charge positions along the lone-pair directions by Monte Carlo
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calculations. They did also foundthat the TIP5P model represents the density
maximum near 4 °C at 1 bar pressure [162]. The TIP5P model represents the
pressure dependence of the thermodynamic properties well. The density of water
at 25 °C was reproduced with an average error of about 2% between 1 and 10*
bar. The expected shift of the temperature of maximum density to lower values
with increasing pressure could be also obtained by using TIP5P model of water
dimer.

The TIP5P model for water has four tetrahedrally arranged coulombic interaction
sites, two of them belonging to hydrogens and the other two belonging to the lone
electron pairs.

The parameters of TIP5P are presented in Table 3.1:

Table 3.1: Parameters for TIP5P water model
qa () 0o () & (kJ/mol) rom () Omom (°) ror () Orow (o)
0.241 3.21 0.6694 0.9572 104.52 0.70 109.47

3.2 Optimized TIP5P water model

The electronic wave function of a diatomic molecule is a function of the internu-
clear distance. In contrast to this, the electronic wave function of a polyatomic
molecule depends on several parameters—the bond distances, bond angles, and
dihedral angles of rotation about single bonds that define the molecular confor-
mation. A theoretical treatment of a polyatomic molecule involves calculation of
the electronic wave function for a range of each of these diameters; the equilib-
rium bond distances and angles are then found as those values that minimize the
electronic energy [?].

To optimize the TIP5P model of water that is mentioned above, the calcula-
tion began with the choice of a basis set.

For diatomic molecules, the basis functions are generally taken as atomic
orbitals. Each atomic orbital can be represented as a linear combination of one
or more Slater-type orbitals. An Slater-type orbital (STO) centered an atom
a has the form Nr?le ¢"Y™(f,, ®,). For nonlinear molecules the Slater-type
orbital form with ¥;™ (spherical harmonic) is replaced by (Y;™* 4 Y;™)/2"/2. Each
molecular orbital is expressed as ®; = > ¢,;x, where x, is the Slater-type orbital
basis function [?].

For polyatomic molecules, in this case water, the LC-STO method uses STOs
centered on each of the atoms. The one-center expansion (OCE) method takes
each molecular orbital (MO) as a linear combination of STOs, all of which are
centered at the same point in the space. The OCE method is especially applicable
to alkanes, because most of the electron propbability density is located near to
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the carbon atoms and the hydrogen atoms introduce only small cusps into the
wave function.

In 1950 Boys proposed the use of Gaussian-type functions (GTF) to simplify
the molecular integral evaluation. A Cartesian Gaussian centered on an atom a
is defined as:

A o2

Jijk = Nayy,zhe o (3.1)
N is the normalization constant, i, j and k are positive integers and « is a positive
orbital exponent. In general, linear combinations of Cartesian Gaussians can be
formed:

er efarg (}/lm* + Yim)/21/2 (32)

a

To obtain an accurate representation of an atomic orbital, a linear combination
of several Gaussians must be used. The LC-GTF SCF MO calculation involves
the evaluation of more integrals than the LC-STO SCF MO calculation due to
the number of two-electron integrals is proportional to the fourth power of the
number of basis functions. However, Gaussian integral evaluation takes much
less CPU time than Slater integral evaluation, since the product of two Gaussian
functions, centered at two different points is equal to a single Gaussian centered
at a third point.

A minimal basis set consists of one STO for each inner-shell and valence-shell
atomic orbital (AO) of each atom. A double-zeta (DZ) basis set is obtained
by replacing each STO of a minimal basis set by two STOs which differ in their
orbital exponents (. A split-valence (SV) basis set uses two STOs for each valence
AO but only one STO for each inner-shell AO [?].

Instead of using the Gaussian functions as basis functions, each basis function
can be taken as a linear combination of a small number of Gaussians, according
to:

gu’s are Cartesian Gaussians centered on the same atom and having the same i,
j ank k values as one another, but different o’s, d,, are constants that are held
fixed during the calculation. Yy, is called a constracted Gaussian-type function
(CGTF) and the g, is called primitive Gaussian.

The 3-21G and 4-31G basis sets are the commonly used split-valence sets of
CGTFs. In the 3-21G basis set, each inner-shell AO is presented by a single
CGTF which is a linear combination of primitive Gaussians. There are two basis
functions, one of which is a CGTF that is a linear combination of two Gaussian
primitives and one that is a single diffuse Gaussian. The 4-31G set uses four
primitives in each inner-shell CGTF and represents each valence-shell AO by one
CGTF with three primitives and one Gaussian with one primitive.
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The 6-31G* basis set is a split-valence set with some polarization functions
added. It uses a linear combination of six primitives in each inner-shell AO and
adds a single set of six d-type Cartesian Gaussian polarization functions for each
nonhydrogen atom [?].

The 6-31G* basis set was developed by Pople et al. and is available in the
widely used ab-initio program Gaussian [8].

The 6-31G* basis set and MP2 (Moller—Plesset) method [?] have been used
to optimize the TIP5P model of water. The calculated total electronic energy of
the optimized TIP5P model of water was about -76.4 Ey, (Hartree energy unit)
whereas the experimental value is -76.48 Fj, [7]. The calculated 0yoy is 104.5°
agrees with the experimental one; that of Jorgensen et al. is 104.52°. Also
the thermodynamic properties simulated with the optimized TIP5P model are
practically identical with the experimental for liquid water that are presented in
the following sections.

3.3 Apolar molecule models

In this work, OPLS models (optimized intermolecular potential functions) [183]
have been chosen for methane and ethane. To develop the OPLS models that
yield accurate structural and thermodynamic properties, Jorgensen et al. [183]
carried out Monte Carlo simulations for 15 hydrocarbon liquids; methane, ethane,
propane, n-butane, isobutane, n-pentane, neopentane, cyclopentane, n-hexane, 1-
butene etc.

The parameters were obtained by fitting to the gas phase dimer data and
tested in Monte Carlo simulations [204, 210]. For these functions, molecules are
presented by interaction sites located on their nuclei. Hydrogens on carbon atoms
are implicit while those on heteroatoms are retained [211]. The use of implicit
hydrogens is computationally cheaper. The hydrocarbons are all considered neu-
tral. This was also supported by ab initio calculations on alkanes [205] and also
by the lack of dipole moment for gauche n-butane [206]. The methane parameters
were adapted from the work of Verlet and Weis [207] and these parameters were
optimized again by Jorgensen et al. by Monte Carlo simulations.

Four different methyl group parameters were defined depending on the branch-
ing. For nonbranched molecules, the methyl parameters were optimized sepa-
rately in Monte Carlo simulations of ethane.

The thermodynamic results with these models are in very good agreement
with the experimental data and revealed also the trends for isomeric series [183].
The radial distribution functions were obtained by X-ray diffraction for methane,
ethane and neopentane [208,209]. For methane, the experimentally determined
locations and heights of the first two peaks are; 4.1 ; 2.7 and 7.6 , 1.3, while the
simulation results were 4.1 , 2.9 and 7.8 , 1.3.

The parameters for methane, ethane and the Lennard-Jones parameters for
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xenon are presented at Table 3.2

Table 3.2: OPLS parameters.
o () ¢ (kJ/mol)
Methane 3.730 1.2301
Ethane  3.775 0.8661
Xenon 4.1 1.7992

3.4 Lorentz—Berthelot mixing rules

For the interactions between unlike atoms A and B in different molecules the
Lorentz—Berthelot mixing rules were used in this work. The o and € cross values
are given by [94]
1
0AB = 5 [044 + 0B8] (3.4)

and
ean = [eancpn])’ (3.5)
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Chapter 4

Simulation Details

All 216 water molecule and apolar molecule coordinates were generated with the
program STARTCONFIG. This program subsequently places 8% molecules on a
face centered cubic lattice. The molecules are rotated, and by increasing the
pressure the desired density is reached.

In this work, 3 programs (HYDRO, EXPERT and THEO) were coded in C
to investigate the hydrophobic interactions of 2 methane, 2 ethane or 2 xenon in
216 water molecules, as well as the hydration of a single xenon atom in 216 water
molecules.

Because the chemical potential is an important quantity for characterizing
hydrophobic interactions, 3 different methods for its calculation were coded and
the obtained results were compared.

4.1 HYDRO and EXPERT

HYDRO is an NPT ensemble Monte Carlo program. All the thermodynamic
and structural values are initialized during the program run. The program uses
periodic boundary conditions and the minimum image convention. Metropolis
acceptance criteria are used to accept and reject the generated configurations.
The particle energy, including Lennard-Jones and Coulombic interactions are
calculated. The long range interactions are treated by using the Ewald sum
method. The random number generator ran2.c is used, which was coded by M.
Hloucha [122].

The translation steps for each Cartesian coordinate are calculated according
to (26 — 1)AX ax, Where £ is a random number in the range [0;1] and AXpax
is the maximum displacement. The rotational steps are calculated according to
(26 — 1) Arpax where Ary,,, is the maximum rotational angle. The volume change
steps are calculated according to (2§ — 1)AV, where the AV value was chosen
before the simulation.

By using HYDRO the correlation functions, potential energy, enthalpy, resid-
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ual chemical potential of water and residual chemical potential of apolar molecules
according to the Widom insertion method are calculated [135].

Simulation runs for the study of hydrophobic effects were made with 216 wa-
ter molecules and 2 apolar molecules consisting of 2.000.000 equilibration moves
followed by up to 7 million production moves. The statistical uncertainty was
calculated by using block average analysis, where each run was subdivided into
100 blocks.

The EXPERT program is a NVT ensemble Monte Carlo program. All the
structural and thermodynamic properties except the residual chemical potential
are simulated as by HYDRO. The residual chemical potential is calculated by the
Widom deletion method [28], where a particle is removed from the system and
the difference in potential energy is calculated.

Because the remaining hole generates a bias in sampling, the equilibration
time for this program was longer, and it took usually 3.5 million equilibration
moves followed by 8 million production moves for pure liquid water to generate
the desired thermodynamic data.

4.2 The program THEO

The program THEO (named according to Theodorou) is an NPT ensemble Monte
Carlo program. All the structural and thermodynamic properties except the
residual chemical potential are simulated as by HYDRO and EXPERT.

The particle deletion scheme method [161] was coded to simulate the chemical
potential. As explained before, a rigorous application of the Widom deletion
scheme requires two separate runs, one with /N —1 molecules, where the accessible
volume for the hard sphere particle is calculated (the accessible volume part of
the chemical potential), and one with N molecules, where the energy part of the
chemical potential is calculated.

The size of the hard core, which is utilized in an intermediate step of the
method, is very important for the CPU time as well as the accuracy of the results.
The rule presented by Theodorou et al [161] is that the hard core diameter should
not be smaller than the minimum distance between two molecules interacting in
the system. The clear optimum value for the hard core diameter is 0.9 . Similar
calculations were performed by Theodorou et al. [161] and they obtained 0.95 for
the hard core diameter. The equilibration period took 2 million moves followed
by 7 million production moves for all pure liquid water simulations at different
temperatures. Statistical uncertainty is calculated by block average analysis,
where each run is subdivided into 100 blocks, so that the variance is calculated
from the expression:

571/2

0% = | (OhEhergy)” + (O me) (4.1)
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By using THEO one is able to simulate the correlation functions, potential
energy, enthalpy, and the residual chemical potential according to particle deletion
scheme method.

4.3 Cutoff values

The cutoff values used to simulate all four systems by using HYDRO, EXPERT
or THEO are presented in Table 4.1.

Table 4.1: Cutoff radius

System Cutoff Radius ()
pure water 4.5
water-methane 5.0
water-ethane 6.0
water-xenon 6.5

4.4 Required CPU time

The CPU time required by each of the three methods for estimating (Widom in-
sertion method, Widom deletion method and particle deletion scheme) the chem-
ical potential of 216 water molecules at different temperatures are presented in
Table 4.2

T (K) HYDRO THEO EXPERT

298 1 0.83 0.67
303 1 0.85 0.66
308 1 0.85 0.70
313 1 0.91 0.75
318 1 0.89 0.77

Table 4.2: Comparison of CPU times of the MC simulation programs.

The CPU times for EXPERT and THEO are given as fractions of the CPU
time required by HYDRO under same conditions. The CPU time of EXPERT,
where the Widom deletion method is, is less than the CPU time required by the
program THEO (particle deletion scheme).

The results for the residual chemical potential for TIP5P water are presented
in the following sections.
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Chapter 5

Results

The structural and thermodynamic properties with increasing temperature or
increasing pressure of the systems presented in Table 5.1 have been studied to
investigate hydrophobic interactions.

Table 5.1: Systems investigated in this work.

system number of water molecules number of apolar molecules
water—-methane 216 2
water—ethane 216 2
water xenon 216 2

The notion “iceberg” formation [217] around apolar molecules in water, in-
troduced by Frank and Evans, has become a central feature of descriptions of
hydrophobic interactions. According to the "iceberg” formation, water molecules
in the first layer around apolar molecules are more ordered and participate more
in hydrogen bonding than bulk water as explained before. This may explain the
dissolution of rare gases and hydrocarbons in water [89]. One can find in the liter-
ature several works about the proportionality of the number of water molecules in
the surface layer to the free energy, enthalpy and entropy of the solution [89,219].
Roughly linear correlations have been reported for these quantities [180,182] by
using the solute cavity surface area calculations, solute volume, number of car-
bon atoms, or number of hydrogen atoms in the solute. The number of water
molecules in the first hydration shell is also a key parameter in theoretical treat-
ments of aqueous solutions including the significant structure theory of Eyring
and co—workers [181] and Nemethy—Scheraga [219] model that is explained in
detail in following sections. However, the methods for estimating the number
of water molecules in the first layer [219] or cavity surface areas [180] are crude
and ambiguous, while the correlations with number of hydrogens [185] have been
criticized for having a limited theoretical basis [226]. In the literature one can
find also several discussions about the temperature dependence of the structural
properties. In this work, both the temperature and pressure dependence of the
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structural and thermodynamic properties of the systems have been investigated
and a novel approach for hydrophobic effects is presented.

5.1 Structural properties

5.2 Temperature dependence of the structural
properties

The temperature dependence of the correlation functions and coordination num-
bers of the pure water, water—-methane, water—ethane and water—xenon systems
has been investigated at a pressure of 1 bar.

The structure of water was experimentally investigated by Soper and Phillips [193]
by neutron scattering experiments at 298 K. The simulated correlation functions
in this work are in good agreement with these data.

Figures 5.1- 5.3 show the oxygen-oxygen, oxygen—hydrogen and hydrogen—
hydrogen pair correlation functions of pure liquid water with increasing temper-
ature between 298 and 318 K. At 298 K the computed first peak in goo of pure
liquid water is located at about 2.85 and has a height of 3.0, while the experi-
mental values are 2.875 and 3.092 [193]. The second maximum in goo of pure
liquid water is located at about 4.5 according to optimized TIP5P and has a
height of almost 1.25, whereas the experimental values are 4.525 and 1.136 [193].

The gon and guy also reveal decreasing structure with increasing temperature,
though the effect is less pronounced than for goo. At 298 K the computed first
peak in gop of pure liquid water is located at about 1.9 and has a height of
1.3, whereas the experimental values are 1.85 and 1.385 [193]. The second peak
in gon is located at about 3.15 and has a height of 1.85, and the experimental
values are 3.35 and 1.6. The first peak in ggg at 298 K of pure liquid water is
located at 2.45 and has a height of 1.8, whereas the experimental values are 2.45
and 1.26. The second maximum in ggg is located at 3.9 and has a height of 1.4,
the experimental values are 3.85 and 1.2 [193].

In order to detect possible structural stabilization due to the introduction
of two nonpolar molecules, the temperature dependence of the water-methane,
water—ethane and water—xenon system correlation functions was investigated be-
tween 298 and 333 K for water-methane and water—ethane, and between 298 and
338 K for the water—xenon system at a pressure of 1 bar.

The oxygen—oxygen, oxygen—hydrogen and hydrogen—hydrogen correlation
functions of these three systems with increasing temperature can be found in
Appendix A. They show almost the same structural change with increasing tem-
perature as those of pure liquid water.

The height of the first maximum of gog at 298 K, which can be regarded as
a measure of the degree of hydrogen bonding, is as follows.
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Figure 5.1: Temperature dependence of gy of pure water. 298 K black, 303 K red,
308 K green, 313 K blue, 318 K magenta
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Figure 5.2: Temperature dependence of goy of pure water. 298 K black, 303 K red,
308 K green, 313 K blue, 318 K magenta
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Figure 5.3: Temperature dependence of gy of pure water. 298 K black, 303 K red,
308 K green, 313 K blue, 318 K magenta

Table 5.2: Height of gon at 298 K

pure water water-methane water-ethane water—xenon
1.4 1.42 1.7 1.4

Higher correlation of gop indicates a more pronounced hydrogen bonding
structure of water. Ethane is the biggest apolar molecule, and the first peak of
gon of all four systems is the highest for the water—ethane system. The highest
correlation of goo was found for the water-xenon system, this can be because
xenon represents a behaviour like clathrate hydrates, which means the nonpolar
molecules do not attract each other and water molecules are placed between the
nonpolar molecules.

The methane-methane correlation functions, which are presented in Figure 5.15,
show that the first peak, which represents the contact pair at about 4 increases.
The second peak, which represents the water—separated methane pair at about
6.7 , decreases and vanishes into the first peak with increasing temperature at 1
bar pressure.

The ethane ethane correlation functions with increasing temperature between
298 and 333 K are presented in Figure 5.5. The second peak, which represents
water separated ethane molecules at about 7.4 , decreases and vanishes into the
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Figure 5.4: Temperature dependence of gcm,cn, of the water-methane system, 298 K
black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet, 333 K magenta.

first peak, which represents the contact pair; the first peak increases after 308 K
at 1 bar pressure.

The temperature dependence of the xenon—xenon correlation function between
298 and 338 K is presented in Figure 5.6. The first peak at 5.3 and the second
peak at 7.5 decrease slightly with increasing temperature, but water separated
pairs seem to be stable at higher temperatures.

Temperature dependence of the coordination number

Although overall structural information can be obtained from the correlation
functions, a more detailed analysis can be done with coordination number calcu-
lation.

The oxygen—oxygen, oxygen—hydrogen, hydrogen—hydrogen as well as the
methane-methane, ethane-ethane and xenon—xenon coordination numbers at dif-
ferent temperatures and pressures were calculated according to the following for-
mula which is explained in Section 2.2.9 in detail:

N, = 4mp /Ormin r2g(r)d(r) (5.1)

where p is the density of the system and g(r) denotes the radial distribution
function and r the distance.

The location of the first minimum of the correlation functions defines the first
hydration shell and the second minimum defines the second hydration shell.
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Figure 5.5: Temperature dependence of the gopycm, of the water—ethane system at 1
bar pressure, 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K
violet, 328 K orange, 333 K magenta.
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Figure 5.6: Temperature dependence of gxexe of the water xenon system at 1 bar
pressure, 298 K black, 303 K red, 308 K green, 313 K blue, 318 K orange, 323 K
yellow, 328 K cyan, 333 K turqis, 338 K indigo.
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Figure 5.7: Temperature dependence of the oxygen—oxygen coordination number of
water in the first hydration shell. 298 K black, 303 K red, 308 K green, 313 K blue,
318 K orange, 323 K brown, 328 K cyan, 333 K indigo.

Figures 5.7- 5.10 show the oxygen—oxygen coordination number of pure water,
water—-methane, water—ethane and water—xenon systems. Integration of the first
peak in goo to 3.5 yielded a similar value to the experimental data (5.0). The
oxygen—oxygen coordination number of pure water and the water—xenon system
at different temperatures is larger than that of the water-methane and water—
ethane systems. The change in coordination number of water—ethane system is
sharp with increasing temperature.

The temperature dependence of the oxygen—hydrogen coordination number
of pure water, water—-methane, water—ethane and water—xenon systems in the
first hydration shell, is shown in Table 5.3. The change of the oxygen—hydrogen
coordination number with increasing temperature is remarkably sharp for the
water—ethane system.

Figures 5.11 5.14 show the hydrogen hydrogen coordination number in the
first hydration shell of pure water, water—methane, water—ethane and water—
xenon with increasing temperature. The hydrogen—hydrogen coordination num-
ber of the water—ethane and the water—methane systems is less than that of
the water—xenon system and pure water under same conditions. The change in
hydrogen—hydrogen coordination number with increasing temperature is sharp
for the water—ethane system.

The oxygen oxygen, oxygen hydrogen and hydrogen hydrogen coordination
number in the second hydration shell of all four systems were calculated with
increasing temperature and the results can be found Appendix A. The coordi-
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Figure 5.8: Temperature dependence of the oxygen—oxygen coordination number of
the water methane system in the first hydration shell. 298 K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 5.9: Temperature dependence of the oxygen—oxygen coordination number of
the water—ethane system in the first hydration shell. 298 K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K

magenta.
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Figure 5.10: Temperature dependence of the oxygen—oxygen coordination number of

the water—xenon system in the first hydration shell. 298 K black, 303 K red, 308 K

green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K
magenta.

Table 5.3: Hydrogen Bonding in the First Hydration Shell

T (K) bulk water water-methane water—ethane water—xenon

298 3.27 3.00 3.03 3.49
303 3.28 2.99 2.98 3.48
308 3.22 2.92 2.96 3.48
313 3.19 2.89 2.92 3.47
318 3.16 2.87 2.89 3.46
323 - 2.84 2.85 3.46
328 - 2.80 2.78 3.44

333 - 2.73 2.75 3.42




58

r(A)

CHAPTER 5. RESULTS

Figure 5.11: Temperature dependence of the hydrogen—hydrogen coordination number
of water in the first hydration shell. 298 K black, 303 K red, 308 K green, 313 K blue,

318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 5.12: Temperature dependence of the hydrogen—hydrogen coordination number
of the water—-methane system in the first hydration shell. 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.

nation number of pure water and water xenon systems are higher than those of
water methane and water ethane systems. However, the change in coordination
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Figure 5.13: Temperature dependence of the hydrogen—hydrogen coordination number
of the water ethane system in the first hydration shell. 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K
magenta.

number with increasing temperature at constant 1 bar pressure is more noticeable
for the water-methane and water—ethane systems than for pure water and the
water—xenon system.

Figure 5.15 shows the methane-methane coordination number of the first hy-
dration shell with increasing temperature. The coordination number of methane
stays almost constant between 323 and 333 K. The methane molecules attract
each other with increasing temperature especially between 308 and 313 K accord-
ing to the correlation functions and calculated coordination numbers.

The temperature dependence of the second hydration shell coordination num-
ber of methane around methane in water is presented in Figure 5.16. The coordi-
nation number of methane in the second hydration shell decreases with increasing
temperature and stays almost constant after 318 K, this indicates that the water
separated methane pair probability is higher at lower temperatures.

The ethane ethane coordination number in the first hydration shell with in-
creasing temperature is presented in Figure 5.17. The ethane molecules attract
each other with increasing temperature according to the correlation functions and
coordination numbers.

Figure 5.18 shows the ethane-ethane coordination number in the second hy-
dration shell with increasing temperature at a pressure of 1 bar. The ethane-
ethane coordination number decreases with increasing temperature.

Figure 5.19 displays the coordination number of xenon xenon in the first
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Figure 5.14: Temperature dependence of the hydrogen—hydrogen coordination number
of the water xenon system in the first hydration shell. 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K
magenta.
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Figure 5.15: Temperature dependence of the methane-methane coordination number
of the water—methane system in the first hydration shell, 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 5.16: Temperature dependence of the methane-methane coordination number
of the water methane system in the second hydration shell, 298 K black, 303 K red,
308 K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.

hydration shell with increasing temperature. The coordination number of xenon
around xenon does not show any strong dependence on temperature.

The xenon—xenon coordination number in the second hydration shell with
increasing temperature at a pressure of 1 bar is presented in Figure 5.20 . The
coordination number of xenon stays almost constant with increasing temperature.

5.2.1 Pressure dependence of the structural properties

The pressure dependence of the correlation function and coordination number
of pure water, water—-methane, water—ethane and water—xenon system has been
investigated at 298 K temperature.

Figures 5.21— 5.23 present the pressure dependence of the oxygen—oxygen,
oxygen—hydrogen, hydrogen—hydrogen correlation functions of pure liquid water
with increasing pressure between 1 and 25 bar. The first peak at about 2.85
of the oxygen—oxygen correlation function decreases and the second peak at 4.4
of the oxygen—oxygen correlation function decreases between 15 and 25 bar with
increasing pressure.

The oxygen hydrogen correlation function shows that the first peak at about
1.9 and the second peak at 3.3 decrease with increasing pressure between 1 and
25 bar at 298 K temperature.

The pressure dependence of the simulated correlation function of the water
methane, water ethane and water xenon systems is presented in Appendix B.
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Figure 5.17: Temperature dependence of the ethane—ethane coordination number of

the water ethane system in the first hydration shell, 298 K dotted line, 308 K dot
dashed line, 318 K dashed line, 323 K long dashed line, 333 K solid line.
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Figure 5.18: Temperature dependence of the ethane-ethane coordination number of

the water—ethane system in the second hydration shell. 298 K dotted line, 308 K dot
dashed line, 318 K dashed line, 323 K long dashed line, 333 K solid line.
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Figure 5.19: Temperature dependence of the xenon—xenon coordination number of the

water—xenon system in the first hydration shell, 298 K black, 303 K red, 308 K green,
313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K magenta.
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Figure 5.20: Temperature dependence of the xenon xenon coordination number of the

water—xenon system in the second hydration shell, 298 K black, 303 K red, 308 K green,
313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K magenta.
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Figure 5.21: Pressure dependence of the gy of pure water between 1-25 bar, at 298
K temperature: 1 bar black, 5 bar red, 10 bar orange, 15 bar blue, 25 bar magenta.

10

r(A)

Figure 5.22: Pressure dependence of the goy of pure water between 1-25 bar, at 298
K temperature: 1 bar black, 5 bar red, 10 bar orange, 15 bar blue, 25 bar magenta.
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Figure 5.23: Pressure dependence of the gy of pure water between 1 and 25 bar at
298 K temperature: 1 bar black, 5 bar red, 10 bar orange, 15 bar blue, 25 bar magenta.

The goo, gon and guyy of these three systems show almost the same structural
change with increasing pressure as those of pure liquid water, which is presented
above.

The methane—methane correlation function with increasing pressure between
1 and 35 bar at 298 K temperature is displayed in Figure 5.24. The first peak
at about 4 decreases slightly between 1 and 35 bar and the second peak at 5
decreases between 25 and 35 bar. The methane-methane coordination number
shows no strong dependence on pressure.

Figure 5.25 presents the ethane ethane coordination number in the first hy-
dration shell with increasing pressure at 298 K temperature.

The coordination number of oxygen oxygen of pure liquid water decreases
slightly with increasing pressure. The oxygen oxygen coordination number of
the water methane system stays almost constant with increasing pressure at 298
K temperature. The oxygen—oxygen coordination number of the water—ethane
system increases slightly with increasing pressure, whereas that of the water—
xenon system decreases slightly as that for pure water. The overall oxygen—
oxygen coordination number of the water-methane and water—ethane systems is
less than that of pure liquid water and that of the water—xenon system under
same conditions. The coordination number of oxygen—hydrogen of pure water
and of the water-ethane system decreases with increasing pressure. The oxygen—
hydrogen coordination number of the water methane and the water xenon sys-
tems stays almost constant with increasing pressure at constant 298 K tempera-
ture. The oxygen hydrogen coordination number of the water methane and the



66 CHAPTER 5. RESULTS

gCHA4CH4
=
T

05

10

r(A)

Figure 5.24: Pressure dependence of the methane-methane correlation functions be-
tween 1 and 35 bar at 298 K temperature. 1 bar black, 5 bar red, 10 bar blue, 16 bar
indigo, 25 bar orange, 35 bar magenta.

water—ethane systems are almost the same and less than that of the water—xenon
system and pure liquid water under same conditions. The hydrogen—hydrogen
coordination number of the water—ethane system is less than that of the water—
methane system. The water-methane system hydrogen—hydrogen coordination
number is less than that of pure liquid water and that of the water—xenon system
under same conditions.

5.2.2 The effect of apolar molecule number

The effect of the number of apolar molecule on the correlation functions and
coordination numbers has been investigated by adding 6 methane molecules to
216 water molecules at 298 K and 1 bar pressure. The correlation functions were
compared with those of the water—-methane system under same conditions.

Figures 5.27—5.28 show the comparison of the oxygen—oxygen, oxygen—hydrogen
and hydrogen—hydrogen correlation functions of 6 methane molecules in 216 wa-
ter molecules. The changes in first and second peaks of oxygen—oxygen, oxygen—
hydrogen and hydrogen hydrogen correlation functions are stronger for 2 methane
+ 216 water molecules system than for the 6 methane + 216 water molecules sys-
tem with increasing temperature.
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Figure 5.25: Pressure dependence of ethane ethane coordination number in the 15¢
hydration shell of water—ethane system. 1 bar black, 5 bar red, 10 bar green, 15 bar
blue, 25 bar orange, 30 bar brown.
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Figure 5.26: Comparison of the oxygen—oxygen correlation functions for 6 methane
+ 216 water molecules (dot dashed line) and the water-methane (solid line) system at
298 K (black) and 303 K (red).
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Figure 5.27: Comparison of the oxygen—hydrogen correlation functions for 6 methane
+ 216 water molecules (dot dashed line) and the water-methane (solid line) system at

298 K (black) and 303 K (red).
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Figure 5.28: Comparison of the hydrogen—hydrogen correlation functions for 6
methane + 216 water molecules (dot dashed line) and water—methane (solid line) sys-
tem at 298 K (black) and 303 K (red).
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5.3 Thermodynamic properties

5.3.1 Temperature dependence of the thermodynamic prop-
erties

The thermodynamic properties like volume, potential energy, enthalpy, heat of
vaporization, heat capacity, residual chemical potential have been simulated and
calculated for pure liquid water, water-methane, water—ethane and water-xenon
system to investigate hydrophobic interactions. Furthermore, the temperature
dependence of 1 xenon in 216 water molecules has been studied to investigate the
hydration process.

The residual chemical potential values presented in this section were obtained
with the Widom insertion method [135]. The results of chemical potential meth-
ods are presented in the following sections.

The simulated and calculated thermodynamic properties of TIP5P pure liquid
water with increasing temperature, between 298 and 318 K and at 1 bar constant
pressure, are presented in Table 9.1 in Appendix C. The calculated density of
216 water molecules at 298 K and 1 bar pressure is 1.8051 10~° m?®/mol, which
corresponds to 0.997 g/cm?. The experimental density is also 0.997 g/cm? [187].

The heat of vaporization of pure liquid water can be obtained from the sim-
ulated potential energy with a reasonably good accuracy by

_Eliq

The simulated potential energy at 298 K and 1 bar pressure is -41.74 kJ /mol,
the experimental potential energy at 298 K and 1 bar is -41.506 kJ /mol [187].

The experimental AH,,, at 298 K and 1 bar is 43.97 kJ/mol [187], whereas
the simulated AH,,, value obtained with HYDRO is 44.18 kJ/mol.

The simulated enthalpy and the residual chemical potential of water are pre-
sented in Table 5.4 with the experimental data [120, 194].

The temperature dependence of the enthalpy of pure water is shown in Fig-
ure 95.29.

The residual chemical potential of water, which is presented in Figure 5.30
increases with increasing temperature between 298 and 318 K at a pressure of 1
bar.

Ji, Cagin and Pettitt also simulated the residual chemical potential of water at
298 K by molecular dynamics simulations, and they obtained almost -23 kJ/mol
for 216 water molecules [213]. Herman and co-workers used the thermodynamic
integration method and obtained a residual chemical potential of -23.43 kJ /mol
for 80 SPC water molecules with a density of 0.995 g/cm? at 300 K.

The thermodynamic properties of the water methane system with increasing
temperature between 298 and 333 K and at a pressure of 1 bar have been inves-
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H (kJ/mol) fres (kJ/mol)
T (K) | simulated | experimental | simulated | experimental
298 | -41.71£0.04 -41.73¢ -23.06+0.02 -26.47°

303 | -41.12+0.04 | -41.57° | -22.67+0.02 | -26.22" |
308 | -40.96+0.05 |  -41.38" | -22.0440.02 | -25.97" |

313 | -40.87+0.06 |  -41.19" | -21.6040.02 |  -25.72° |

318 | -40.79+0.06 | -40.86" | -21.14+0.02 | -25.48" |

Table 5.4: Temperature dependence of the optimized TIP5P water enthalpy and resid-
ual chemical potential, a represents Ref. [120] and b represents Ref. [194].

tigated. The simulated and calculated thermodynamic properties are presented
in Table 9.2 in Appendix C.

The simulated enthalpy of the water—-methane system with increasing temper-
ature between 298 and 333 K is presented in Figure 5.31. The enthalpy increases
almost linearly with increasing temperature.

Figure 5.32 shows the simulated residual chemical potential of water and the
residual chemical potential of methane of water-methane system with increasing
temperature between 298 and 333 K temperature. The residual chemical potential
of water and the residual chemical potential of methane increase almost linearly
with increasing temperature.

The simulated and calculated thermodynamic properties of the water—ethane
system are presented in Table 9.3 in Appendix C.

The enthalpy, the residual chemical potential of water and that of ethane of
the water ethane system are shown as functions of temperature in Figures 5.33
5.35. These functions increase with increasing temperature between 298 and 333
K.

Hydration and hydrophobic interaction are different phenomena not only due
to the number of apolar molecules. When one studies the hydration process
experimentally, the apolar molecule transfers to an aqueous environment and the
number of water molecules around an apolar molecule are not the same all the
time. Thus, the thermodynamic values may be similar but not equal.

The experimental residual chemical potential for the hydration process of
xenon at 298 K temperature and 1 bar pressure is 5.623 kJ/mol [212] and the
simulated residual chemical potential for the hydration of xenon (one xenon and
216 water molecules system) is 5.6602+0.03901 kJ/mol. The simulation results
for the hydration of xenon are presented in Table 9.4 in Appendix C.

The calculated thermodynamic properties of water xenon hydrophobic inter-
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Figure 5.29: The simulated (red squares) and the experimental (solid line, black circles)
enthalpy values of pure liquid water between 298 and 318 K at a pressure of 1 bar.
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Figure 5.30: The simulated (red squares) residual chemical potential and the experi-
mental chemical potential (solid line, black circles) of water with increasing temperature
at 1 bar.

action process (2 xenon and 216 water molecules system) with increasing tem-
perature are shown in Table 9.5 in Appendix C.
Figure 5.36 shows the enthalpy as a function of temperature. The enthalpy
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Figure 5.31: Temperature dependence of the enthalpy of the water—-methane system
at 1 bar pressure.

increases linearly with increasing temperature between 298 and 338 K.

The simulated residual chemical potential of xenon of the xenon hydration
process with increasing temperature is in good agreement with the hydration
experimental data [212]. In Figure 5.37 the simulated residual chemical potential
of xenon, belonging to hydration process (1 xenon and 216 water molecules)
and hydrophobic interaction (2 xenon and 216 water molecules) investigations, is
presented.

The simulated residual chemical potential of water for hydration and hy-
drophobic interaction investigations, with increasing temperature and at 1 bar
pressure, is presented in Figure 5.38.

5.3.2 Pressure dependence of the thermodynamic prop-
erties

The thermodynamic properties of pure water have been simulated and calcu-
lated with increasing pressure between 1 and 25 bar at 298 K temperature. The
simulated and calculated properties are presented in Table 10.1 in Appendix D.

The volume, potential energy, and total chemical potential of pure liquid
water show no clear dependence on increasing pressure between 1-25 bar at 298
K temperature.

The simulated and calculated pressure dependence of the thermodynamic
properties of the water methane system between 1 35 bar is presented in Ta-
ble 10.2 in Appendix D. The volume, potential energy and residual chemical
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Figure 5.32: The residual chemical potential of water and the residual chemical po-
tential of methane with increasing temperature at 1 bar pressure.
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Figure 5.33: Temperature dependence of the enthalpy of the water—ethane system at

1 bar pressure.
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Figure 5.34: Temperature dependence of the residual chemical potential of water of

the water ethane system at 1 bar pressure.
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Figure 5.35: Temperature dependence of the residual chemical potential of ethane of
the water ethane system at constant 1 bar pressure.

potential of methane of the water—methane system stays almost constant with
increasing pressure between 1 and 35 bar pressure.

The residual chemical potential of water of the water-methane system de-
creases with increasing pressure at 298 K temperature. This is illustrated in
Figure 5.39.

Table 10.3 in Appendix D shows the simulated and calculated thermodynamic
properties of the water ethane system with increasing pressure between 1 30 bar
at 298 K temperature. Table 10.4 in Appendix D presents the simulated ther-
modynamic properties of the water—xenon hydrophobic interaction investigations
with increasing pressure between 1-35 bar. The volume, potential energy, resid-
ual chemical potential of water and the residual chemical potential of ethane and
that of xenon show no clear dependence on increasing pressure.

5.4 A view of hydrophobic effetcs

A quantitative treatment of the thermophysical properties of hydrophobic inter-
actions and the rearrangement and reorganization of water structure according
to apolar molecules and increasing temperature is presented in this section.
This treatment is based on the behaviour of pure liquid water, water-methane,
water—ethane and water—xenon systems as solution models. The thermophysical
values used to develop this treatment are presented before.
A hydrophobic bond is considered to exist when two or more apolar molecules
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Figure 5.36: Temperature dependence of the enthalpy of the water—xenon system(
hydrophobic interaction investigations) at 1 bar pressure.
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Figure 5.37: Temperature dependence of the simulated residual chemical potential:
xenon hydration (red squares), xenon hydrophobic interaction simulations (blue dia-
monds) and experimental data (solid line, black circles) at 1 bar pressure.

come closer and contact each other. Thereby, the interaction with the surrounding
water molecules should decrease in extent. It was recognized that the changes
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Figure 5.38: Teperature dependence of residual chemical potential of water: hydration

process (black squares) and hydrophobic interaction investigations (red diamaonds) at
constant 1 ar pressure.
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Figure 5.39: Pressure dependence of the residual chemical potential of water of
the water-methane system between 1 and 35 bar and at 298 K temperature.

of water structure surrounding the apolar molecules has to play a crucial role in
hydrophobic bonds formation [60,216 218,221,222].
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Figure 5.40: Temperature dependence of Hyyay, of water/methane-water (black cir-
cles), water/ethane water (red squares), water/xenon water (blue diamonds) at 1 bar
pressure.

When the hydrophobic bonds are formed, water—apolar molecules interac-
tions decrease in extent and it should be accompanied by an energy loss ac-
cording to Scheraga et al. [219,221-223]. The Hyyar, value is calculated for
water-methane/water, water—ethane/water and water—xenon/water systems un-
der same conditions and the results are presented in Figure 5.40. The change in
the enthalpy is largest when one adds ethane molecules into water under same
conditions and Hpydr, decreases at low temperatures and increases slightly after
303 K.

The temperature dependence of piyayo is calculated for the water-methane /water,
water—ethane/water and water—xenon/water systems under same conditions and
the results are shown in Figure 5.41. The change in the residual chemical po-
tential of water is largest when one adds two ethane molecules into water under
same conditions. finydr, decreases slightly with increasing temperature for water—
ethane/water and water-methane/water, finyaro for water—xenon/water, when one
adds two xenon into water, does not present a clear temperature dependence.

5.5 Chemical potential methods and results
Figure 5.42 shows the simulated chemical potential of water with the Widom

insertion method, Widom deletion method and particle deletion scheme method.
Generally, the Widom insertion method yielded the closest approximations to
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Figure 5.41: Temperature dependence of piyar, of water-methane/water (black cir-
cles), water ethane/water (red squares) and water xenon/water (blue diamonds) at 1
bar pressure.

the experimental data.

It is not possible to estimate correctly the chemical potential by the removal
of a water molecule or the so-called Widom deletion method. Due to inefficient
sampling of the highly positive energies felt by the removed water molecule. Par-
sonage believed that the inefficient sampling was due to importance sampling,
where the system visits the most probable configurations, which does not provide
an accurate estimation of the highly positive energy conformations that on the
other hand contribute to the chemical potential value [29].

The particle deletion scheme method was tested for the Lennard Jones fluid
and the results were in agreement with the experimental data [161]. But this
method failed for highly dense TIP5P water system due to the difference of a
removed TIP5P water molecule and the inserted hard sphere into the remaining
cavity. The positive energy felt by the removal of a TIP5P water molecule leads
to a bias by sampling the configurations and this bias could not be removed by
adding a hard sphere. This was the first time that the particle deletion scheme
method has been used for TIP5P liquid water at different temperatures.

5.6 Solubility data

The solubility data (in mole fractions) of methane, ethane and xenon according
to the Henrys coefficient calculations [225] are presented in Table 5.5.
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Figure 5.42: Simulated residual chemical potential of water with the Widom inser-
tion method (red squares), Widom deletion method (blue diamonds), particle deletion
scheme method (magenta triangles) with increasing temperature at 1 bar pressure. The
solid line presents the experimental data [212] (black circles).

T (K) Xcm, 107* Xopm, 1074 Xy 1074

298 1.44 2.50 6.82
303 1.25 2.35 6.66
308 1.17 2.15 6.29
313 0.63 2.11 D.78
318 0.54 2.08 5.22
323 0.36 2.06 4.94
328 0.27 1.91 4.50
333 0.18 1.87 4.41

Table 5.5: Temperature dependence of the solved mole fractions
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The simulations have been performed in the metastable phase. The computers
are still not enough developed to perform simulations in the stable phase with
higher number of water molecules. The mole fraction of 2 methane, xenon and
ethane molecules in 216 water molecules, used to investigate the hydrophobic
interactions, is 0.00917. This indicates that a small part of the methane and
ethane molecules is solved in water and the solubility of these apolar molecules
decreases with increasing temperature. The experimental solubility data of xenon
shows that more xenon is solved in water when compared with methane or ethane.
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Chapter 6

Discussion

The temperature dependence of the structural and thermodynamic properties
of pure water, water methane, water ethane, water xenon systems and the hy-
dration of one xenon atom in 216 water molecules has been investigated. This
work was the first where the TIP5P model for water has been used to investigate
hydrophobic interactions and hydration process by simulations.

The first and second peak of goo, gon and gug of pure water, water-methane,
water—ethane and water—xenon systems decrease and broaden slightly with in-
creasing temperature. The first peak of the methane—methane pair correlation
function at about 4 increases remarkably between 313 318 K, and the second
peak vanishes into the first peak with increasing temperature. The oxygen
oxygen, oxygen hydrogen and hydrogen hydrogen first hydration shell integra-
tions show that the coordination numbers are higher for pure water and for the
water—xenon system than for the water-methane and water-ethane systems un-
der same conditions. The integration of the oxygen—hydrogen first hydration
shell shows that the water—xenon system has the highest number of hydrogen
bonds between the water molecules. The temperature dependence of the coor-
dination number of oxygen—oxygen, oxygen—hydrogen and hydrogen—hydrogen is
noticeable for the water—ethane system.

The methane methane coordination number increases sharply between 313
and 318 K. The experimental solubility data decreases remarkably between 313
and 318 K. The integration of the coordination number of methane—methane in
the first hydration shell yields small values. Thus, the water—separated methane
pair probability is higher even the methane molecules attract each other with
increasing temperature. The second peak of ethane—ethane correlation function,
which represents the water—separated pair decreases and vanishes into the first
peak with increasing temperature. The integration of the ethane—ethane first
hydration shell shows that the ethane—ethane coordination number increases,
while the coordination number of the second hydration shell decreases. The
integration of the first hydration shell yields large ethane coordination number,
the contact pair probability is high.

83
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The xenon—xenon correlation function and the coordination number decrease
slightly with increasing temperature but a strong dependence of the structural
properties on the temperature has not been observed. The water—separated xenon
pair probability is high and xenon is more soluble in water according to the
experimental data.

The residual chemical potential change of water as a function of temperature
is positive and the enthalpy change is positive. The change in enthalpy of the
water—methane system is almost equal between 308-323 K. The positive residual
chemical potential change of water of the water—methane system is the smallest
between 308-313 K and the residual chemical potential change of methane is the
largest between 308 and 313 K. This may provide the structural investigations
that the methane molecules attract each other especially between 308-313 K,
according to the correlation functions and coordination numbers. The residual
chemical potential change of water of the water—ethane system with increasing
temperature is positive. The enthalpy change of the water—ethane system with
increasing temperature is positive and the values are larger than the residual
chemical potential change values under same conditions. These results combined
with the structural properties presented before, provide information that the en-
tropy change may be larger for the ethane molecules and the water rearrangement,
causes a large entropy change of the water molecules. The residual chemical po-
tential change of water of the xenon hydration process is positive and increases
between 303 308 K and decreases between 313 318 K. The residual chemical
potential change of xenon increases also slightly between 303-308 K and de-
creases between 313-318 K. The residual chemical potential change of water of
the water—xenon system is highest between 308-313 K and that of xenon stays
almost constant. The water rearrangement seems like to be stronger between
313-318 K for the water—xenon system. On the other hand, it seems like the wa-
ter rearrangement is weakest between 308-313 K for the water-methane system
and between 308-323 K for the water—ethane system. These are those tempera-
tures where the methane and ethane molecules show a tendency to come closer.
The rotational degrees of freedom of water showed a decrease upon xenon bind-
ing. Tilton et al. presented that local rearrangements of water might occur upon
xenon binding [46,47, 55,56, 58,59]. The conclusions above, indicate that water
rearrangement is especially the case between 313-318 K when xenon is present in
the system. The xenon shows structural properties of clathrate hydrates in which
the xenon is surrounded by a cage in the lattice of host water molecules. Such an
orientation allows the number of water-water hydrogen bonds in the hydration
shell to be close to that in bulk water and the oxygen—hydrogen coordination
numbers and correlation functions of the water—xenon system resembles to those
of pure water under same condition.

The volume, potential energy, enthalpy and residual chemical potential of
water and as well as of the solute increase almost linearly with increasing tem-
perature for pure water and all mixtures studied in this work. When the strong
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water-water attractive forces are replaced by the weaker water-apolar molecules
ones, this could lead to a net positive enthalpy change that would explain the
positive residual chemical potential change with increasing temperature.

To generate a view of the temperature dependence of the apolar molecule ef-
fects on water molecules, the thermodynamic property changes of water when two
apolar molecules are added into water were investigated. The enthalpy change
is largest when two ethane molecules are added, and smallest when methane
molecules are added into water. The Hyyqay, values of all three comparisons are
negative between 298-303 K, but positive above 303 K. The residual chemical
potential change of water when two apolar molecules are added was investigated,
too. This property shows the strongest change when ethane molecules are added,
due to the large size of ethane molecules. The residual chemical potential change
of water when two xenon molecules are added is positive between 303-308 K and
313-318 K, which indicates the water rearrangement in these ranges. The resid-
ual chemical potential change is a combination of a small decrease in enthalpy.
Therefore, there must be a large decrease in the entropy change. The creation of
a cavity would require an input of enthalpy.

The structural and thermodynamic properties of pure water, water—methane,
water—ethane and water—xenon systems have been investigated with increasing
pressure and at constant 298 K. The results, which are presented in Section 3
and Appendix B, show no clear dependence on increasing pressure.

Because it is still a problem to simulate the residual chemical potential of
highly dense systems, as explained in Section 2, the Widom insertion [135],
Widom deletion [28] and the particle deletion method [161], which are explained
in Section 2, were coded and the obtained results were compared to each other.
The Widom insertion method yields the residual chemical potential of water,
which is comparable with the available experimental data. The bias, introduced
by the removal of a particle from the system by Widom deletion method, dis-
turbed the sampling process for the evaluation of the residual chemical potential.
This bias was replaced by an addition of a hard sphere by particle deletion scheme
method, but the residual chemical potential values show that this method fails
for TIP5P, whereas Theodorou et al. showed that this method yields good re-
sults for a system of Lennard Jones particles. The differences in the hard sphere
and TIP5P potential may cause a perturbation in the evaluation of the residual
chemical potential.
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Chapter 7

Appendix A

In this appendix, the temperature dependence of the structural properties of wa-
ter for the water methane, water ethane and water xenon systems are presented.
The description of these correlation functions can be found in Section 4.

7.1 Temperature dependence of the structural

properties
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Figure 7.1: Temperature dependence of goo of the water—methane system, 298 K
black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet, 328 K orange,
333 K magenta.
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Figure 7.2: Temperature dependence of gy of the water—-methane system, 298 K
black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet, 328 K orange,
333 K magenta.
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Figure 7.3: Temperature dependence of gy of the water—-methane system, 298 K
black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet, 328 K orange,
333 K magenta.
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Figure 7.4: Temperature dependence of goo of the water—ethane system at 1 bar
pressure. 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet,
328 K orange, 333 K magenta.
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Figure 7.5: Temperature dependence of goy of the water ethane system at 1 bar
pressure. 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet,
328 K orange, 333 K magenta.
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Figure 7.6: Temperature dependence of gy of the water—ethane system at 1 bar
pressure. 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet,
328 K orange, 333 K magenta.
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Figure 7.7: Temperature dependence of goo of the water xenon system at 1 bar
pressure, 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet,
328 K indigo, 333 K orange, 338 K magenta.
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Figure 7.8: Temperature dependence of goy of the water—xenon system at 1 bar
pressure, 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet,
328 K indigo, 333 K orange, 338 K magenta.
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Figure 7.9: Temperature dependence of gpp of the water-xenon system at 1 bar pres-
sure, 298 K black, 303 K red, 308 K green, 313 K blue, 318 K yellow, 323 K violet, 328
K indigo, 333 K orange, 338 K magenta.
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Figure 7.10: Temperature dependence of the oxygen—oxygen coordination number in
the 27 hydration shell of pure water. 298 K black, 303 K red, 308 K green, 313 K
blue, 318 K orange.
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Figure 7.11: Temperature dependence of the hydrogen hydrogen coordination number
in the 2"? hydration shell of pure water. 298 K black, 303 K red, 308 K green, 313 K
blue, 318 K orange.
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Figure 7.12: Temperature dependence of the oxygen—oxygen coordination number in
the 2"? hydration shell of the water-methane system. 298K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 7.13: Temperature dependence of the hydrogen hydrogen coordination number
in the 277 hydration shell of the water-methane system. 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 7.14: Temperature dependence of the oxygen—oxygen coordination number in
the 274 hydration shell of the water—ethane system. 298 K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 7.15: Temperature dependence of the hydrogen hydrogen coordination number
in the 2" hydration shell of the water—ethane system. 298 K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo.
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Figure 7.16: Temperature dependence of the oxygen—oxygen coordination number in
the 27¢ hydration shell of the water xenon system. 298 K black, 303 K red, 308 K
green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K violet.
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Figure 7.17: Temperature dependence of the hydrogen—hydrogen coordination number
in the second hydration shell of the water—xenon system. 298 K black, 303 K red, 308
K green, 313 K blue, 318 K orange, 323 K brown, 328 K cyan, 333 K indigo, 338 K
violet.



96

CHAPTER 7. APPENDIX A



Chapter 8

Appendix B

8.1 Pressure dependence of the structural prop-
erties

In this appendix, the pressure dependence of the structural properties of water
for the water methane, water ethane and water xenon systems is presented. The
description of these correlation functions can be found in Section 4.
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Figure 8.1: Pressure dependence of go of the water—methane system with increasing
pressure between 1 and 35 bar at 298 K temperature: 1 bar black, 5 bar red, 10 bar
blue, 25 bar orange, 35 bar magenta.
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Figure 8.2: Pressure dependence of goy of the water-methane system with increasing
pressure between 1 and 35 bar at 298 K temperature: 1 bar black, 5 bar red, 10 bar
blue, 25 bar orange, 35 bar magenta.
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Figure 8.3: Pressure dependence of gy of the water—-methane system with increasing
pressure between 1 and 35 bar at 298 K temperature: 1 bar black, 5 bar red, 10 bar
blue, 25 bar orange, 35 bar magenta.
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Figure 8.4: Pressure dependence of g of the water—ethane system between 1-30 bar,
at 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange
and 30 bar magenta.
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Figure 8.5: Pressure dependence of gy of the water—ethane system between 1-30 bar,
at 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange
and 30 bar magenta.



100 CHAPTER 8. APPENDIX B

gHH
-

05 a

r (A%

Figure 8.6: Pressure dependence of gy of the water—ethane system between 1-30 bar
at 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange
and 30 bar magenta.
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Figure 8.7: Pressure dependence of g5 of the water—xenon system between 1-35 bar
at, 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange,
25 bar magenta, 30 bar indigo and 35 bar green.
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Figure 8.8: Pressure dependence of gy of the water—xenon system between 1-35 bar,
at 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange,
25 bar magenta, 30 bar indigo and 35 bar green.
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Figure 8.9: Pressure dependence of gy of the water xenon system between 1 35 bar,
at 298 K temperature: 1 bar black, 5 bar red, 10 bar blue, 15 bar violet, 20 bar orange,
25 bar magenta, 30 bar indigo and 35 bar green.
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Figure 8.10: Pressure dependence of the oxygen—oxygen coordination number in the
1%t hydration shell of pure water: 1 bar black, 5 bar red, 15 bar green, 25 bar.
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Figure 8.11: Pressure dependence of the hydrogen—hydrogen coordination number in
the 1% hydration shell of pure water: 1 bar black, 5 bar red, 15 bar green, 25 bar.
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Figure 8.12: Pressure dependence of the oxygen—oxygen coordination number in the
1% hydration shell of the water-methane system: 1 bar black, 5 bar red, 15 bar green,
25 bar blue, 30 bar orange, 35 bar brown.
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Figure 8.13: Pressure dependence of the hydrogen hydrogen coordination number in
the 1% hydration shell of the water-methane system: 1 bar black, 5 bar red, 15 bar
green, 25 bar blue, 30 bar orange, 35 bar brown.
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Figure 8.14: Pressure dependence of the methane—methane coordination number in
the 1% hydration shell of the water-methane system: 1 bar black, 5 bar red, 15 bar
green, 25 bar blue, 30 bar orange, 35 bar brown.
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Figure 8.15: Pressure dependence of the oxygen—oxygen coordination number in the
second hydration shell of water: 1 bar black, 5 bar red, 15 bar green, 25 bar blue.
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Figure 8.16: Pressure dependence of the hydrogen—hydrogen coordination number in
the second hydration shell of water: 1 bar black, 5 bar red, 15 bar green, 25 bar blue.
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Figure 8.17: Pressure dependence of the oxygen—oxygen coordination number in the
second hydration shell of the water—methane system: 1 bar black, 5 bar red, 15 bar
green, 25 bar blue, 30 bar brown and 35 bar cyan.
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Figure 8.18: Pressure dependence of the hydrogen—hydrogen coordination number in
the second hydration shell of the water—-methane system: 1 bar black, 5 bar red, 15 bar
green, 25 bar blue, 30 bar brown and 35 bar cyan.
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Figure 8.19: Pressure dependence of the oxygen oxygen coordination number in the
second hydration shell of the water—ethane system: 1 bar black, 5 bar red, 15 bar green,
25 bar blue, 30 bar brown and 35 bar cyan.
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Figure 8.20: Pressure dependence of the hydrogen—hydrogen coordination number in
the second hydration shell of the water—ethane system: 1 bar black, 5 bar red, 15 bar
green, 25 bar blue, 30 bar brown and 35 bar cyan.
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Chapter 9

AppendixC

9.1

namic properties

Temperature dependence of the thermody-

T (K)

V 10~° m?/mol

E (kJ/mol)

AHyap (kJ/mol)

298

303

308

313

318

1.805140.00022

1.821740.00024

1.8287+0.00029

1.834440.00031

1.83964-0.00030

-41.7404+0.0460

-41.1505+0.0418

-40.9747+0.0502

-40.8994+0.0460

-40.8241+0.0460

44.1839£0.02887

43.6818+0.02929

43.5563+0.02928

43.4726£0.03054

43.4308+0.03053

Table 9.1: Temperature dependence of the thermodynamic properties of pure water.
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T(K) V1075 (m®/mol) E (kJ/mol) H (kJ/mol)  fires(H20) (kJ/mol)  pires(CH4) (kJ/mol)

298 1.80+0.0003 -42.074+0.06  -42.05+0.06 -20.9940.01 9.12+0.03
303 1.81+0.0004 -41.5940.06  -41.06£0.06 -20.6940.02 9.16£0.02
308 1.82+0.0003 -41.054+0.06  -41.03£0.06 -20.4040.03 9.41£0.02
313 1.82+0.0003 -40.614+0.06  -40.60£0.06 -20.1140.02 9.66+0.02
318 1.83+0.0003 -40.124+0.06  -40.11£0.06 -19.9840.02 9.99+£0.01
323 1.8440.0003 -39.55+0.06  -39.53+0.06 -19.4740.02 10.54+0.01
333 1.86+0.0004 -38.694+0.06  -38.67£0.06 -18.6740.004 10.67£0.01

Table 9.2: Temperature dependence of the thermodynamic properties of the water—
methane system.

T (K) V10~% (m3/mol) E (kJ/mol) H (kJ/mol)  pres(H20) (kJ/mol)  pires(C2Hg) (kJ/mol)

298 2.1740.0006 -39.3840.08 -39.3640.02 -17.6140.005 8.65+0.003
303 2.1940.0005 -38.931+0.07 -38.9140.05 -17.3740.002 8.73+0.008
308 2.19+0.0004 -38.54+0.06 -38.5240.05 -17.27£0.003 8.73+0.004
313 2.2140.0005 -37.97+0.061  -37.95£0.06 -17.0740.004 8.79+0.001
318 2.22+0.0004 -37.401+0.06 -37.384+0.05 -16.75+0.008 8.88+0.001
323 2.2440.0004 -37.3340.06 -37.3140.04 -16.4340.002 8.8940.001
328 2.2440.0005 -36.624+0.06  -36.61+0.061 -15.7482+0.00556 8.9031£0.001

Table 9.3: Temperature dependence of the thermodynamic properties of the water—
ethane system.
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T(K) V10®m3/mol E (kJ/mol) H (kJ/mol) pres water (kJ/mol) pires xenon (kJ/mol)

298 2.15+0.0006 -39.99£0.05 -39.97+0.05 -21.21£0.04 5.66+£0.04
303 2.1540.0006 -39.864+0.05  -39.84+0.05 -20.8940.05 6.00£0.03
308 2.17+0.0005 -39.11£0.06  -39.08+0.06 -19.93£0.04 6.37£0.02
313 2.1740.0006 -38.924+0.05  -38.90£0.05 -19.0240.04 6.8140.03
318 2.1740.0005 -38.404+0.05  -38.38+0.05 -18.5640.04 7.05+0.03
323 2.20£0.0006 -37.93£0.05  -37.91£0.05 -18.0240.04 7.32+0.02

Table 9.4: Temperature dependence of the thermodynamic properties of the water—
xenon hydration process (1 xenon and 216 water molecules).

T(K) V10~ m3/mol E (kJ/mol) H (kJ/mol)  pres water (kJ/mol)  pres xenon (kJ/mol)

298 2.1740.0002 -39.5940.07  -39.57+0.04 -21.7140.03 6.2340.01
303 2.1840.0002 -39.0940.06  -39.07£0.04 -21.0240.03 6.33+0.07
308 2.20+0.0003 -38.884+0.06  -38.85+0.04 -20.7640.04 6.6840.09
313 2.2240.0002 -38.13+0.06  -38.11£0.03 -19.6940.04 6.92+0.1

318 2.22+0.0003 -37.65+£0.06 -37.63+0.04 -19.60£0.04 7.17+0.06
323 2.2440.0004 -37.16+0.07  -37.14+0.04 -19.4940.04 7.44+0.09
328 2.2540.0002 -36.884+0.06  -36.86+£0.04 -19.034+0.03 7.78+0.07
333 2.25+0.0002 -36.56+0.06  -36.54+0.04 -18.89+0.04 7.9940.04
338 2.26+0.0003 -35.614+0.07  -35.59+£0.04 -18.6640.07 8.66+0.006

Table 9.5: Temperature dependence of the thermodynamic properties of the water—
xenon system.
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AppendixD

10.1 Pressure dependence of the thermodynamic
properties

P (bar) V 107% (m®/mol) E (kJ/mol) popar (kJ/mol)

1 1.80+0.002 -41.7440.04 -41.7540.04
10 1.83£0.002 -41.8440.04 -38.32+0.05
15 1.8240.002 -41.884+0.05 -38.2840.03
25 1.81+0.002 -43.931+0.04 -38.6240.04

Table 10.1: Pressure dependence of the thermodynamic properties of pure water.

P (bar) V 107® (m3/mol) E (kJ/mol) tres(H20) (kJ/mol)  pres(CHa) (kJ/mol)

1 1.81£0.0003 -42.0740.06 -20.9940.01 9.12£0.03
10 1.80+0.0003 -41.8740.03 -21.0540.02 9.17£0.01
25 1.81+£0.0002 -42.134+0.03 -21.2940.01 9.15£0.02
35 1.8140.0002 -41.4240.06 -22.1440.02 9.18+0.02

Table 10.2: Pressure dependence of the thermodynamic properties of the water—
methane system.

113



114 CHAPTER 10. APPENDIXD

P (bar) V1075 (m3/mol) E (kJ/mol) H (kJ/mol)  pires(H20) (kJ/mol)  pires(C2Hg) (kJ/mol)

1 2.17£0.06 -39.384+0.8  -39.36+0.02 -17.6140.006 8.6540.003
5 2.17+0.04 -40.124+0.6  -38.79+0.03 -17.87%0.003 8.75+£0.002
10 2.17£0.04 -39.2940.8  -39.07£0.03 -17.4240.006 8.6940.003
15 2.17£0.04 -38.994+0.6  -38.67+0.02 -17.3140.004 8.7940.004
20 2.17+0.03 -38.32+0.6  -37.89+0.05 -17.4440.002 8.75+0.004
30 2.16£0.04 -40.144+0.6  -39.50£0.06 -17.1140.007 8.7340.003

Table 10.3: Pressure dependence of the thermodynamic properties of the water-ethane
system.

P (bar) V 10~® m3/mol E (kJ/mol) H (kJ/mol) H20 pres (kJ/mol) Xe pres (kJ/mol)

1 2.1740.0002 -39.59£0.06  -39.57+0.04 -21.71£0.03 6.23£0.01
5 2.1140.0002 -37.99£0.08  -37.88+0.03 -19.88+0.04 6.12+0.08
10 2.0940.0002 -37.52£0.07  -37.31£0.07 -19.89£0.04 6.09£0.09
15 2.0840.0003 -37.99£0.07  -37.6840.1 -19.90£0.04 6.15£0.1
20 2.1240.0002 -37.60£0.06  -37.18+0.08 -19.95+0.04 6.17£0.08
25 2.10+£0.0002 -36.65+£0.07  -36.1440.08 -19.96£0.04 6.13+0.07
30 2.11+0.0001 -36.07£0.07  -36.131+0.08 -19.96£0.04 6.13+0.07
35 2.1340.0002 -36.23+£0.06  -36.23£0.08 -20.12£0.03 6.15+0.09

Table 10.4: Pressure dependence of the thermodynamic properties of the water-—xenon
system.
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