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Abstract. Higher Order Neural Networks (HONNs) have emerged as an 
important tool for time series prediction and have been successfully applied in 
many engineering and scientific problems. One of the models in HONNs is a 
Functional Link Neural Network (FLNN) known to be conveniently used for 
function approximation and can be extended for pattern recognition with faster 
convergence rate and lesser computational load compared to ordinary 
feedforward network like the Multilayer Perceptron (MLP). In training the 
FLNN, the mostly used algorithm is the Backpropagation (BP) learning 
algorithm. However, one of the crucial problems with BP learning algorithm is 
that it can be easily gets trapped on local minima. This paper proposed an 
alternative learning scheme for the FLNN to be applied on temperature 
forecasting by using Artificial Bee Colony (ABC) optimization algorithm.  The 
ABC adopted in this work is known to have good exploration and exploitation 
capabilities in searching optimal weight especially in numerical optimization 
problems. The result of the prediction made by FLNN-ABC is compared with 
the original FLNN architecture and toward the end we found that FLNN-ABC 
gives better result in predicting the next-day ahead prediction. 

Keywords: Temperature prediction, Functional Link Neural Network, Artificial 
Bee Colony Algorithm. 

1 Introduction 

Artificial Neural Networks (ANNs) have been known to be successfully applied in a 
variety of real world tasks includes prediction, classification, signal processing, image 
recognition and especially in industry, business and science [1, 2].  The most common 
architecture of ANNs is the Multi-layer feed forward network known as Multilayer 
perceptron (MLP). Since the MLP has multilayered structure, the network requires 
excessive training time for learning [3]. This is because, the number of weight and the 
training time will increase as the number of layers and the nodes in layer increases [3, 
4]. In order to overcome the drawback of MLP, another type of network known as 
Higher Order Neural Networks (HONNs) have been introduced [5]. HONNs are a type 
of feed forward neural network which have single layer trainable weights that can help 
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in speeding up the training process. They are simple in their architecture and also able 
to reduce the number of required training parameters in the network. One of the models 
in HONNs is a Functional Link Neural Network (FLNN) known to be conveniently 
used for function approximation and can be extended for pattern recognition with 
faster convergence rate and lesser computational load [6]. 

FLNN is a class of higher order neural network (HONNs) that utilized higher 
combination of it inputs[6, 7].  FLNN can capture non-linear input-output mapping, 
provided that, they are fed with an adequate set of functional inputs[8]. Pao [6] pointed 
out that FLNN may be conveniently used for function approximation and can be 
extended for pattern recognition with faster convergence rate and lesser computational 
load. In the training of FLNN the mostly used algorithm is the Backpropagation (BP) 
learning algorithm. However, one of the crucial problems with BP-learning algorithm 
is that it can easily get trapped in local optima [8]. To improve this, the Artificial Bee 
Colony (ABC) optimization algorithm is proposed in this work to be used to optimize 
the weight in FLNN instead of the BP-learning algorithm. 

In this paper, we described an overview of FLNN for time series prediction task 
particularly on the training of the network and the proposed Artificial Bee Colony 
(ABC) optimization as learning algorithm in order to achieve better learning for the 
network. The rest of this paper is organized as follows: A model description regarding 
the FLNN and Artificial Bee Colony optimization technique are given in section 2. 
The proposed FLNN-ABC for the learning scheme is detailed in section 3. The 
implementation of FLNN-ABC on time series temperature prediction is presented in 
section 4. Finally, the paper is concluded in section 5. 

2 Functional Link Neural Network-Artificial Bee Colony 

In this section, the properties and learning scheme of FLNN and ABC optimization 
are briefly discussed. 

2.1 Functional Link Neural Network 

Functional Link Neural Network is a class of HONNs created by Pao [7] and has been 
successfully used in many applications such as system identification [9-14], channel 
equalization [3], classification [15-18], pattern recognition [19, 20] and prediction  
[21, 22]. In this paper, we would discuss on the FLNN for the prediction task. FLNN is 
much more modest than MLP since it has a single-layer network compared to the MLP 
whilst able to handle a non-linear separable classification and functions approximation 
tasks. The FLNN architecture is basically a flat network without any hidden layer 
which has make the learning algorithm used in the network less complicated [23]. In 
FLNN, the input vector is extended with a suitably enhanced representation of the 
input nodes, thereby artificially increasing the dimension of the input space [6, 7].  

In this work we focused on Functional link neural networks with generic basis 
architecture. This model uses a tensor representation. Pao [7], Patra [10], Namatamee 
[24] has demonstrated that this architecture is very effective for classification task. 
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Fig. 1 depicts the FLNN structure up to second order with 3 inputs. The first order 
consist of the 2 inputs x1, and x2 while the second order of the network is the extended 
input based on the product unit of x1x2. The learning part of this architecture on the 
other hand, consists of a standard Backpropagation as the training scheme. 

 
 

 

Fig. 1. The 2nd order FLNN structure with 2 inputs 

2.2 FLNN Learning Scheme 

In most previous researches, the learning algorithm used for training the FLNN is the 
Backpropagation (BP) [8, 16, 22, 23, 25-27]. BP learning is developed by Rumelhart 
[28] in which the network is provided with examples of the inputs and desired outputs 
to be computed, and then the error (difference between actual and expected results) 
will be calculated. The idea of the backpropagation algorithm is to reduced error, until 
the networks learned the training data. The training began with initializing random 
weights for the FLNN network with the goal to adjust these weights set in order to 
achieve the minimal error through the learning phase.  

Even though BP is the mostly used algorithm in training the FLNN, the algorithm 
however, has several limitations which affect the performance of FLNN-BP network.  
The FLNN-BP network is prone to get trapped in local minima especially for the 
training on non-linearly separable classification problems. This is caused by the 
gradient descent method used by BP-learning algorithm in which the algorithm itself 
is strictly depends on the shape of the error surface. Since a common error surface on 
non-linearly separable classification problems may have many local minima and are 
multimodal, this has typically makes the algorithm susceptible to get stuck in some 
local minima when moving along the error surface during the training phase.  

Another limitation of BP-learning algorithm inherit by FLNN-BP is that, the 
network is very dependent on the choices of initial values of the weights set as well as 
the parameters in the algorithm such as the learning rate and momentum [8] which 
make it not very easy to meet the desired convergence criterion during the training. 
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For these reasons, a further investigation to improve a learning algorithm used in 
tuning the learnable weights in FLNN is desired. 

2.3 Artificial Bee Colony Optimization 

The Artificial Bee Colony algorithm is an optimization tool, which provides a 
population-based search procedure [29]. The algorithm simulates the intelligent 
foraging behaviour of a honey bee swarm for solving multidimensional and 
multimodal optimization problem [30]. In population-based search procedure, each 
individual population called foods positions are modified by the artificial bees while 
the bee’s aim is to discover the places of food sources with high nectar amount and 
finally the one with the highest nectar. 

In this model, the colony of artificial bees consists of three groups, which are 
employed bees, onlookers and scouts [31]. For each food source there is only one 
artificial employed bee. The number of employed bees in the colony is equal to the 
number of food sources around the hive. Employed bees go to their food source and 
come back to the hive with three information regarding the food source; 1) the 
direction 2) its distance from the hive and 3) the fitness.  The employed bees then 
perform waggle dance to let the colony evaluate the information. Onlookers watch the 
dances of employed bees and choose food sources depending on the dances. After 
waggle dancing on the dance floor, the dancer goes back to the food source with 
follower bees that were waiting inside the hive. This foraging process is called local 
search method as the method of choosing the food source is depending on the 
experience of the employed bees and their nest mates [30]. The employed bee whose 
food source has been abandoned becomes a scout and starts to search for finding a 
new food source randomly without using experience. If the nectar amount of a new 
source is higher than that of the previous one in their memory, they memorize the new 
position and forget the previous one [30]. This exploration managed by scout bees is 
called global search methods. 

Several studies done by [30-32] has described that the Artificial Bee Colony 
algorithm is very simple, flexible and robust as compared to the existing swarm based 
algorithms: Genetic Algorithm (GA) , Differential Evolution (DE) and Particle 
Swarm Optimization (PSO) in solving numerical optimization problem. As in 
classification task in data mining, ABC algorithm also provide a good performance in 
gathering data into classes [33]. Hence motivated by these studies, the ABC algorithm 
is utilized in this work as an optimization tool to optimize FLNN learning for a 
prediction task. 

3 FLNN-ABC Learning Scheme 

Inspired by the robustness and flexibility offered by the population-based 
optimization algorithm, we proposed the implementation of the ABC algorithm as the 
learning scheme to overcome the disadvantages caused by backpropagation in the 
FLNN training. The proposed flowchart is presented in Fig. 2. In the initial process, 
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the FLNN architecture (weight and bias) is transformed into objective function along 
with the training dataset. This objective function will then fed to the ABC algorithm 
in order to search for the optimal weight parameters. The weight changes are then 
tuned by the ABC algorithm based on the error calculation (difference between actual 
and expected results). 
 

 

Fig. 2. The Proposed training scheme for FLNN-ABC 

Based on the ABC algorithm, each bee represents the solutions with a particular set 
of weight vector. The ABC algorithm for training the FLNN is summarized as follow: 

1) Cycle 0: 
2) Initialize optimization parameter of FLNN,  j = 1,2, .. D. 

where D are the number of weights and biases in FLNN (D= weights + biases) 
3) Initialize a population of scout bee with random solution xi , i = 1,2, .. SN. 

where SN denotes the size of population (Solution Numbers). 
4) evaluate fitness of the population 
5) cycle 1: 

i. form new population vi for the employed bees using:  
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where k is a solution in the neighbourhood of i, Φ is a random 
number in the range [-1, 1] and evaluate them. 

ii. Apply the greedy selection process between xij and vij 
iii. Calculate the probability values pi for the solutions xi using: 

 
 

iv. Produce the new solutions υi for the onlookers from the solutions xi 
elected depending on pi and evaluate them: 

v. Apply the greedy selection process for onlookers 
vi. Determine the abandoned solution for the scout, if exists, and replace 

it with a new randomly produced solution xi using: 

 
vii. Memorize the best solution 

6) cycle=cycle+1 
7) Stop when cycle = Maximum cycle. 

4 FLNN-ABC for Time series Temperature Prediction 

Weather forecasting is the application of science and technology on predicting the 
state of the atmosphere of a location for monitoring seasonal changes in the weather. 
In meteorology domain, weather is measureable in terms of temperature, atmospheric 
pressure, humidity, wind speed and direction and also cloudiness [34]. Temperature 
forecast is very important in ensuring the successful of weather forecast and also has 
significant impact especially in the agriculture activities and water resources [35].  

4.1 Experiment Setting 

In this study, we used a univariate time series data of daily temperature forecasting for 
the location of Batu Pahat, Johor ranging from the year 2005 to 2009. The data was 
obtained from Malaysian Meteorological Department, Malaysia. The simulation 
experiments were carried out on a 1.66 GHz Core 2 Duo Intel Workstation with 1GB 
RAM. The comparison of standard FLNN-BP training and FLNN-ABC algorithms is 
discussed based on the simulation results implemented in Matlab 2010a software for 
both FLNN-BP and FLNN-ABC network models. Both FLNN-BP and FLNN-ABC 
will be compared with MLP network trained with BP learning (MLP-BP) as to 
evaluate in term of network complexity. 

The temperature data series is partition into three parts; 50% for training set, and 
25% for each validation set and Test set.  Both network models were trained for 1000 
epochs/cycles on the training set. Training is stopped when the minimum error of 
0.0001 reached; or when the maximum of 1000 epochs/cycles reached. We also 
implemented an early stopping measurement to avoid overfitting. For early stopping 
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measurement, the error on the validation set is measure after 15 epochs/cycles of 
training. The training is stopped when the validation phase detected an increase error in 
the validation set for both FLNN-BP and FLNN-ABC. Meanwhile, the test set is used 
for evaluating the network performance on the unseen data.  

Table 1. Parameters setting  

 MLP-BP FLNN-BP FLNN-ABC 
Network structure 5-4-1 15-1 15-1 
Optimization 
parameters/dimensions 

29 16 16 

Learning Rate 0.5 0.5 - 
Momentum 0.5 0.5 - 
Colony Size - - 50 

 
The number of input node for FLNN was set to 5 up to 2nd order of input 

enhancement. This was done through trial-and-error procedure between 4 and 8 
number of nodes. The 5 inputs with 2nd order inputs enhancement was selected as it 
gave better output result with less number of trainable parameters (weights + bias) for 
the FLNN network. The same trial-and-error procedure also performed on the 
selection of MLP network and the best MLP network structure selected was 5 input 
nodes with single hidden layer of 4 nodes. The parameters setting for the experiment 
are presented as Table 1. 

As for forecasting horizon, we have chosen a one-step-ahead prediction since the 
main target is to predict the upcoming measure of daily temperature. The learning rate 
for MLP-BP and FLNN-BP was set to 0.05 with momentum value of 0.5, while the 
colony size of 50 bees with weight range of [-2, 2] was set for the FLNN-ABC 
architecture. The average results of 10 simulations were determined for both FLNN-
BP and FLNN-ABC. The Mean Squared Error (MSE), Mean Absolute Error (MAE) 
and Normalized Mean Squared Error (NMSE) were used to evaluate each network 
performance. 

5 Simulation Results 

The comparison of simulation results for MLP-BP and FLNN-BP and FLNN-ABC on 
the time series temperature prediction data is presented in Table 2 below.  Comparison 
of MLP and FLNN network in term of network complexity showed that the FLNN 
network required less numbers of parameters (trainable weights + biases) than MLP. 
The less numbers of parameters indicate that the network required less computational 
load as there are small numbers of weight and bias to be updated at every epoch or 
cycle. It can be seen from Table 2 that, training by FLNN-ABC resulted the lowest 
MSE which is 0.0063 as compared to FLNN-BP and MLP-BP with both are 0.0069 
and 0.0075 respectively. When performing on the unseen data, FLNN-ABC also gives 
better MSE result which is 0.0066 thus outperform both FLNN-BP and MLP-BP with 
the difference of 0.0002 between FLNN-BP and FLNN-ABC and 0.0004 between 
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MLP-BP and FLNN-ABC on testing set. FLNN-ABC also gained lower MAE rather 
than FLNN-BP and MLP-BP which is 0.0633 for FLNN-ABC, 0.0641 for FLNN-BP 
and 0.0663 for MLP-BP. The lower MAE value indicated that FLNN-ABC was able to 
produce close forecast to the actual temperature data by outperforming the standard 
FLNN-BP with the ratio of 1.2 x 10-2.Results from Table 2, also shows that the FLNN-
ABC gives lower NMSE compared to both traditional FLNN-BP and standard MLP-
BP which shows that the predicted and the actual values obtained by the FLNN-ABC 
are better in term of measuring the overall deviations of scatter between the prediction 
and the actual values. On the whole, the performance of training the FLNN network 
with ABC gives a better prediction result on unseen data when compare to FLNN-BP 
model and also with less network complexity as compared to MLP-BP. 

Table 2. Performance Evaluations on Test Set 

 MLP-BP FLNN-BP FLNN-ABC 
Number of 
trainable nodes 

29 16 16 

MAE 0.0663 0.0641 0.0633 
NMSE 0.8343 0.8026 0.6431 
MSE Training 0.0075 0.0069 0.0063 
MSE Testing 0.0070 0.0068 0.0066 

 
 

The temperature forecast made by FLNN-ABC and standard FLNN-BP on test sets 
are graphically presented as in Fig. 3 and Fig. 4. The blue line represents the actual 
values while the black line refers to the predicted values. From both figures, it is shown 
that the FLNN-ABC has the ability to follow the actual trend as compared to standard 
FLNN-BP with minimum error forecast. Hence it can be seen that training scheme by 
ABC algorithm has facilitate the FLNN with better learning by providing a good 
exploration and exploitation capabilities in searching optimal weights set in the FLNN 
weights space as compared to BP learning [31, 36]. 

 

 

Fig. 3. Temperature forecast made by FLNN-ABC on Test set 
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Fig. 4. Temperature forecast made by FLNN-BP on Test set 

6 Conclusion and Future Work 

In this work, the experiment has demonstrated that the FLNN-ABC performs the 
temperature prediction task quite well. Implementing the ABC algorithm as a learning 
scheme for FLNN has shown a significant higher results than backpropagation during 
experiment in terms of the lowest MSE, NMSE, RMSE and MAE. Since ABC 
algorithm combine the exploration and exploitation process in it search strategy, it can 
successfully avoid local minima trapping and provide the FLNN network with better 
ability in searching for optimal weights set during the training phase. Thus, ABC 
algorithm can be considered as an alternative learning scheme for training the 
Functional Link Neural Network instead of standard BP learning algorithm with better 
scheme in finding minimal error. As for future works, we are considering investigating 
the use of multivariate data to expand the FLNN-ABC ability for weather forecasting. 
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