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 

Abstract— Security in human identification system has 

become a major concern nowadays, especially for sending 

information verbally. Therefore, the need of protecting the 

internal factor especially human speech is a main objective in 

this study. The characteristics of the human speech using 

several methods has been continuously practiced are outlined, 

for instance ceptral analysis, linear prediction coding, and the 

Pitch Synchronous Overlap-Add (PSOLA) method. This paper 

described the used of frequency sample variation, FSV 

technique to transform speech signal to a deeper, higher or 

lower tone. The analysis using PSOLA method with this 

technique and Matlab as GUI has been performed. The 

developed system is capable of transforming the input speech 

into three types of output speech namely male, female and 

child. The results show that the system is successfully and 

effectively portray different people with realistic gender 

changes to conceal the identity. It is said to be a potential 

system for any kind of security particularly by disguising the 

character of the voice. The alterations with other voice variable 

are going to be a further development. 

 
   Keywords: Speech signal transformation, PSOLA method, 

Matlab 

I. INTRODUCTION 

UMAN identification system, nowadays, is a very vital 

for security purposes [1] and currently, it is a major 

concern in military purposes. The most important part is 

sending information verbally without expose the speaker 

identity. There are differences in human voice frequency 

ranges between male and female. The voiced speech of a 

typical adult male will have a fundamental frequency of 
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from 85 to 155 Hz, and that of a typical adult female from 

165 to 255 Hz. The female voice is actually more complex 

than male due to differences in the size of the vocal cords 

and larynx between male and female and also due to greater 

natural melody in their voices.  This causes a more complex 

range of sound frequencies than in a male voice. [2,3] 

Many researchers in the area of digital signal processing 

have focussed on speech processing [1] especially in the 

topic of speech signal transformation, or in other word, 

voice conversion [1,4,5]. The aim is to transform the speech 

of a source speaker to a target speaker. Other applications 

also have interest in this voice transformation such as 

foreign language training, movie dubbing [1,6], 

broadcasting, Karaoke [7], voice editing for films, speech 

synthesis, speaker verification [4,5], language study [8], 

multimedia and music [9].  

 According to D. Rentzos et al., there are three essential 

components in order to have effective voice conversion 

system, namely voice feature extraction, model estimation 

and voice mapping [4,5]. In addition, vocal tract transfer 

function and pitch range are the characteristics of human 

voice which are different for different sound. The methods 

used to transform speech signal with vocal tract transfer 

function are cepstral analysis and linear prediction coding 

whereas PSOLA method used to change the pitch voice [1].  
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Figure 1: Cepstrum block diagram 

The use and application in this analysis is “cepstrum” 

(spectrum) domain. It is a common transform to perform as 

“cepstral” (spectral) analyzer to gain information from one 

person’s speech signal. Within human speech, the voiced 

(transfer function) and unvoiced (excitation signal) sounds 

are employed to form words. After having calculated the 

cepstrum with these words, the signal will has to “lifter” 

(filter), separating the speech signal components; transfer 

function (which contains the vocal quality) and excitation 

(which contains the pitch and the sound) signal. The 

cepstrum block diagram is shown in Figure 1. It is the full 

process used to compute the cepstrum. [10,11] 

 

Linear Prediction Coding (LPC) 

A method that predicts a sample of a speech signal based 

on several previous samples. It is similar with the cepstrum 

method, where it uses LPC to separate the transfer function 

and the excitation. In the time domain, both components of 

speech signal are convolved to create the output voice 

signal. [11-13] Figure 2 shows the LPC algorithm where the 

original signal that put through the filter (transfer function) 

to get the excitation component. In order to get back the 

original signal just simply putting the excitation component 

through the inverse filter. [12] 

 

 
 

Figure 2: LPC algorithm 

 

PSOLA 

This method modifies the pitch of a speech signal but it 

maintaining the other vocal qualities. Figure 3 shows the 

three steps of basic algorithm for the PSOLA technique. The 

result is a signal with the same spectrum as the original but 

with a different fundamental frequency. [11,14] 

 

 
 

Figure 3: PSOLA technique 

 

II. PROJECT DEVELOPMENT 

The speech signal transformation system is developed 

using Matlab as the GUI and PSOLA method with FSV 

technique. The block diagram of the developed system is 

illustrates in Figure 4. 

  

 
 

Figure 4: Block diagram of speech signal transformation 

 

In this system of speech signal transformation, the main 

alteration is the pitch on an input speech. The speech 

transformation is properly performed depends on the 

frequency characteristics of input speeches. The pitch will be 

shifted toward a lower or higher frequency on the frequency 

axis. 

The default value of frequency sample rate used is 

11025Hz. When the input speech frequency is adjusted, it 

will affected the time of the output speech as it proven that 

the frequency is inversely proportional to the time. 

Therefore, the output speech will sound faster or slower 

depends on FS varied, hence transformed the input speech. 

As a result, the transformed speech will probably produce an 

unnatural human voice if the transformation is not properly 

performed. 

 

III. RESULTS AND DISCUSSIONS 

The developed system is capable of transforming the input 

speech into three types of output speech; namely male, 

female and child as shown in Figure 5. The input speech was 

transformed to a required output speech by first selecting the 

types of output speech.  

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Input and transformed speech signal results chart 

 

 

As a sample of input speech signal, adult female voice 

was used to transform the speech to female child and adult 

male as shown in Figure 6 and 7 respectively. The input 

speech sound sample was “Hello”. The transformed speech 

of a female child had higher pitch and faster rate than the 

input speech, conversely, lower pitch and slower rate went to 

the adult male transformed speech. 
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Figure 6: Transformed signal adult female to female child 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Transformed signal adult female to adult male 

IV. CONCLUSION 

Human voice has different sound and tone between age 

and genders and it is important to conceal the identity of the 

speaker by disguising the character of the voice for security 

and military purposes. A system aim to transformed input 

speech to a specific desired speech has been developed using 

PSOLA method with FSV technique. The results show that 

the system is successfully and effectively portray different 

people with realistic gender changes; however, the system 

had only predetermined the output speech with fixed FS 

value. Further development will also focus on having 

variable of FS in order to comprise various output speech.   
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