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ABSTRACT 

Data mining has become an increasingly important approach to deal with the rapid 

growth of data collected and stored in databases. In data mining, data classification 

and feature selection are considered the two main factors that drive people when 

making decisions. However, existing traditional data classification and feature 

selection techniques used in data management are no longer enough for such massive 

data. This deficiency has prompted the need for a new intelligent data mining 

technique based on stochastic population-based optimization that could discover 

useful information from data.  

 

In this thesis, a novel Simplified Swarm Optimization (SSO) algorithm is proposed as 

a rule-based classifier and for feature selection. SSO is a simplified Particle Swarm 

Optimization (PSO) that has a self-organising ability to emerge in highly distributed 

control problem space, and is flexible, robust and cost effective to solve complex 

computing environments. The proposed SSO classifier has been implemented to 

classify audio data. To the author’s knowledge, this is the first time that SSO and PSO 

have been applied for audio classification.  

 

Furthermore, two local search strategies, named Exchange Local Search (ELS) and 

Weighted Local Search (WLS), have been proposed to improve SSO performance. 

SSO-ELS has been implemented to classify the 13 benchmark datasets obtained from 

the UCI repository database. Meanwhile, SSO-WLS has been implemented in 

Anomaly-based Network Intrusion Detection System (A-NIDS). In A-NIDS, a novel 

hybrid SSO-based Rough Set (SSORS) for feature selection has also been proposed. 

The empirical analysis showed promising results with high classification accuracy 

rate achieved by all proposed techniques over audio data, UCI data and KDDCup 99 

datasets. Therefore, the proposed SSO rule-based classifier with local search 

strategies has offered a new paradigm shift in solving complex problems in data 

mining which may not be able to be solved by other benchmark classifiers. 
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CHAPTER 1. Background Information and Problem 

Statements 

In the emerging age of digital information we are overwhelmed with data, while our 

capability to analyse and interpret such huge datasets lags behind. Furthermore, it has 

been estimated that every 20 months the amounts of data stored in the world’s 

databases are doubled, which caused difficulties when trying to justify this figure in a 

quantitative sense [1]. Often, traditional data analysis, and interpretation of changing 

data, has become insufficient for data processing as the data volumes grow 

exponentially. In addition, due to the advancement of software capabilities and 

hardware tools that enable the automated data collection, as well as the decreasing 

trend in their cost, there has been a dramatic increase in the data being collected and 

stored in databases. Although in recent years information collection and storage has 

become easier and more inexpensive, great effort is required to extract relevant 

knowledge information from such large-scale databases. Therefore, a new generation 

of computational techniques and tools is required to support the extraction of useful 

knowledge from the rapidly growing volume of data. Hence, data mining becomes the 

reliable solution for elucidating the patterns that underlie it.  

 
Data mining is the application of specific algorithms that has been widely used for 

extracting patterns or models from data. Two main aspects in data mining are data 

classification and feature selection. Data classification classifies a data item into one 

of several predefined categorical classes. Feature selection can be defined as a process 

of choosing a small subset of features from the original set of features which is 

necessary and sufficient to describe the target concept. Other than the well-known 
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classical data mining techniques, heuristic approaches based on swarm intelligence 

algorithms have gained more attention and have been adopted in data classification 

problems in order to find a good solution. This thesis proposes and presents some new 

data mining approaches based on a population-based optimization algorithm for 

various data classification problems. The second topic being discussed in this thesis is 

about feature selection, which presents a new hybrid rough set reduction approach to 

feature selection. At this stage, this thesis is concerned with finding new approaches 

in both topics that contribute to the best classification accuracy; computation time is 

not taken into consideration. In this chapter, section 1.1 presents a brief discussion on 

data mining from the perspective of Knowledge Data Discovery (KDD). In section 

1.2, the motivation is described and the problem statement in this thesis is identified. 

Next, the objective and contribution of the thesis is stated in section 1.3, followed by 

the organisation of the thesis in section 1.4. 

 

1.1. Data Mining 

Data mining is the process of analysing data from different perspectives and 

summarising it into useful information. It blends traditional data analysis methods 

with sophisticated algorithms for processing large volumes of data. It has been widely 

used and unifies research in fields such as statistics, databases, machine learning and 

Artificial Intelligence (AI). Regarding that, data mining has been seen as an explosion 

of interest from both academia and industry to improve the process of visualising and 

understanding the pattern of the data. Data mining is the core part of the Knowledge 

Discovery in Database (KDD) process, which is essential to solve a problem in a 

specific domain [2]. Generally, KDD is the overall process of identifying valid, novel, 
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potentially useful and ultimately understandable patterns in data and converting it into 

useful information [3]. An overview of the steps constituting the KDD process is 

depicted in Figure 1.1. 

 

 

 

 

 

Figure 1.1. The processes of KDD [3] 

 
Data mining in KDD applies a specific algorithm to extract meaningful knowledge so 

that the discovered knowledge can be applied in the related area to increase working 

efficiency and also to improve the quality of decision-making. Data mining involves 

several steps such as data integration from various databases, data pre-processing, and 

induction of a model using a learning algorithm. Based on the requirements of the 

problem domain, various techniques that expose diverse kinds of patterns from a 

given dataset have been implemented in data mining. The most common techniques 

learned in data mining include data classification, data clustering, association rule 

discovery, and outlier detection.  

 

1.2. Motivation and Problem Statements 

As mentioned earlier, data mining has been widely used to solve various kinds of data 

classification problems. However, data classification has turned out to be one of the 

most pervasive problems that encompasses many diverse applications in the data 

mining field. These problems have attracted more active research in order to find 

Target 
data 

Pre-
processed 

data Data 

Se
le

ct
io

n 

Transformed 
data 

Pr
e-

pr
oc

es
si

ng
 

Tr
an

sf
or

m
at

io
n 

Pattern D
at

a 
m

in
in

g 

Knowledge In
te

rp
re

ta
tio

n/
 

Ev
al

ua
tio

n 



 4 
 

efficient approaches to address them, and the outcome of the research is still 

unsatisfactory. 

 
The ultimate goal of classification is to discriminate new data into the most likely of 

the specific categorical variable (the class) based on the induction model generated by 

the classifier. However, the classification problem has become very complicated and 

computationally infeasible when the number of possible different combinations of 

variables is so high. Hence, Swarm Intelligence (SI) algorithms are generally more 

suitable to solve these difficult problems because they are based on stochastic 

population-based approaches. In addition, they are also capable of avoiding becoming 

stuck in a local optimal and can find a global optimal solution [4].  

 
Many data mining approaches have been proposed using stochastic population-based 

algorithms such as Particle Swarm Optimization (PSO), Immune Algorithm (IA), 

Artificial Bee Colony (ABC) and Ant Colony Optimization (ACO). Nevertheless, 

there are problems in real-world that are NP-hard and combinatorial. Thus, 

evolutionary algorithm like PSO is generally more suitable to solve these difficult 

problems because of its stochastic nature. PSO is a well-known, biologically inspired 

computational search and optimization algorithm which is based on the social 

behaviours of bird flocks or schools of fish [5]. Because of its easy implementation, 

PSO has been successfully applied in many fields, particularly in optimization 

applications [6] and data mining [6-8]. This is due to its simplicity and efficiency 

when navigating a search space for optimal solutions. In terms of data mining, PSO 

has emerged as a promising technique to discover useful and interesting knowledge 

from databases [8]. Because of these advantages, the motivation of this thesis is to 

develop a new data mining technique based on the original PSO algorithm. 
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In many applications, people are dealing with massive data that contains multi-

dimensional attributes such as network intrusion data, stock market data, medical 

data, weather forecast data and much more. Thus, data classification is faced with a 

problem when it has to generate rules with many attributes or features. Obviously, the 

time required to generate rules is proportional to the number of features. In addition, 

irrelevant and redundant features can reduce both the predictive accuracy and 

comprehensibility of the induced rule and degrade the classifier speed (due to its high 

dimensionality). Thus, selecting the most relevant features is necessary, and this 

strategy is implemented to simplify the rules and reduce its computational time while 

retaining the quality of classification, as it represents the original features set.  

 
This thesis proposes and investigates the application of a new efficient population-

based optimization algorithm for data mining based on the PSO algorithm. The new 

technique is referred as a Simplified Swarm Optimization (SSO) algorithm. Like 

PSO, SSO solves data mining problems by simulating the social interaction among 

agents or particles in their population, such as birds flocking or fish schooling. To 

deal with the problem of feature selection, a new hybrid swarm intelligence-based 

rough set theory for feature selection using SSO is proposed as a way to improve 

some performance criterion, such as accuracy of data classification. In this thesis, the 

author is concerned with introducing a new population-based optimization technique 

for data mining and feature selection that contributes to maximising the classification 

accuracy. Therefore, computation time is not taken into consideration. 

 
Throughout this thesis, each algorithm was implemented using Java NetBeans IDE 

6.1 on the following system: 1.8GHz Pentium (R) processor and 2GB RAM running 

in Windows XP Professional. Five traditional classifiers were involved in the 
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experiments for comparison with the proposed technique. Those benchmark 

classifiers were implemented from Waikato Environment for Knowledge Analysis 

(WEKA) [1]. The employed classifiers were set with their default parameters as set in 

WEKA. 

 

1.3. Objectives and Contributions of the Thesis 

This section outlines the main objectives and contributions to the area of data mining, 

particularly in feature selection and classification problems.  

i. To develop and implement an efficient data classification technique based on 

an SSO algorithm to be implemented in audio datasets. 

ii. To develop and implement a novel Exchange Local Search (ELS) strategy to 

improve the performance of the SSO rule-based classifier on various datasets. 

iii. To develop and implement a new hybrid SSO-based Rough Set for feature 

selection and Weighted Local Search (WLS) strategy with SSO classifier to 

improve the Anomaly-based Network Intrusion Detection System (A-NIDS).  

 

1.4. Outline of the Thesis 

The remainder of this thesis is structured as follows: 

 
“CHAPTER 2 Literature Review of Feature Selection and Data Mining” 

comprehensively presents two main topics that cover the foundations of feature 

selection and data mining. These topics provide a review of recent work that has been 

conducted in feature selection (with more emphasis on Rough set theory) and in data 

mining (with more emphasis on traditional classification techniques).  
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“CHAPTER 3 Data Mining using the Particle Swarm Optimization Algorithm” 

provides some introduction to four population-based optimization algorithms (with 

more emphasis on the PSO). This chapter also reviews the implementation of PSO 

algorithms for data mining purposes in various applications and problem domains. 

Four approaches have been highlighted in PSO-based classification including: PSO 

for Rule-based Classification Model, Nearest Neighbor Classification, PSO as 

Optimizer within Other Learning Algorithms, and Clustering with PSO Algorithms. 

Also, some PSO variants for data classification are discussed in this chapter.  

 
“CHAPTER 4 Data Mining using Simplified Swarm Optimization Algorithm” 

presents the Simplified Swarm Optimization (SSO) algorithm that is based on 

traditional PSO for data mining. This is followed by the principle of the SSO 

algorithm; the SSO rule mining scheme; the SSO rule evaluation; and SSO rule 

pruning. The proposed algorithm is then applied to audio data and it is compared with 

Support Vector Machine (SVM) to investigate its competitiveness. 

 
“CHAPTER 5 The Proposed SSO with Exchange Local Search for Data 

Classification” presents a proposed Exchange Local Search (ELS) strategy to be 

incorporated with SSO for data classification. To show the applicability of the 

proposed approach, SSO with ELS (SSO-ELS) is then applied to 13 datasets obtained 

from public sources such as the UCI repository database. The performance is 

compared with and without ELS for SSO and PSO, and four other traditional 

classifiers including SVM, J48, PART and kNearest Neighbor. 

 
“CHAPTER 6 A Hybrid SSO-based Rough Set Reduction Method for Network 

Intrusion Detection Systems” introduces a proposed hybrid SSO-based rough set 
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reduction for features dimensionality reduction. This approach is specifically applied 

to solve the classification problem in Anomaly-based Network Intrusion Detection 

Systems (A-NIDS) due to its large amount of attributes. This is followed by the 

principle of the proposed SSO with Weighted Local Search (WLS) strategy for 

mining anomaly intrusion patterns. The experimental results, when compared with 

original SSO and PSO, and also with SVM and Naive Bayes, show the effectiveness 

of hybridizing SSO-WLS approaches for A-NIDS detection.  

 
“CHAPTER 7 Conclusions and Future Work” contains a summary, conclusion, 

limitations and future direction of the research conducted in this thesis.  
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CHAPTER 2. Literature Review of Feature Selection 

and Data Mining 

In recent years, the field of automated data mining has emerged as an important area 

of applied research when dealing with the voluminous data collected in various 

industries. This is due to the low cost and availability of larger storage devices. Thus, 

two major data mining tasks that must be solved are feature selection and 

classification. In this chapter, the investigation on several techniques of feature 

selection and data classification is continued, and comprehensive reviews on both 

topics are presented in section 2.1 and section 2.2. In this thesis, the new data mining 

algorithms based on the population-based optimization algorithm are proposed in 

Chapter 3.  

 

2.1. Feature Selection Overview 

Feature selection plays an important role in data pre-processing technique for data 

mining [2]. It is a process of finding a subset of features from the original set of 

features, and forming patterns in a given dataset to obtain the optimal one according 

to the given goal of processing and criterion. It reduces the number of features, 

removes irrelevant, redundant, or noisy data and brings immediate effects for 

applications: speeding up a data mining algorithm, improving mining performance 

such as classification accuracy, and improving results comprehensively.  

 
In the context of classification, feature selection can be structured into three fractions: 

filter method, wrapper method and embedded method [9]. Filter methods rely on the 

intrinsic properties of the training data to select some features without involving any 
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learning algorithm. Each feature is ranked according to some univariate metric, and 

only the highest ranking features are used while the remaining low ranking features 

are eliminated. Afterwards, this subset of features is presented as input to the 

classification algorithm. Therefore, feature selection is allowed to be performed only 

once, and then different classifiers can be evaluated. A number of multivariate filter 

techniques were introduced to overcome univariate problems in filter methods. 

 
Wrapper methods embed the model hypothesis search within the feature subset space. 

These methods begin by looking for the dependency from a suboptimal subset. Then 

this value is fed into the fitness function of the selected learning algorithm and 

evaluated in order to find the suitable features. These methods suffer from a high risk 

of overfitting and require huge computational cost. 

 
Meanwhile, in the third category of feature selection, namely, embedded methods, the 

search for an optimal subset of features is built into the classifier construction, which 

can be seen as a search in the combined space of feature subsets and hypotheses. 

Thus, their function is seen as more specific to a given learning algorithm. Embedded 

methods are less computationally intensive than wrapper methods due to the internal 

interaction with the classification model during the feature selection process.  

2.1.1. Feature Selection Problems 

The feature selection problem is more or less a special case of a much broader 

problem of subset selection. Suppose a large set of M items {xk,yk} where k = 1, 2,…., 

M consisting of n input variables xk,i where i = 1, 2,…., n and one output variable yk is 

given from which we need to find a small m subset being optimal in a certain sense. 

Fitness function (Fi) is computed from the values xk,i and yk , k = 1, 2,…., m to rank the 
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variables with a high Fi value. Then, the features with a high Fi value will be selected 

as the most relevant features. In statistical subset selection, being optimal usually 

means being most suitable for classification or data approximation. Although it may 

not be apparent, the subset selection problem may become prohibitive because of its 

computational complexity [10]. It is not possible to rank the items in our set simply 

according to their individual properties and select only the best. The item properties 

may depend strongly on each other and a subset of individually “bad” features may 

prove to be rather “good” because of positive interaction effects. Because of this 

uncertainty, the only apparent way of searching for optimal subsets is to evaluate all 

the 2n possible item combinations. 

 
Generally, feature selection is composed of two parts. First, there is a searching 

strategy that selects a feature subset. By searching all the feature subset, we shall 

ensure the number of 







M
N

where N is the original features, M is the feature subset, 

and M < N. If we optimized an M, we should be able to estimate the combination 

number of 2N. Therefore, we must select a good searching strategy to evaluate quite a 

number of combinations because it is definitely inefficient to evaluate the whole 

feature sets. In addition, testing all subsets is a combinatorial NP-hard [11] problem 

that requires an exponential amount of computational time. Second, there is a fitness 

function that evaluates the feature subsets, returns their scores to the corresponding 

subsets and finally selects the best subset.  

 
Feature selection has been used as a measure to decide the importance and necessity 

of features. Hence, a broad range of sub-optimal feature selection methods have been 

developed over the last decade to overcome its limitation. Previous research on 
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feature selection which employed a heuristic approach, such as hill-climbing methods, 

has proven more efficient when dealing with little noise and a small number of 

features [12, 13]. On the other hand, due to the reason that heuristic methods fail to 

find an optimal reduct [14], many researchers have shifted to metaheuristic 

approaches such as Genetic Algorithm (GA), Simulated Annealing (SA), Tabu 

Search, Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO) 

[15]. 

 
Previous research has introduced various techniques of feature selection with the use 

of SI algorithms, either in single or hybrid approaches. Bello et al. [16] proposed a 

two-stage heuristic search performed by PSO and ACO in order to find the optimal 

feature subsets. In [17], the authors used chaotic BPSO with logistic map to determine 

the inertia weight to solve the feature selection problem. As a result, their approach 

has successfully reduced the computation time as well as improved the quality of 

reducts and classification accuracies. Moreover, several hybrid methods that used SI 

algorithms and rough sets for feature selection have been reported. Methods which 

combine ACO and rough set to find reducts with promising results were proposed by 

Ke et al. and Chen et al. in [15] and [18], respectively. Later, inspired from the work 

of Wang et al. [14], a new algorithm to find minimal rough set reducts by using 

modified PSO, namely, Intelligent Dynamic Swarm (IDS), was introduced by Bae et 

al. [19]. The experimental results from that work showed that IDS is efficient for 

rough set-based feature selection. In the next section, this study only limit to the 

concept of rough set theory for the purpose of the feature selection approach. 
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2.1.2. Rough Sets Theory 

Rough sets theory (RST), which was proposed by Pawlak [20], has been successfully 

applied as a feature selection method to discover data dependencies and reduce the 

number of attributes contained in a dataset. It involves mathematical theory that is 

able to deal with imprecise, uncertain and vague information [21]. At the first stage of 

the feature selection procedure, rough set is used to reduce and clean data with 

minimal model assumption. Then the result is used as a basis for further analysis 

performed with our proposed method. Rough set has been proven as an efficient tool 

for feature selection as it does not require any preliminary or additional knowledge 

except for the supplied data.  

Table 2.1. A decision table 

Object a1 a2 a3 a4 

x1 2 3 1 4 

x2 1 4 3 5 

x3 2 3 1 4 

x4 3 2 1 1 

x5 1 2 1 2 

x6 1 2 3 2 

x7 1 4 3 5 

x8 2 1 1 2 

x9 1 2 3 4 

x10 1 4 3 5 

 
In rough set theory, the data is organised into a table called a decision table. Table 2.1 

shows the structure of the table which consists of rows and columns. The rows of the 

decision table correspond to objects, and columns correspond to attributes. In the 

dataset, a class label indicates the class to which each row belongs. The class is called 
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the decision attribute, while the rest of the attributes are the condition attributes. 

Some basic concepts of rough set are explained below.  

 
The information system of a decision table is defined as a tuple T = (U, A), where U 

is a non-empty set of finite objects (the universe) and A is a non-empty finite set of 

attributes. As in Table 2.1, the information table assigns an object x to the universe U 

with U = {x1, x2,….., x10}. Whereas each attribute or feature a  A is associated with 

a set a  of its value denoted as A = {a1, a2,…., a4}. It is called the domain of a. The 

attribute set A can be partitioned into two subsets, C and D, which are called 

condition and decision attributes, respectively.  

 
For a subset of attributes R  A, the R-indiscernibility relation is denoted by IND(R), 

is an equivalence relation defined as: 

)}()(,:),{()( yaxaRaUUyxRIND   Eq. 1 

 
where a(x) denotes the value of feature a of object x. If (x,y)  IND(R), x and y are 

said to be indiscernible with respect to R. The family of all equivalence classes of 

IND(R) is denoted by U/IND(R). Each element in U/IND(R) is a set of indiscernible 

objects with respect to R. Equivalence classes U/IND(C) and U/IND(D) are called 

condition and decision classes. According to the objects from the example in Table 

2.1, we consider the full set of attributes A = {a1, a2, a3, a4} and the sets of U/IND(R) 

can be listed as U/IND(R) = {{x1, x3},{x2, x7, x10},{x4},{x5},{x6},{x8},{x9}}. 

 
For any concept X  U and attribute subset R  A, X could be approximated by the R-

lower approximation and R-upper approximation using the knowledge of R. The 

lower approximation of X is the set of elements of U that are surely in X is defined in 
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Eq. 2. The upper approximation of X is the set of elements of U that are possibly in X 

is defined as in Eq. 3.  

}:)(/{)( XERINDUEXR    Eq. 2 

}:)(/{)(  XERINDUEXR   Eq. 3 

 
Consider the target set X = {x1, x2, x3, x4}, therefore the R-lower approximation and R-

upper approximation can be represented as },,{ 431 xxxXR  and 

},,,,,{ 1072431 xxxxxxXR  , respectively. Let R and S be equivalence relations over 

U, then the positive, negative and boundary regions can be defined as: 


SUX

R XRSPOS
/

)(


  


SUX

R XRUSNEG
/

)(


  


SUXSUX

R XRXRSBND
//

)()()(


  

 
The positive region, POSR(S) is a set of objects of U that can be classified with 

certainty to classes U/IND(S) employing attributes of R. The negative region 

NEGR(S), is the set of all elements U that cannot be classified to classes of U/S. On 

the other hand, the boundary region BNDR(S) is the set of all elements that can be 

possibly, but not certainly, classified in this way. If the boundary region is empty, that 

is, )()( XRXR  , X is said to be R-definable or crisp. In the opposite case, if BNDR(S) 

 , the S is referred to as rough (indefinable) set with respect to R. 
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Another important issue in data analysis is discovering dependencies between 

attributes. Let R and S be subsets of A. We will say that S depends on R in a degree k 

(0  k  1), denoted R  kS if  

||
|)(|)(

U
SPOSSk R

R    Eq. 4 

 
If k = 1, S depends totally on R, and if k < 1, S depends partially on R, and if k = 0, 

then S does not depend on R. In other words, S depends totally (partially) on R, if all 

(some) elements of the universe U can be surely classified to blocks of the partition 

U/S employing R [14]. Dependency degree k can be used as heuristic in greedy 

algorithms to compute feature reduction. 

 
The reduction of attributes is achieved by comparing equivalence relations generated 

by a set of attributes. Let A = (U, C  D) be a decision table where C is the set of 

condition features, and D is the set of decision features. The degree of dependency 

between condition and decision features, R(D), is called the equality of 

approximation of classification induced by the set of decision features [22]. The aim 

of feature reduction is to remove redundant features so that the reduced set provides 

the same quality of classification as the original set. A reduct is defined as a subset of 

minimal cardinality Rmin of the conditional attribute set C in such a way that R  C is 

said to be a D-reduct of C if R(D) = C(D). A given decision table may have many 

feature reducts, thus the set of all reducts is defined in Eq. 5. 

)}()(,)()(|{Re DDRBDDCRd CBCR    Eq. 5 
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For instance, suppose that C = {a1, a2, a3, a4}, R1 = {a2, a3, a4} and R2 = {a1, a2, a4}. 

As a reduct is the minimal set of attributes preserving the positive region such that 

)()(
1

DD CR   and )()(
2

DD CR   , then Red = {{a2, a3, a4}, {a1, a2, a4}}. 

 
The intersection of all the sets in Rmin is called the core. The core is the set of 

attributes that are contained by all reducts, defined as 

)()( CREDCCORE DD  where )(CREDD is the D-reduct of C. In other words, 

the core is the set of attributes that cannot be removed without changing the positive 

region. This means that all attributes present in the core are indispensable. Therefore, 

from the above example of Red, we conclude that core (C) = {a2, a4}. 

 
The applications of the rough set model in feature selection problems have 

demonstrated its usefulness in a wide range of techniques from rough set [12], fuzzy 

rough set [10], and neural network [23]. Recently, the use of the metaheuristic 

approach has been widely implemented and has significantly increased the ability of 

finding very high quality solutions to select more dominating features in order to 

perform the classification tasks optimally in the data mining process. For example, 

hybrid rough with GA [24] and Genetic Programming (GP) [25] was proposed by 

Wa’el et al. for choosing the most relevant features in a network intrusion dataset. 

Chen et al. [18] and Ke et al. [15]  proposed a feature selection mechanism based on 

rough-Ant Colony Optimization (ACO). Inspired from the work of Wang et al. [14, 

26], which used PSO to find optimal features subset based rough set reducts, Bae et 

al. [19] proposed a new discrete PSO called Intelligent Dynamic Swarm (IDS) with 

rough set (IDSRS) for feature reduction. Instead of successfully reducing the massive 
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number of features from the original set, IDSRS could improve the computation speed 

when compared with the original PSO.  

 

2.2. Data Mining Overview 

In practice, the two primary goals of data mining tend to be prediction and 

description. Prediction involves using some variables or fields in the dataset to predict 

unknown or future values of other variables of interest. On the other hand, description 

emphasises finding patterns describing the data that can be interpreted by humans. 

The goal of predictive data mining is to produce a model expressed as an executable 

code which can be used to perform data mining tasks such as classification, prediction 

or other similar tasks. On the other hand, the goal of descriptive data mining is to gain 

an understanding of the analysed system by uncovering patterns and relationships in 

large datasets. Thus, the goals of prediction and description are achieved by using 

data mining techniques to solve data mining problems by realising several data 

mining tasks such as data classification, estimation, prediction, and association rules. 

The following section particularly focuses on data classification, which is our main 

consideration in this thesis.  

2.2.1. Classification Task in Data Mining 

Data classification is the most studied task in data mining. It is a process of 

discovering a predictive learning function that classifies a set of data items into one of 

several predetermined classes. All these data are typically represented by matrices 

whose rows are associated with the objects (or records), while the columns are 

associated with many measures taken on each object. Such measures are often 

referred to as variables (or features). The relationship in each record is tied up by a 
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specific attribute called a class attribute. The goal of the classification algorithm is to 

induce a model so that it can classify any new instances into classes according to class 

values. Data classification can be divided into two categories: unsupervised 

classification and supervised classification.  

 
i. Unsupervised classification: A method of unsupervised classification uses only 

the matrix of dissimilarity. No information of the class of an object is provided to 

the method. The objective is then to build a set of groups where each group 

contains a set of sufficiently similar objects. The number of classes and their 

contents are not known at the beginning. In data mining, unsupervised 

classification is also known as clustering [1]. Clustering divides the data into 

groups of similar objects and each group consists of objects that are similar 

between themselves and dissimilar to objects of other groups. There are many 

clustering algorithms that exist such as hierarchical clustering, K-Means 

clustering, Fuzzy C-Means clustering and many more. The two most popular 

classes of clustering algorithms are K-Means and Fuzzy C-Means (FCM) [27]. 

 
ii. Supervised classification: On the other hand, in a method of supervised 

classification, the objects are labelled and each value of the label represents a 

class. The objective of this method is to build hyperplanes separating the objects 

according to their class. Supervised classification is performed on a set of training 

examples. Each training example xi, yi is composed of a feature vector, xi and a 

corresponding class label, yi. The feature vector contains measurable 

characteristics of the object under consideration.  
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In this section we are interested in the problem of supervised classification, therefore, 

the application of unsupervised classification in data mining will not be discussed in 

further detail. Support Vector Machines, kNearest Neighbor, Decision Tree (i.e.: 

PART and J48) and Naive Bayes classifiers are in the group of supervised 

classification and they have been used as state-of-the-art benchmarking classifiers 

throughout this thesis. The next sections, section 2.2.2.1 to section 2.2.2.4, will briefly 

describe the basic principle for each of the supervised classifiers and their applications 

in data classification problems. 

2.2.2. Traditional Data Classification Methods 

2.2.2.1. Support Vector Machines Classifier 

Support Vector Machines (SVMs) are a group of supervised learning methods that 

can be applied to classification or regression. Theoretically, SVM is a well-motivated 

algorithm that is based on the statistical learning proposed by Vapnik [28]. SVM has 

shown promising empirical good performance and successful application in many 

fields such as bioinformatics, text categorisation, speaker verification, handwritten 

digit recognition, face detection, engineering and science, financial market evaluation 

[29], pattern recognition [30], image recognition [31] and many more. SVM has 

received overwhelming attention as a classification technique from diverse research 

communities due to its suitability, and works very well with high-dimensional data as 

well as avoiding the curse of the dimensionality problem [32].  

 
The emergence of SVM in data mining technology has improved the efficiency of 

data classification that helps people to make decisions. Nevertheless, in real data 

mining applications, real-life databases sometimes contain outliers or noise data that 
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lead to the degradation of the classification performance. In order to improve the 

outlier sensitivity problem of standard SVM for two-class data classification, Yang et 

al. [33] introduced Weighted Support Vector Machine (WSVM). Different weights 

generated by Kernel-based Possibilistic C-Means (KPCM) are assigned to different 

data points such that WSVM learns the decision surface according to the relative 

importance of the data point in the training set. Furthermore, the training example is 

usually non-fuzzy where the output is either 1 or 0. However, due to the noise and 

error of measurement, the training examples are usually uncertain (fuzzy) [34]. Ji et 

al. [35] introduced the concept of fuzzy linear separable and approximately fuzzy 

linear separable for training two-class classification. Other works that related to fuzzy 

training data sets are also presented by Kikuchi and Abe [36] and Lin and Wang [37].  

 
Recently, Mangasarian and Wild [38] proposed Generalized Eigenvalue Proximal 

SVM (GEPSVM) to perform a binary classification by obtaining two non-parallel 

hyperplanes, one for each class. In this approach, datapoints of each class are 

clustered around the corresponding hyperplane. The new datapoints are assigned to a 

class based on its proximity to one of the two hyperplanes. This formulation leads to 

two generalised eigenvalue problems, whose solutions are obtained as eigenvectors 

corresponding to the smallest eigenvalues. In 2007, Twin SVM (TSVM), which is 

similar in spirit to GEPSVM, was proposed by Jayadeva et al. [39]. The proposed 

TSVM obtains two non-parallel hyperplanes by solving two novel formulations of 

Quadratic Programming Problems (QPPs). The idea is to solve two dual QPPs of 

smaller size rather than solving a single dual QPP with a large number of parameters 

in conventional SVM. Experimental results in [39] showed the effectiveness of 

TSVM over GEPSVM and standard SVM on UCI datasets. 
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SVM was originally designed for binary classification in order to construct an optimal 

or maximal hyperplane so that the margin of separation between the negative and 

positive dataset will be maximised. There are many hyperplanes that might classify 

the data. The best hyperplane is chosen based on the one that represents the largest 

separation, or margin, between the two classes. So we chose the hyperplane so that 

the distance from it to the nearest data point on each side is maximised. Figure 2.1 

illustrates how SVM finds the unique hyperplane having the maximum margin of 

linearly separable classes of objects denoted with .  

 
 
 
 
 
 
 
 
 
 
 
 
                                                                                                         
 

Figure 2.1. Maximum margin hyperplane denoted with  for linearly separable case 
[40] 

 
SVM works by mapping the input vectors into a higher dimensional feature space and 

then obtains the optimal separating hyperplane in the higher dimensional feature 

space. As depicted in Figure 2.1, two objects from class +1 – defined by the 

hyperplane H1 – and three objects from class -1 – defined by hyperplane H2 which 

were represented inside the circle – are called support vectors. For classification 

problems, SVM plots the training vectors in the high-dimensional feature space, and 

labels each vector by its class. SVM classifies data by determining a set of support 

H1 
H2 

           +1         +1 
        +1        +1 
    +1       +1 
+1      +1            -1         -1 

        -1        -1 
    -1       -1 
-1      -1 
     -1 

+1 

+1 

-1 

-1 

-1 

 

Optimal hyperplane 



 23 
 

vectors, which are members of the set of training inputs that outline the maximum 

margin hyperplane in the feature space. 

 
A binary classification problem to find a maximal margin classifier in SVM is 

presented as the following explanation. Suppose we are given some training data N 

where each training data is denoted by a pair of (xi,ci). Each xi is a real number with xi 

= (xi1, xi2,…, xid)T corresponds to the attribute set for the ith training data, and i = (1, 2, 

…, N). Each object xi belongs to a class ci{-1,+1}. Any hyperplane can be written in 

the following form: 

w . xi + b = 0, Eq. 6 

where w and b are parameters of the model. A training set of objects is linearly 

separable if at least one linear classifier exists defined by the pair (w,b), which 

correctly classifies all training data as shown in Figure 2.2.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2.2. The classification hyperplane which defines two linear separable 
classes in +1 region and -1 region [40] 

 
As the objective of training SVM is to find a pair of (w,b) with the largest margin, the 

parameters are subject to the following two constraints: 
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w . xi + b > 0, if ci = 1 

w . xi + b < 0 if ci = -1 
Eq. 7 

In this case, w and b in Eq. 7 can be rewritten in a more compact form as below: 

ci(w . xi + b)  1, i = 1, 2,…, N Eq. 8 
 

The margin separation between these two hyperplanes is defined by (w,b) is w
2

and 

therefore we want to minimise w , where w is the norm of the vector w. However, 

it is difficult to solve the optimization problem as it depends on w  that involves 

square roots, which is known as a convex optimization problem. Hence, the Lagrange 

multiplier is used by substituting w  with 
2

2
1 w without changing the solution. 

Combining the Lagrange multiplier with Eq. 8 produces dual formulation of the 

optimization as in the following equation: 





1,

.
2
1

ji
jijiji

N

i
iD xxccL  , Eq. 9 

where i  0 and under constraint 



N

I
iic

1
0 .  

 
In a case of binary classification, SVM can easily find a hyperplane that separates 

two-dimensional objects which belong to two classes. However, in a real world 

problem, the dataset of interest usually cannot be separated with a linear classifier as 

shown in Figure 2.3(a). Therefore, SVM can solve this difficulty by implementing 

special non-linear functions to non-linearly map the input data to a high dimensional 

feature space as illustrated in Figure 2.3(b). These non-linear functions are called 

kernels, which are computed by feature functions denoted with . Here, the linear 
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