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ABSTRACT

In recent year, most studies concerned with thssiflaation of
musical instruments sounds focus on western muisisalments.
With the enormous amount of instruments data aralufes
schemes, adapting the existing techniques for ityass the
traditional Malay musical instruments sounds mightt be as easy
due to the differences in the sounds samples uBeds, the
existing framework and techniques that have beepgsed for
automatic musical instruments sounds classificatipstem will
be reviewed and evaluated especially on their padace in
achieving the highest accuracy rate. As a resulgva framework
for Traditional Malay Musical Instruments Soundssiification
System and the classification accuracy achievehldrpreliminary
experiment are presented.

Categoriesand Subject Descriptors

H.5.5 [Information Interfaces and Presentation]: Sound and
Music Computing — methodologies and techniques, signal
analysis, synthesis, and processing, systems

General Terms
Design and Experimentation

Keywords
Musical instruments sounds classification framewdniaditional
Malay musical instruments

1. INTRODUCTION

With the advances of digital signal processing amdchine
learning techniques, automatic musical instrumentunds
classification system has becomes an importantcasgfemusic
information retrieval (MIR). Mackay and Fujinaga3]lclaimed
that automatic musical instruments sounds classifin using
machine learning is better than human capabilitprioducing a
good result.

Permission to make digital or hard copies of alpart of this work for
personal or classroom use is granted without feeiged that copies are
not made or distributed for profit or commercialvadtage and that
copies bear this notice and the full citation oa finst page. To copy
otherwise, or republish, to post on servers oremistribute to lists,
requires prior specific permission and/or a fee.

1iIWAS2009, December 14-16, 2009, Kuala Lumpur, Malaysia.
Copyright 2009 ACM 978-1-60558-660-1/09/0012...810.

This automatic classification system can have noo®epotential
applications. For instance, recognizing and anatyzhe content
of the instrument (sound signal) can lead to manewkedge
about the different musical styles and can be é&urthtilized for
computer-assisted musical instrument tutoring Féikthermore, it
also can be enhanced as a validation or qualityrabtool in

musical instrument manufacturing.

Several studies have been conducted regarding ibmses [2][4]

[11]. However, almost all the studies are developased on the
Western musical instruments. Meanwhile, study on-Western

musical instrument especially on Traditional Malayusical

instruments sounds is still lacking.

Thus, this paper discusses the overall issues aedli@w of the
approaches and techniques involved in the developmkthe

Traditional Malay musical instruments sounds cfasgion

system. Then the result of preliminary experimentliscussed.
This result may lead to future improvement of Triadial Malay

musical instruments sounds classification perfoeanin

subsequence experiment.

The remainder of this paper is organized as follo8&ction 2
presents the problem statement. A review of thartigues and
the processes are presented in the Session 3. dllosvifg
Section 4 introduces the framework of Traditionadl&) musical
instruments sounds classification system. SectigreSents the
preliminary result and lastly in Section 6, the dasion and
future work of this study.

2. PROBLEM STATEMENT

With the various potential applications that can dmveloped
from this automatic musical instrument sounds diaasion

system, there were significance need to explothduiin this area
of research especially when it involved a new domahich is
Traditional Malay musical instrument. Some of tlesearchers
believe that different musical instruments soundehdifferent
characteristic or behavior [7]. Therefore, adaptthg existing
system for retrieval of Malaysian musical instrutsenontents
might not be as that simple.

Moreover, the implementation of musical instrumestaunds
classification system still has restricted pradtiesability due to
the certain problem especially to find the righatfere extraction
schemes for the musical instrumentals sounds. Italso
fascinating to see that the feature schemes addptemlirrent
research are all highly redundant. Due to a largaber of sound
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features available, how to select or combine themadhieve
higher classification accuracy is important [10].

Hence, by simply selecting all the features avéglaib might give
poor performance. This is because some features poor
separability among different classes and some dghlyh
correlated [10]. Furthermore, Deng et al. [2] dzond that some
of the features that they used in their researale wet reliable for
giving robust classification result. All these shivat one of the
most crucial issues in musical instruments souteissification is
to select the right features extraction schemesn frsounds
database. Consequently, this study has a signifiogportance to
find better mechanisms for this problem.

Therefore, the objectives of this research aretdapdapt the
existing feature schemes into traditional Malay iceisnstrument
sound; (b) to design and formulate a new featuexgen method
for identifying a good feature combination schemasd (c) to
validate the generated feature combination schemsisg
classifier.

3. RELATED WORKS

This section discuss briefly the overview of traditl Malay
musical instruments and several topics related ousical
instruments sounds classification such as featudgaction
schemes, feature selection techniques and clazfic
algorithms used to validate the performance ofcsetefeatures.

3.1 Traditional Malay Musical I nstruments
The traditional Malay musical instruments are halik to have
originated from different countries and culturesr fhstance, the
kompang was brought to the Malay Region by the trademnftbe
Middle East in thirteenth century [1]. Besides Arabuntries,
some of the instruments were also invented fronerotlountry
such as angklung which believed was brought by atiign from
Indonesia [14].

The traditional musical instruments play an impottaole in
traditional Malay culture. The instruments were mhaiused to
accompany traditional dance suchkada kepang andmak yong,
wedding ceremony, traditional theater such veayang kulit
(shadow puppet) and religious function such aaiMd Nabi and
berzanji [14].

In general, the traditional Malay musical instrutsertan be
classified into four (4) categories which are meanlmphones,
idiophones, chordophones and aerophones
Membranophones and idiophones are also known asigmon
instruments. These instruments are the largestrarsd important
instruments in Malay traditional music. Table 1 whothe
category of the Malay musical instruments.

3.2 Automatic Musical Instruments Sounds
Classification System

Automatic musical instruments sounds classificatgatem is a
systematic approach that able to identify the cempeatures of
the musical signals from the musical instrumentdaluse
automatically. This is concern as the first stepd@veloping a
wide variety of potential applications [2][13].

[19].

Generally, automatic musical instruments soundssiiaation
process involved three (3) main stages which ar&tufe
extraction, feature selection and classification.

There are various algorithms that have been exploresolving
problem for each stage in automatic musical insémis sounds
classification system. However, there are still esal remains
problem that need to be tackled in producing a gdaskification
system.

One of the most crucial issues of automated musisaiuments

sounds classification system is to find the beatuiee schemes or
properties [2][4][10]. This is important becausettees are feed
to pattern recognition system as the input andteebasis in the
lead of the classification process.

3.2.1 Feature Extraction

Feature extraction can be considered as a tranaflarmprocess
of input data into a reduced digital representaeh of features
schemes. The purpose of feature extraction is t@imbthe
relevant information from the input data to execoégtain task
using small set of features instead of the larggiral size data.

In musical instruments sounds classification, uasideatures
schemes have been extracted and adopted by peatalesither
by individual sets or combination of them. Normatlye features
used consists both spectral and temporal featlrdsas been
highlighted by previous work that the combinatiofi lwoth

spectral and temporal features is essential inrda@rovide an
accurate description of sounds timbre [12].

This study use two (2) different extraction featurategories
proposed by [2], which are mel-frequency cepstméffients
(MFCC) features and perception-based. The meanstartiard
deviation are calculated for each of the features the
classification purposes.

3.2.1.1 Mel-Frequency Cepstral Coefficients
Mel-frequency cepstral coefficients features haeerbused not
only in musical instrument classification but aisoother audio
processing area such as music genre and speeckssirgg [2].
The MFCC value is computed directly from the powpectrum
[15]. Typically, the first thirteen (13) coefficienhave been found
to be most useful in musical instrument soundsufeat The
effectiveness of MFCC in identifying different typef audio
features have been discovered in [4][16]. The foity formula
is used to obtain the value of MFCC features [2]:

£
_,l_ ;

mel(f) = 2595log,, |1+ =00,

(1)

3.2.1.2 Perception-based

Perception-based features were extracted from piell§iegments
either in time-domain or frequency-domain of a skergignal.

There are six (6) features in this category whighzzro crossing,
Zero-crossing rate, root-mean-square, spectratadnbandwidth

and flux.

3.2.2 Feature Selection

Feature selection, also known as feature reductiambe defined
as a technique of choosing the most relevant featior building
robust classifier. By removing the irrelevant featy the
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performance of the classifier can be improved Ijucing the
“curse of dimensionality”, enhancing generalizatioapability,
and reducing learning and computational cost. lditexch, many
researcher also claimed that even an optimal fksdifficult to
classify accurately if the poor features are prekms the input
[2][10][13].

The feature selection process comprises four (dictsaeps which
are subset generation, subset evaluation, stopgiteyion, and
result validation [9]. Subset generation is a se@mcess, which
produces candidate features subsets for evaludigsed on

certain search strategy. Each candidate subset is evaluated and

compared with previous best feature based on oestaluation
criterion. If the current feature is better, it will repladhe
previous best feature. The process is repeatedl thatistopping
criterion is satisfied.

The feature selection algorithms can be classified two (2)
main categories which are filter and wrapper atbams [8]. The
filter algorithm use the initial set of the featsireand then applies
the selected feature subset to the clustering itthgor whereas,
the wrapper algorithms incorporates the clusteatgprithm in
the feature search and selection. Essid, Richadd Rewvid [5]
claimed that the wrapper algorithm more efficidmrt the filter
algorithm, but more complex.

Liu and Wan [10] studied the feature selection &mtomatic

classification of musical instrument sounds usiiitgrfalgorithm

which is sequential forward selection techniquasTachnique is
convenient to provide a sub-optimized set of feeguiThe results
shows that the modified k-NN classifier using 1®eted features
(6 temporal, 8 spectral, and 5 coefficients) adabgewhighest
accuracy of 93%.

Whereas, study on wrapper algorithms also have peesented
by several researchers. For instance, Essid, Ricdrat David [5]
and Mackay and Fujinaga [13] applied Genetic Aldgun (GA) in
their work. The GA perform better in [13] but le=f§icient when
compared to others wrapper algorithm which is IaeRatio
Maximization using Feature Space Projection (IRMF8P[5].
Essid, Richard and David [5] claim that the setectof fithess
function for GA structure also can affect the ollgrarformance.

3.2.3 Feature Validation via Classification

Classifier is used to verify the performance of tbelected

features. The accuracy rate achieved by the diasssf analysed
to identify the effectiveness of the selected festuAchieving a
high accuracy rate is important to ensure thastiected features
are the best relevance features that perfectly esdos the

classification architecture which able to produgmad result.

However, the performance of the overall classifratsystem is
not only depends on the features used. There dssidmificance
to ensure that the classifier is able to analyze extract the
implicit information of these features into an ifiggble form
[17]. There are various classification algorithrhatthave been
used in musical instruments sounds classificatimiesn such as
Support Vector Machine (SVM) [2][5][9k-Nearest Neighbours
(k-NN) [2][4][10] and Artificial Neural Network [2][1].

The classification of the instrument into individiind four (4)
groups of instrument’s family which are brass, wootdl, piano
and string has been discussed by [2]. They used iy classifiers

which are SVM, k-NN, Naive Bayes, multi-layer petren
(MLP) and Radial Basic Function (RBF). In individua
classification, 3-NN achieved average accuracy ®4% over
four instruments. However, even full feature seuldonot help
much in classified woodwind instrument. MeanwhilesNN
produced highest accuracy of 96.5% for “Selectedfdatures in
family classification.

Liu and Wan [10] analyzed 351 instruments soundmffive (5)

different families. The main objective of their easch is to
identify the effectiveness of selected features ctassification

performance. Three (3) classifiers are used whieh Nearest
Neighbour (NN), k-NN and Gaussian Mixture Model (GW

The result shows that the performance increases where

features are used. The best feature sets for eliffelassifiers are
different. The k-NN classifier using the best 18tfges achieves
highest accuracy of 93%.

The new feature selection and classification gisatevere
introduced by [5] using pairwise classification haimue with
Hastie-Tibshirani approach. Ten (10) individualtinments were
used in this study. SVM with RBF kernel is the mestcessful
classifier with average accuracy rate of 87%.

4, FRAMEWORK

Figure 1 shows the framework of this study whichgst six (6)
main activities which are data acquisition, souedg&ing, data
representation, feature extraction, feature selectiand
classification.
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Figure 1. A Framework of Traditional Malay M usical
Instruments Sounds Classification System

The brief description for each phases of this fraor& are as
follows:

4.1 Data Acquisition

The 150 sounds of traditional Malay musical insteats were
downloaded freely from personal web page at www.
rickshriver.net/hires.htm and/arisan Budaya Malaysia web page

at http://malaysiana.pnm.my/kesenian/Index.htm. @is&ibution

of the sounds into categories is shown in Table 1.
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4.2 Sound Editing

The original collection came in MP3 and WAV filesrinat with
assortment of sample rate which are 22.1 kHz antl K4z. In
order to utilize Matlab function in this experimeatl the sound
files is converted into WAV format. Then the sourissdown-
sampled to 22.1 kHz, and convert to mono. The redsoto
reduce the computational time compared using stéleavith
high sample rate. Schmidt and Stone [18] also dm@a that
mono files provide better overall models. All thge®cesses is
done using sound editing software.

Table 1. Data Sets

Family I nstrument Number of Sounds

Membranophone| Kompang, Geduk,
Gedombak, Gendang 41
Rebana, Beduk, Jidun,

Marwas, Nakara

Idiophone Gong, Canang, Kesi,
Saron, Angklung,

Caklempong, Kecerik 75
Kempul, Kenong,

Mong, Mouth Harp

Serunai, Bamboo
Flute, Nafiri, Seruling 23
Buluh

Aerophone

Chordophone Rebab, Biola,

Gambus 11

Total 150

4.3 Data Representation

There are two (2) different experimental sets astet in this
phase. In the first experiment, the original datdlections is
trimmed into three (3) different data sets withfatént interval
time. The first data set (A) comprises sound fil@sge from 0.1
to 10 seconds, the second data set (B) with ramge ©.1 to 20
seconds, and the third data set (C) with range féointo 30
seconds. This is done in order to assortment tmebeu of the
sounds samples and to examine whether the lengalidi files
plays important role in determining the classifigatresult. Then,
the second experiment is focused on identifyingtivrethe size
of segmented frame has significant consequendeetoutput. For
that, every audio file is segmented into framesaaf (2) different
sample sizes which are 256 and 1024 with overlaputab0%.
The overlap procedure is to ensure there are neimgisignals
during the segmentation process. In order to imprine quality
of the sounds, each frame is then be hamming-wiedow

4.4 Feature Extraction

In this phase, two (2) categories of features selsewhich are
perception-based and MFCC features are extracteth 8f the
feature schemes represent the temporal and spéstates. The
spectral features are computed from the Fast Fotirensform
(FFT) of the segmented signals. The mean and sthmfgaiation
are then calculated for each of the features. All extracted
features from two (2) categories are shown in Tabl€he first 1-
11 features represent the perception-based featnkd2-37 are
MFCC'’s features.

4.5 Feature Selection

Initially, the existing algorithm which is Fuzzy-Rgh Sets will be
employed to select the best features. To our krigee this
algorithm is not yet applied in musical instrumedtsmain. For
that, the effectiveness of the algorithm will bealgmed. After
that, the algorithm will be enhanced in order topiove the
performance of the algorithm and the classificatiaecuracy
respectively.

Table 2. Features Description

Number Description
1 Zero Crossings
23 Mee_m and Standard Deviation of Zero Crossings
Ratios
4-5 Mean and Standard Deviation of Root-Mean-Sguar

6-7 Mean and Standard Deviation of Spectral Céhtro

8-9 Mean and Standard Deviation of Bandwidth

10-11 Mean and Standard Deviation of Flux

12-37 Mean and Standard Deviation of the First MBCC

4.6 Classification

The data set with the selected features is fudbhsessed using the
classifier. This data set is classified into fodiy different families
as stated in Table 1. The existing classifiers tilitbe used are
Neural Network and Support Vector Machine. Therg thsult
will be compared. This is done in order to identifge
effectiveness of the selected features. The pedoom of the
selected features will be determined from the amurate of
sound classification produced by the classifienally, a report of
data analysis from the testing will be tabulated.

5. PRELIMINARY EXPERIMENT AND
RESULT

First experiment is done based on the proposed eframk.

However, the selection process is not being coreglefThe
purpose of this experiment is to examine the pevéorce of the
extracted features schemes (perception-based ar@CMFTwo

(2) different interval audio files length was examd which are
0.1 to 2 seconds and 0.1 to 10 seconds. Multi-ley@&erceptron
(MLP) Neural Network is used as the classifier. Dagabase is
splited into two parts: training and testing wi 30 ratio.

From the Table 3, it can be seen that, the combimatf features
schemes (perception-based and MFCC) achieved higbesracy
rates up to 99.57% for the data set with the irtielime from 0.1
to 10 seconds and the size of segmented frame Gs Phis
finding is associated with the result produced3gJ[2]. It shows
that the combination of various features able tpresent the
actual properties of the sounds and produce higaestiracy
accordingly.

Table 3. Preliminary Result

Features % Training Data A Data B
Schemes and Testing (0.1 to2sec) (0.1 to 10 sec)
(%) (%)
Per ception + 70:30 96.91 99.57
MFCC
Perception 70:30 57.87 81.23
MFCC 70:30 85.85 75.64
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6. CONCLUSION AND FUTURE WORK

In  conclusion, automatic musical instruments sounds
classification is still an open problem. From tligerature, we
found that one of the most crucial issues in musitgtruments
sounds classification system is to find the bestuiee schemes or
sounds properties. This means that more attentioald be given

in the data representation, feature extractionfaatlires selection
process.

In addition, a nhumber of techniques have been egpti the past
that differ in the features used to describe theairtant of
classification strategy. However, there are po&ntvays to
improve the algorithms especially on features sieledssues that
have major influence to the classification perfono& Result
from the preliminary experiment shows that highesturacy can
be obtained from the combination of several featsehemes.
However, it involved a large number of featuresessls which
involved a high computational time. This factor htigffect the
overall classification performance.

At the end of this study, the expected result tadbaved is an
enhancement of feature selection algorithm that effectively
select a best feature combination schemes whichingarove the
performance of musical instruments sounds classifio system.
Thus, for future work, feature selection procesagithe existing
technique will be done in order to examine the ificant of this
process towards Traditional Malay musical instruteesounds
classification performance.
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