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1 Introduction

1.1 The coupon collector’s problem

The coupon collector’s problem is one of the classical problems of probability theory. The
simplest and probably original version of the problem is the following. Suppose that there
are n coupons, from which coupons are being collected with replacement. What is the
probability that more than t sample trials are needed to collect all n coupons? One of
the first discussions of the problem is due to Pólya [14]. It is brought up 7 times in Feller
[9]. The problem has numerous variants and generalizations. It is related to urn problems
and the study of waiting times of various random phenomena (e.g. [12], [11], [1]).

We are interested in the version of the problem, when a coupon collector samples with
replacement a set of n ≥ 2 distinct coupons so that at each time any one of the n coupons
is drawn with the same probability 1/n. For a fixed integer m ∈ {0, 1, . . . , n− 1}, this is
repeated until n−m distinct coupons are collected for the first time. Let Wn,m denote the
number of necessary repetitions to achieve this. Thus the random variable Wn,m, called
the coupon collector’s waiting time, can take on the values n−m, n−m+1, n−m+2, . . .,
and gives the number of draws necessary to have a collection, for the first time, with only
m coupons missing. In particular, Wn,0 is the waiting time to acquire, for the first time,
a complete collection.

The mean and variance of the waiting time are denoted throughout by µn = µn(m) :=
E(Wn,m) and σ2

n = σ2
n(m) := Var(Wn,m).

1.2 Limit theorems in the coupon collector’s problem

Different limit theorems have been proved for the asymptotic distribution of Wn,m, de-
pending on how m = m(n) behaves as n → ∞. Throughout all asymptotic relations are
meant as n →∞.

The first result was proved by Erdős and Rényi [8] for complete collections when m = 0 for
all n ∈ N, obtaining a limiting shifted Gumbel extreme value distribution. This result was
extended by Baum and Billingsley [6], who examined all relevant sequences of m = m(n).
They determined four different limiting distributions:

1. Degenerate distribution at 0

If
n−m√

n
→ 0, then Wn,m − (n−m)

D−→ 0, (1)

that is the limiting probability measure is concentrated on 0.

2. Poisson distribution

If
n−m√

n
→
√

2λ, then Wn,m − (n−m)
D−→Po(λ), (2)
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where Po(λ) is the Poisson distribution with parameter λ defined by Po(λ){k} =
λk

k!
e−λ, k = 0, 1, 2, . . ..

3. Normal distribution

If
n−m√

n
→∞ and m →∞, then

Wn,m − µn

σn

D−→N(0, 1), (3)

where N(0, 1) denotes the standard normal distribution, whose probability density
function with respect to the Lebesgue measure is 1√

2π
e−x2/2, x ∈ R.

4. Gumbel-like distribution

If m ≡ constant, then
Wn,m − µn

n

D−→Gumbel(m), (4)

where the probability law Gumbel(m), defined through (5) below, shall be referred
to as the Gumbel-like distribution with parameter m.

1.3 Aims of the thesis

One of the aims of this thesis is to refine the limit theorems of Baum and Billingsley.
Our basic goal is to approximate the distribution of the coupon collector’s appropriately
centered and normalized waiting time with well-known measures with high accuracy,
and in many cases prove asymptotic expansions for the related probability distribution
functions and mass functions. The approximating measures are chosen from five different
measure families. Three of them – the Poisson distributions, the normal distributions and
the Gumbel-like distributions – are probability measure families whose members occur as
limiting laws in the limit theorems of Baum and Billingsley.

The fourth set of measures considered is a certain {πµ,a : µ > 0, a > 0} family of com-
pound Poisson measures. For each µ > 0 and a > 0, we define πµ,a to be the probability
distribution of Z1 + 2Z2, where Z1 and Z2 are independent random variables defined on
a common probability space, Z1 ∼ Po(µ) and Z2 ∼ Po(a/2). By examining the corre-
sponding probability generating function, it is easy to see that Z1 + 2Z2 does have a
compound Poisson distribution, that is, it equals in distribution a random variable of the
form

∑N
k=1 Xk, where N,X1, X2, . . . are independent random variables given on a com-

mon probability space such that N has Poisson distribution and X1, X2, . . . are identically
distributed.

The fifth set of approximating measures we consider is the family of Poisson-Charlier
signed measures. For any positive real numbers λ, ã(1), . . . , ã(S) and S ∈ N, the Poisson-
Charlier signed measure ν = ν(λ, ã(1), . . . , ã(S)) is a signed measure concentrated on the
nonnegative integers defined by

ν{j} = Po{j}(λ)

(
S∑

r=1

(−1)rã(r)Cr(j, λ)

)
, j ∈ N,

where Cr(j, λ) is the r-th Charlier polynomial ([7] p. 170).
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2 Methods to measure the closeness of probability

distributions

Let µ and ν be two probability measures on the measurable space (R,B), where B denotes
the σ-algebra of the Borel sets of the real line. In the thesis, we use the Kolmogorov metric

dK(µ, ν) = sup
x∈R

∣∣µ((−∞, x])− ν((−∞, x])
∣∣

and the total variation distance

dTV(µ, ν) = sup
B∈B

∣∣µ(B)− ν(B)
∣∣

to measure the closeness of the compared distributions.

The main tools used in the proofs of the thesis are characteristic function techniques,
Stein’s method, couplings and some elementary combinatorial considerations.

3 Gumbel-like approximation

First, we are interested in the the asymptotic behavior of the distribution function

Fn,m(x) := P

(
1

n
Wn,m −

n∑

k=m+1

1

k
≤ x

)
, x ∈ R,

if m is a fixed constant for all n and n →∞.

The weak convergence of (4) can be formulated as

lim
n→∞

Fn,m(x) = Fm(x) :=
1

m!

∫ x

−∞
e−(m+1)(y+Cm) e−e−(y+Cm)

dy, x ∈ R, (5)

where Cm := γ −∑m
k=1

1
k

and γ = limn→∞
(∑n

k=1
1
k
− log n

)
= 0, 577215 . . ..

For every m, we give a one-term asymptotic expansion Fm +Gn,m that approximates Fn,m

with the uniform order of 1/n such that the explicit sequence of functions Gn,m has the
uniform order of (log n)/n. In particular, it follows that the uniform rate of convergence
in (5) is (log n)/n.

For n ≥ m + 2, we introduce the basic sequence of functions

Gn,m(x) = − 1

2n

n−1∑

k=m+1

1

k

∫ x

−∞
[f ′′m? hk](u) du, x ∈ R,

where fm(x) := F ′
m(x) is the density function of the limiting distribution, hk(x) = e−kx,

x > 0, is the density function of the exponential distribution with mean 1/k, and ? stands
for convolution. Our main result is
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Theorem 3.1.1 For every fixed m ∈ {0, 1, 2, . . .},

sup
x∈R

∣∣Fn,m(x)− [Fm(x) + Gn,m(x)]
∣∣ = O

(
1

n

)
, (6)

and for the functions Gn,m there exist a constant Km > 0, a point xm ∈ R, a positive
function cm(·) and a threshold function nm(·) ∈ N, all depending only on m, such that

sup
x∈R

∣∣Gn,m(x)
∣∣ ≤ Km

log n

n
, n ≥ m + 2,

but ∣∣Gn,m(x)
∣∣ ≥ cm(x)

log n

n
for all x ∈ (−∞, xm),

whenever n ≥ nm(x).

In the thesis we also give an argument that not only proves that the error order in (6)
is sharp, but also that no longer asymptotic expansion of Fn,m than the one given by (6)
can improve the current error order 1/n.

The results of this chapter were published in [19].

4 Normal approximation

In this chapter we prove an error bound for normal approximation to the coupon collector’s
standardized waiting time. We introduce the distribution functions

Fn,m(x) := P

(
Wn,m − µn

σn

≤ x

)
, x ∈ R,

and prove

Theorem 4.0.1 For all n ≥ 3 and 1 ≤ m ≤ n− 2, we have

sup
x∈R

∣∣Fn,m(x)− Φ(x)
∣∣ ≤ C

n

m

1

σn

,

where Φ denotes the standard normal distribution function and C = 9.257.

One can check that the bound given by Theorem 4.0.1 goes to 0 iff m goes to infinity
along with n, but slowly enough to let the sequence (n−m)/

√
n tend to infinity as-well,

which is in accord with the central limit theorem stated in (3).

The results of this chapter were published in [18].
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5 Poisson approximation

5.1 Poisson approximation in a general Poisson limit theorem

In the first section of Chapter 5, we consider Poisson approximation to the distribution of
sums of independent nonnegative integer valued random variables in general. We comple-
ment the following classical Poisson convergence theorem of Gnedenko and Kolmogorov
[10] (p. 132):

Theorem 5.1.1 (Gnedenko, Kolmogorov) Let {Yn1, Yn2, . . . , Ynrn}n∈N be a triangular
array of row-wise independent nonnegative integer valued random variables such that

min
1≤k≤rn

P(Ynk = 0) → 1, n →∞,

rn∑

k=1

P(Ynk ≥ 1) → λ, λ > 0 constant, n →∞
rn∑

k=1

P(Ynk ≥ 2) → 0, n →∞.

Then

Yn :=
rn∑

k=1

Ynk
D−→ Po(λ), as n →∞.

Considering an arbitrary triangular array of row-wise independent nonnegative integer
valued random variables, for each n, we approximate the distribution of the n-th row sum
with a Poisson distribution whose mean λn is defined only in terms of the distributions of
the random variables in the n-th row, but we do not assume the existence of moments:

λn =
rn∑

k=1

P(Ynk ≥ 1).

We give both lower and upper bounds, which have precisely the same form, up to a
constant, provided that the means λn are bounded away from infinity. We thus refine the
obvious approximation of the Yn-s that the limit theorem suggests.

Theorem 5.1.2 (The upper bound.) If {Yn1, Yn2, . . . , Ynrn}n∈N is a triangular array
of row-wise independent nonnegative integer valued random variables, then

dTV(D(Yn), Po(λn)) ≤
rn∑

k=1

[
P(Ynk ≥ 2) + P(Ynk ≥ 1)2

]
.

Theorem 5.1.3 (The lower bound.) If {Yn1, Yn2, . . . , Ynrn}n∈N is a triangular ar-
ray of row-wise independent nonnegative integer valued random variables such that
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min1≤k≤rn P(Ynk = 0) ≥ 3
4

for all n ∈ N, then

dTV(D(Yn), Po(λn)) ≥ 1

10

(
rn∏

k=1

P(Ynk = 0)

)
rn∑

k=1

[
P(Ynk ≥ 2) + P(Ynk ≥ 1)2

]
.

Theorems 5.1.2 and 5.1.3 together state that the order of the error of our Poisson approx-
imation for the random variables in Theorem 5.1.1 is

rn∑

k=1

[
P(Ynk /∈ {0, 1}) + P(Ynk ≥ 1)2

]
.

Barbour and Hall have proved similar results in [3] using Stein’s method: they approximate
a sum

∑n
j=1 Yj of independent nonnegative integer valued random variables with a Poisson

variable that has mean
∑n

j=1 P(Yj = 1) or
∑n

j=1 E(Yj). (Note that the parameter of our
approximating Poisson random variable is between these two values.) Their bounds are
expressed differently, and involve second moments of the random variables Yj. Moreover,
their lower bounds have a more complicated form, and would yield no useful information
at all in the application to be considered in the next section.

Corollary 5.1.1 For the rate of convergence in Theorem 5.1.1 we have the upper bound

dTV(D(Yn), Po(λ)) ≤
rn∑

k=1

[
P(Ynk ≥ 2) + P(Ynk ≥ 1)2

]
+

∣∣∣∣∣
rn∑

k=1

P(Ynk ≥ 1)− λ

∣∣∣∣∣ .

5.2 Coupon collecting with an approximately Poisson dis-
tributed waiting time – application of the general results

We begin this section by examining how the coupon collector’s problem fits in the frame-
work of the previous section. For the shifted waiting time W̃n,m := Wn,m − (n−m), one
can prove the distributional equality

W̃n,m
D
=

n∑
i=m+1

X̃n,i, (7)

where the X̃n,i random variables are independent, and X̃n,i+1 has geometric distributions
with success probability i/n, i ∈ {m + 1, . . . , n}, n ∈ N. It can be checked that the

triangular array {X̃n,m+1, . . . , X̃n,n}n∈N satisfies the conditions of Theorem 5.1.1. Thus we
see that the limit theorem in (2) is a special case of the Gnedeno–Kolmogorov theorem.

Applying the general results of the previous section to W̃n,m, we obtain the following.

Corollary 5.2.1 If {m = m(n)}n∈N is a sequence of integers that satisfies the conditions
of the Poisson limit theorem in (2), then the error of the approximation of the coupon
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collector’s W̃n,m waiting time with the Poisson random variable Nλn, that has mean λn =∑n
i=m+1

(
1− i

n

)
, is of order

∑n
i=m+1

(
1− i

n

)2
. In fact, for all n such that minm+1≤i≤n

i
n
≥

3
4
,

1

5

(
n∏

i=m+1

i

n

)
n∑

i=m+1

(
1− i

n

)2

≤ dTV(D(W̃n,m),D(Nλn)) ≤ 2
n∑

i=m+1

(
1− i

n

)2

.

Corollary 5.2.2 For the rate of convergence in the Poisson limit theorem given in (2),
we have the upper bound

dTV(D(W̃n,m),D(Nλ)) ≤ 2
n∑

i=m+1

(
1− i

n

)2

+

∣∣∣∣∣
n∑

i=m+1

(
1− i

n

)
− λ

∣∣∣∣∣ .

The results of the first two sections of this chapter were published in [17].

5.3 Coupon collecting with an approximately Poisson dis-
tributed waiting time – combinatorial approach

In this section we take advantage of the combinatorial structure of the coupon collec-
tor’s problem. This combinatorial approach yields us a stronger result than the one of
Corollary 5.2.1. Namely, we derive the first asymptotic correction of the P(W̃n,m = k),
k = 0, 1, . . ., probabilities to the corresponding Poisson point probabilities. We state the
result in Theorem 5.3.1. We note that in principal the method presented in the proof can
be extended to determine higher order terms in the asymptotic expansion.

We define

λn,j :=
n∑

i=m+1

(
1− i

n

)j

, j = 1, 2, . . . . (8)

It can be proved that if {m = m(n)}n∈N is a sequence of integers that satisfies the
conditions of the Poisson limit theorem in (2), then λn → λ and λn,j → 0, j = 2, 3, . . .,

moreover λn,2 = (2λn)3/2

3
√

n
+ O

(
1
n

)
.

Theorem 5.3.1 If {m = m(n)}n∈N is a sequence of nonnegative integers that satisfies
satisfies the conditions of the Poisson limit theorem in (2), and λn and λn,2 are defined
as in (8), then

P(W̃n,m = 0) = e−λn − e−λn
λn,2

2
+ O

(
1

n

)
,

P(W̃n,m = 1) = e−λnλn − e−λnλn
λn,2

2
+ O

(
1

n

)
,

P(W̃n,m = k) = e−λn
λk

n

k!
+ e−λn

(
λk−2

n

(k − 2)!
− λk

n

k!

)
λn,2

2
+ O

(
1

n

)
, k ≥ 2.
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The results of this section are stated in [17], the details are contained in [16].

5.4 Poisson approximation – matching the means

In the final section of Chapter 5, we approximate the coupon collector’s shifted waiting
time W̃n,m = Wn,m − (n − m) with another Poisson law, namely with the one that has

the same mean as W̃n,m. One can easily calculate that in the range of parameters n and
m for which the Poisson limit theorem of (2) holds true, the error order of this new
approximation, given in the theorem below, is 1/n, which is clearly better than the error
order 1/

√
n given by Corollary 5.2.1 or Theorem 5.3.1 in the same case. The proof of

Theorem 5.4.1 is based on Stein’s method, and heavily uses the fact that the means of
the compared probability measures coincide. We note that the argument presented in the
proof of Theorem 5.1.2 would not work here.

Theorem 5.4.1 For the coupon collector’s shifted waiting time W̃n,m = Wn,m − (n−m)

with λ′n = E(W̃n,m) =
∑n

i=m+1

(
n
i
− 1

)
, we have

dTV(D(W̃n,m), Po(λ′n)) ≤ 8

(
1 ∧

√
2

eλ′n

)
n∑

i=m+1

(
n− i

i

)3

.

6 Compound Poisson approximation

6.1 An extension of Mineka’s coupling inequality

Translated compound Poisson approximation of sums of independent integer valued
random variables has been studied in a series of papers. Using Stein’s method, [5]
and [2] give bounds for the errors of such approximations in total variation distance.
Their upper bounds are expressed with the help of the first three moments of the
summands X1, X2, . . . , Xn and the critical ingredient dTV (D (Wn) ,D (Wn + 1)), where
Wn =

∑n
j=1 Xj.

The expression dTV (D (Wn) ,D (Wn + 1)) is usually bounded by the Mineka coupling [13],
which typically yields a bound of order 1/

√
n. If the Xj’s are roughly similar in magnitude,

this is comparable with the order O(1/
√

VarWn) expected for the error in the central limit
theorem. However, if the distributions of the Xj become progressively more spread out
as j increases, then VarWn may grow faster than n, and then 1/

√
n is bigger than the

ideal order O(1/
√

VarWn). In fact, this is the situation in the case when we chose Wn to
be the coupon collector’s waiting time.

Lemma 6.1.1 Let U1, U2, . . . , Ur, r ≥ 2, be independent identically distributed random
variables with discrete uniform distribution on {1, 2, . . . , 2l−1, 2l} for some integer l ≥ 1.
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If Vr =
∑r

j=1 Uj, then

dTV(D(Vr),D(Vr + 1)) ≤ 1

l
√

r
.

Lemma 6.1.1 improves the Mineka bound in the same setting, which is 1/(
√

2r). Through
Proposition 6.1.1 we show how the result of the lemma concerning sums of iid uniform
random variables can be used to obtain similar results for sums of arbitrary independent
integer valued random variables. The idea is to embed the uniform random variables in
the ones we want to prove the result for.

Proposition 6.1.1 If X1, X2, . . . , Xn, n ≥ 2, are independent integer valued random
variables and W =

∑n
j=1 Xn, then

dTV(D(W ),D(W + 1)) ≤ 4

l
√

nlp
+

8dn

nlp
,

where l ∈ {2, 4, 6, . . .} and p ≤ min{P(Xj = k) : k = 1, . . . , l, j = 1, . . . , n} are arbitrary
and dn = dTV(D(Xn),D(Xn + 1)).

We observe that there is no loss of generality in supposing that the l-intervals begin
at 1, and that the choice of (p, l) depends very much on the problem. We also make
a remark proving that the constants in the upper bound of Proposition 6.1.1 can be
improved by refining the method proposed in the proof: one could embed not one, but
many uniform random variables in the Xj-s by splitting the whole line into the l-blocks
({(m−1)l, . . . , ml})m∈Z and defining a uniform variable corresponding to each block, thus
one could use potential overlaps from the whole distribution and not just the interval
{1, . . . , l}, when bounding dTV(D(W ),D(W + 1)).

6.2 Compound Poisson approximation in the range of the cen-
tral and Poisson limit theorems

In this section, we approximate the distribution of the appropriately centered coupon col-
lector’s waiting time with a compound Poisson measure πµ,a defined in the Introduction.
Based on the distributional equality in (7), we apply general results of translated com-
pound Poisson approximation of sums of independent integer valued random variables.
With the help of our new coupling, we prove that a translated compound Poisson approx-
imation to the collector’s waiting time Wn,m, with ideal error rate, can be obtained in all
ranges of n and m in which a central or Poisson limit theorem can be proved.

Theorem 6.2.1 For any fixed n ≥ 2 and 2 ≤ m ≤ n− 4, if

µ = σ2
n − 2〈σ2

n − µn〉,
a = 〈σ2

n − µn〉 and

c = bσ2
n − µnc,
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where 〈x〉 and bxc denote the fractional and integer part of x respectively, then there exists
a positive constant C such that

dTV

(
D (Wn,m + c) , πµ,a

)
≤ C

σn

(bσ2
n − µn − (n−m)c

σ2
n

+
(n−m)2

nm

)
.

We can express the bounds of Theorem 6.2.1 more intuitively with the help of some
asymptotic formulae for µn, σn and an,2 := σ2

n − µn − (n−m):

dTV

(
D

(
Wn,m + c

)
, πµ,a

)
=





O
(

1√
m

)
, if m

n
→ 0;

O
(

1√
n

)
, if m

n
→ c ∈ (0, 1] and

lim infn,m→∞ an2 > 1;
O

(
n−m
n3/2

)
, if lim supn,m→∞ an2 < 1.

Comparing this result with the one of Theorem 4.0.1, we deduce that the same or better
order of approximation is obtained with the discrete approximation given in our theorem
than with normal approximation, and now with the error measured with respect to the
much stronger total variation distance.

We note that, with these parameters, the first two moments of the compared distributions
– πµ,a and D(Wn,m + c) – are matched.

The results of the two sections of this chapter were published in [15].

7 Poisson-Charlier expansions

In the final chapter of the thesis, we approximate the coupon collector’s shifted waiting
time W̃n,m = Wn,m − (n − m) with Poisson-Charlier signed measures in total variation
distance. To do so, we apply a characteristic function technique proposed in [4].

Let µ = D(W̃n,m + c), where c = bVarW̃n,m − EW̃n,mc. Introducing the sequences

an,j :=
n∑

k=m+1

(
n− k

k

)j

, j = 1, 2, . . . ,

and the polynomials

hR(w) = −
(
an,2 − ban,2c

)
w +

(
an,2 − ban,2c

)w2

2
+

R∑
r=3

(
an,r + (−1)r+1ban,2c

)wr

r
,

and

HR(w) =

{ ∑R
l=0

hl
R(w)

l!
, if an,2 > 1;∑3R−2

l=0
hl

R(w)

l!
, if an,2 < 1,

12



for all w ∈ C, we approximate the distribution µ with the finite signed measure νR =

νR(σ2
n, ã

(1)
n,m, . . . , ã

(R2)
n,m ) defined by

νR{j} = Po(σ2
n){j}

(
1 +

S∑
r=1

(−1)r+1ã(r)
n,mCr(j, σ

2
n)

)
, j ∈ N,

where S = deg(HR(w)), ã
(r)
n,m is the coefficient of (eit − 1)r in HR(eit − 1), and Cr(j, σ

2
n)

denotes the r-th Charlier polynomial.

Theorem 7.0.1 We assume an,2 > 1. For an arbitrary integer R ≥ 3 there exist threshold
numbers mR and nR and a positive constant CR depending on R such that if m ≥ mR

and n ≥ nR, then

sup
k∈Z

|µ{k} − νR{k}| ≤ CR

(
1√
m

)R

, if m ≤ n

2
− 1,

and

sup
k∈Z

|µ{k} − νR{k}| ≤ CR
(
√

n)R−2

(n−m)R−1
, if m ≥ n

2
.

Theorem 7.0.2 We assume an,2 < 1. For an arbitrary integer R ≥ 3 there exist a
threshold number nR and a positive constant CR depending on R such that if n ≥ nR,
then

sup
k∈Z

|µ{k} − νR{k}| ≤ CR
1

(
√

n)R
.

Before stating the corresponding total variation results, we determine the difference in
total variation between the approximating measures for successive values of R:

||νR+1 − νR||TV ≤





CR
1

(
√

m)R−1 , in the case of Th. 7.0.1 when m ≤ n
2
− 1;

CR
(
√

n)R−3

(n−m)R−2 , in the case of Th. 7.0.1 when m ≥ n
2
;

CR
n−m

(
√

n)R+1 , in the case of Th. 7.0.2.

Corollary 7.0.1 For all n and m for which Theorem 7.0.1 is valid we have

dTV(µ, νR) ≤ CRσn log σn

(
1√
m

)R

, if m ≤ n

2
− 1,

and

dTV(µ, νR) ≤ CR
(
√

n)R−3

(n−m)R−2
, if m ≥ n

2
;

and for all n and m for which Theorem 7.0.2 is valid we have

dTV(µ, νR) ≤ CR
n−m

(
√

n)R+1
,

13



where CR is a positive constant depending only on R.

Comparing the results of Corollary 7.0.1 with the ||νR+1 − νR||TV bounds, we see that in
the small m case, when m ≤ n/2 − 1, our results are not optimal in the sense that the
error order of the approximation with νR does not coincide with the order of the total
variation norm ||νR+1− νR||TV of the (R + 1)-th correction term. It is an interesting open
problem whether dTV(µ, νR) ≤ CR/(

√
m)R−1 can be achieved for m ≤ n/2− 1.

We finish by comparing the results of the last chapter with the ones obtained for compound
Poisson approximation.
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[18] Pósfai, A., Rates of convergence for normal approximation in incomplete coupon
collection, Acta Scientiarum Mathematicarum (Szeged) 73 (2007), 333–348.
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