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Abstract begins with a wooden scraper (spatula) and/or dlsma

Currently, Pap test is the most popular and effecti brush that is used to collect a sample of cellsxfoervix
test for cervical cancer. However, Pap test does no and upper vagina. The cells are placed on a glafs s
always produce good diagnostic performance. This and any abnormal changes of cervical cells are
problem has encouraged several studies to develop determined. Based on Bethesda System, cells are
diagnosis system based on neural networks to iserea Classified into normal, low grade squamous
the diagnostic performance. In order for neural intraepithelial lesion (LSIL) and high grade squasio
networks to be used as cervical cancer diagnostic intraepithelial lesion (HSIL. However, Pap test siomt

system, the features of cervical cell are usednasits always produce good diagnostic performance duedo b
for neural networks and the classification of cealicell samples, technical and human errors, and smalldize
type are used as output target. This study proposes cancer development area [3][4][5].

features of cervical cell that are suitable and che Due to limitations of diagnosis performance by Pap
used as inputs for neural networks for cervicall cel test, automated or semi-automated screening systems
classification system. The new cervical cell feasuare based on computer aided visualization and inteitige

extracted from ThinPrébimages and their suitability ~ diagnosis have been developed to increase theabtign
are tested by using neural network. The resultsvsho ~ performance of the Pap test. Example of systemecbas
that all the nine extracted features which are sgrey on computer aided visualization and intelligenigdiasis
level, perimeter, red, green, blue, intensityleirsity2 are PAPNET, AutoPaf Primary Screening, AutoCyte
and saturation are suitable for cervical cell SCREEN and NeuralPAP [6]. Besides, there is also a
classification in cervical cancer diagnostic system few system designed to improve the cervical cetijsla
obtained from patients. The prominent systems is th
category are ThinPr&p PrepStain™, CytoScreBrand

E% .““Olrds ThinPréo f . | Labonord Easy Prép[7]. These systems use liquid
neet:/\vnc(;r?( cancer, INPrep feature extraction, neura based cytology (LBC) technique to improve the gyali

of the conventional smear through an improved slide
. preparation technique following the collection dfet
1. Introduction sample in the standard way.

Cervical cancer is the second most common type of  Normally, cervical cancer diagnosis systems are
cancer that affects women, ranked after breasteranc  developed based on algorithmic image analysis\i@lst
Cervical cancer is largely preventable if precaousr  of these systems help the expert to perform better
lesions are detected by effective screening and the diagnosis by improving cell images quality so thse
adequately treated [1]. The most popular and preder  morphological features can be seen easily. Regeatly
screening test for cervical cancer is Pap testH2a)h test few study has work on cervical cancer diagnostitesy
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based on neural network in order to increase the
diagnosis performance [9][10][11][12][13]. In ord&ar
neural networks to be used as cervical cancer diign
system, features of cervical cell which are exgddby
human expert could be used as neural networks snput
and the classification of cervical cells type cobklthe
output [14].

Generally, the nucleus size increases from normal
cell to HSIL cell while cytoplasm size decreasesnfr
normal cell to HSIL cell. As a result, the nucletas
cytoplasm ratio (NC ratio) increases from normal e
HSIL cell [15]. At the same time, nucleus and cyasm
regions become darker from normal cell to HSIL cell
[16]. Therefore, features of cervical cell such leus
size, cytoplasm size, nucleus grey level and cgsnpl
grey level are commonly used to classify cerviaal c
into normal and abnormal (LSIL and HSIL) cells. In
NeuralPAP system, these four features have been
selected to be used as input to the hierarchichtithy
multilayered perceptron @MILP) neural network for
classification of cervical cell into normal and abmal
[17]. Besides, classification of cervical cell calso be
done by using the grey level co-occurrence matrix
textural features [18].

This study proposes a few new features to be
extracted from the cervical cells. The features are
perimeter, red, green, blue, intensityl, intensityd
saturation. The suitability of these features assifying
the cervical cell into normal, LSIL and HSIL ceiisl|
be tested by using neural network. For this purptiee
H?MLP network [17] has been chosen.

2. Approach/M ethodol ogy

The image of cervical cells has been captured from
ThinPref slides using a computerised microscope. A
total of 508 data (each data of ThinFtémage consists
of a cervical cell) were collected from Hospital
University Sains Malaysia. First, the captured issmg
were revised by the pathologist to determine
appropriateness and type of the cervical cell. The
cervical cells is classified into three categoriesrmal,
LSIL and HSIL. Then, features of cervical cell afch
ThinPref images will be extracted manually using
image analyzer. This process will be done by
experienced cytotechnologists with assistance and
supervision by experienced pathologists.

The proposed features are perimeter, red, greee, bl
intensityl, intensity2 and saturation. Intensityl,
intensity2 and saturation were computed using Eouat
(2), (2) and (3) respectively [19][20]. Besidedstktudy
also has extracted conventional features suctzasasid
grey level. Therefore, the total numbers of featutet
have been extracted from nucleus and cytoplasm
components of cervical cell in ThinPfefmages were
nine.

Intensitylr% (Red+ Greent Blue) Q)

Intensity2=(0.299*Red)+(0.587*Green)+(0.114*Blue)

2

SaturatiorF y/c7 +c3 (3)
where ¢, =Red-0.5*Green-0.5*Blue 4)

C, = —%* Greemg* Blue (5)

After the feature extraction process was completed,

the suitability of the nine extracted features in
classifying the cervical cell into three different
categories was tested by using neural network

individually. For this purpose, @MLP) network [17]
was used to test the suitability of each extratdatlures.
The 508 data were divided into 255 training datd an
253 testing data sets, where the distribution$hefdata
are as shown in Table 1.

Table 1 : Distribution of training and testing datgs

Catggory of Trainingdata | Testing data
cervical cell
Normal 192 192
LSIL 40 39
HSIL 23 22
Total 255 253

3. Resultsand Discussion

Using the 255 training data and 253 testing das se
the diagnostic performance of the proposed featares
summarised in Table 2.

The suitability of the proposed extracted feature i
detecting of cervical cancer is determined basethein
accuracy percentage. All nine features including th
proposed features have provided high accuracy with
percentage over than eighty percent in classifytimg
cervical cell into normal, LSIL and HSIL. These uks
show that all the proposed features are suitableeto
used as input to neural network system for cervical
cancer diagnostic system.

Besides, this study also provides result for atieni
features as inputs to theMLP network. Table 3 shows
the diagnosis performance for all features. It
discovered that, the system achieved high accusatty
94.29%. The obtain results shows that the comlanati
of all nine features which are size, grey levetjmeter,
red, green, blue, intensityl, intensity2 and saiomaare
suitable for cervical cell classification in ceraiacancer
diagnostic system.

is



Table 2 . Diagnosis performance of individual featu

Feature Phase Acc (%) | Sens (%) | Spec (%) | FN (%) FP (%)

Train 91.76 76.19 96.88 4.76 3.13

Size Test 86.17 65.57 92.71 1.63 7.29
Overall 88.98 70.97 94.80 3.22 5.21

Train 85.88 42.86 100.00 28.57 0.00

Grey level Test 77.87 31.15 92.71 52.46 7.29
Overall 81.89 37.10 96.36 40.32 3.64

Train 92.55 80.95 96.35 3.17 3.65

Perimeter Test 85.38 62.30 92.71 3.28 7.29
Overall 88.98 71.78 94.53 3.22 5.47

Train 85.88 42.86 100.00 28.57 0.00

Red Test 77.87 31.15 92.71 52.46 7.29
Overall 81.89 37.10 96.36 40.32 3.64

Train 87.45 57.14 97.40 6.35 2.60

Green Test 75.49 37.70 87.50 39.34 12.5(
Overall 81.49 47.58 92.45 22.58 7.54

Train 83.14 33.33 99.50 34.92 0.52

Blue Test 79.84 24.59 97.40 67.20 2.60
Overall 81.50 29.03 98.45 50.80 1.56

Train 88.63 58.73 98.44 9.52 1.56

Intensityl Test 74.70 44.26 84.38 37.70 15.63
Overall 81.69 51.61 91.41 23.38 8.58

Train 88.63 53.97 100.00 20.63 0.00

Intensity2 Test 79.84 34.43 94.27 49.18 5.73
Overall 84.25 44.36 97.14 34.67 2.86

Train 87.45 58.73 96.88 14.29 3.13

Saturation Test 73.12 47.54 81.25 32.79 18.74
Overall 80.31 53.23 89.07 23.39 10.92

Note : Acc=accuracy, Sens=sensitivity, Spec=spatjfiFN=false negative, FP=false positive

4. Conclusion

Table 3 . Diagnosis performance for all features

Analysis Train (%) Test (%) Overall (%)
Accuracy 97.65 90.91 94.29
Sensitivity 90.48 65.57 78.23
Specificity 100.00 98.96 99.48
False 0.00 4.92 2.42
Negative
False 0.00 1.04 0.52
Positive
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This study has proposed new features of cervical
cell to be used for classification of cervical céall
r diagnostic system. The proposed
features perhaps can be used as inputs to neural
network in a diagnostic system in order to increiése
diagnostic performance.

cervical cance
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