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Abstract 
In concrete production, shape of aggregate reflects the quality of concrete produced. The well-shaped aggregates are 
said to produce high quality concrete by reducing water to cement ratio. On the contrary, poor-shaped aggregates 
often require higher water to cement ratio in concrete production. Conventionally, the quality of concrete is 
determined by calculating the ratio of well-shaped aggregate to poor-shaped aggregate contained in concrete. This 
procedure is slow, highly subjective and laborious, which is inefficient and expensive. In order to decrease the 
problems, this paper proposed an intelligent classification system for the aggregates using neural network. The system 
uses Zernike moments, Hu’s moment invariants, area and perimeter of the aggregate’s mass and boundary as input 
data for the neural network. The HMLP which is trained using MRPE algorithm, has been used as the classification 
system. The system produced 85.53% accuracy. This shows that the HMLP network has high capability to be used as 
intelligent shape classification system for aggregates. 
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1  Introduction 
Aggregates produced after crushing process can be 
divided into six types of shape, which are Angular, 
Cubical, Elongated, Flaky, Flaky&Elongated and 
Irregular as shown in Fig.1. From these six shapes, the 
aggregates can be divided further into two categories, 
the well-shaped aggregate (i.e. Angular and Cubical) 
and the poor-shaped aggregate (i.e. Elongated, Flak, 
Flaky&Elongated and Irregular). 
 
The aggregate’s shape has significant effects on the 
quality of the concrete produced. The used of well-
shaped aggregates will enhance the overall quality of 
the concrete due to the reduction of water to cement 
ratio. The used of well-shaped aggregates can decrease 
the cost of production and placement of concrete and 
increase its workability [1]. 
 

 
As a major factor in the production of high quality 
concrete, the aggregates need to be classified before 
used. The conventional classification method of the 
aggregates is done manually. The method is slow, 
highly subjective and laborious. The method can be 
replaced by using digital image processing technique [2] 
and neural network, known as automatic classifier. 
 
As neural networks provide better generalization, 
robustness and parallel implementation paradigm 
properties, it becomes a popular choice in object 
recognition [3][5][7][9]. In [4], Mashor has introduced 
the Hybrid Multilayered Perceptron network (HMLP) 
that has been proven to significantly improve the 
performance of multilayered perceptron network.    
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Fig.1 Aggregates Types 

 
 
The HMLP network has been applied in pattern 
recognition as the classification system. In [3], Mashor 
et al. had used the HMLP network to classified 3D 
object using 2D moment. Their proposed system 
achieved the recognition accuracy of up to 100%. For 
the cervical cancer application with image processing, 
Mat-Isa et al. [5] had applied the HMLP network in 
cervical cancer classification.  The HMLP had 
successfully determined each type of cervical cells 
correctly with high percentage in both training and 
testing phase. 
 
 
2  Hybrid Multilayered Perceptron Network 
In this study, the HMLP network is proposed as shape 
classification for aggregate. Consider HMLP network 
with one hidden layer as shown in Fig.2.  
 
The equation for the HMLP network is given by [4]: 
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where  2
jkw  denotes the weights of the connections 

between the hidden and output layers. 1
ijw  denotes the 

weights that connect the input and the hidden layers. 
l
ikw  denotes the weights of extra connections between 

the input and output layers. 0
ix  and 1

jb  denote the inputs 

that are supplied to the input layer and thresholds in 

hidden nodes respectively. in  , m and  hn   are the 

number of input nodes, output nodes and hidden nodes 
respectively. )(•F  is an activation function that is 

selected as sigmoidal function. The 1,,2
ijwl

ikwjkw  and 

threshold 1
jb  are unknown and have been selected to 

minimize the prediction error, defined as: 
     )(ˆ)()( tkytkytk −=ε                        (2) 

where )(tky  and )(ˆ tky  are the actual and network 

outputs respectively.  
 
 

 
Fig.2 One-hidden layer HMLP network 

 
 
3  Modified Recursive Prediction Error 
 Refer to Equation (1), the values of 

l
ikwjkwijw ,2,1 and 1

jb  must be determined using 

appropriate algorithm. Back Propagation (BP) algorithm 
is commonly used to find optimum values for those 
parameters. Although the algorithm is easy to be 
implemented and produces a good performance, but its 
convergence rate is slow. To overcome the problems, 
Chen et al. [6] proposed recursive prediction error 
(RPE) to replace the BP algorithm. The RPE algorithm 
provides a faster convergence rate and better final 
convergence values of weights and thresholds.  In [4], 
Mashor proposed a modified version of RPE algorithm, 
known as modified recursive prediction error (MRPE). 
By optimising the way the momentum and the learning 
rate are assigned, the MRPE algorithm is able to 
improve the convergence rate of the RPE algorithm.  



The RPE algorithm modified by Chen et al. [6] 
minimizes the following cost function: 
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by updating the estimated parameter vector,
∧
Θ (consists 

of ws and bs), recursively using the Gauss-Newton 
algorithm: 
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and 
   ( ) ( ) ( ) )()()(1 tttgttmt εψαα +−∆=∆          (5) 

where )(tε and Λ  are the prediction error and an 
mm × symmetric positive definite matrix respectively, 

and m is the number of output nodes; )(tmα  and 

)(tgα are the momentum and the learning rate 

respectively. )(tmα and )(tgα  can be arbitrarily 

assigned to some values between 0 and 1, and the 
typical values of )(tmα and )(tgα  are closed to 1 and 0 

respectively. In the present study, )(tmα and )(tgα  are 

varied to improve further the convergence rate of the 
RPE algorithm according to: 
   ( ) atmtm +−= )1(αα                        (6) 
and 
   ( ))(1)()( tmtmtg ααα −=                            (7) 

where a is a small constant (typically 01.0=a ); )(tψ  
represents the gradient of the one-step-ahead predicted 

output, 
∧
y  with respect to the network parameters: 
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P(t) in equation (4) is updated recursively according to: 
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where )(tλ  is the forgetting factor, 1)(0 << tλ , and has 
been updated using the following scheme: 
   )01()1(0)( λλλλ −+−= tt                                 (10) 

where 0λ  and the initial forgetting factor, )0(λ  are the 
design values. The initial value of the P(t) matrix, P(0) 
is set to Iα where I is the identity matrix and α is a 
constant, typically between 100 and 10000.  
 
The gradient matrix, )(tψ can be modified to 
accommodate the extra linear connections for a one-

hidden-layer HMLP network model by differentiating 
equation (1) with respect to the parameters, cθ , to 
yield: 
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The modified RPE algorithm for a one-hidden-layer 
HMLP network can be implemented as follows [4]: 
1. Initialize weights, thresholds, P(0), a, b, )0(mα , 

0λ  and )0(λ . (b is a design parameter that has a 
typical value between 0.8 and 0.9). 

2. Present inputs to the network and compute the 
network outputs according to equation (1). 

3. Calculate the prediction error according to equation  
(2).         

4. Compute matrix )(tψ according to equation (11). 
Note that, elements of )(tψ should be calculated 
from the output layer down to the hidden layer. 

5. Compute matrix P(t) and )(tλ according to 
equations (9) and (10) respectively. 

6. If btm <)(α , update )(tmα  according to equation 
(6). 

7. Update )(tgα  and )(t∆  according to equations (7) 

and (5) respectively. 

8. Update parameter vector )(t
∧
Θ  according to 

equation (4). 
9. Repeat steps (3) to (9) for each training data sample. 
 
 
 4  Methodology and Data Samples  
To determine the suitability of the HMLP network for 
classifying the shapes of aggregates, the HMLP network 
needs to go through training and testing phases. During 
both phases, the optimum structure and the performance 
of the HMLP network were determined. The 
performance analysis of the HMLP network is based on 
three important characteristics, which are overall 
performance, accuracy of correct determination of well-
shaped aggregates and accuracy of correct 
determination of poor-shaped aggregates. During the 
training phase, the weighs and the bias of the network 
are calculated according to the MRPE algorithm. Based 



on these values, the performance of the network are 
analysed to obtain the suitable values for the testing 
phase.   
 
In search of the optimum structure, the HMLP 
performance has been analysed for the optimum number 
of hidden nodes and epochs. In this case, the hidden 
nodes analysis was conducted to maximize performance 
of the HMLP network by making the epochs constant. 
The number of hidden nodes giving the best 
performance is then selected as the optimum number of 
hidden nodes. Then, by fixing the optimum number of 
hidden nodes based on the aforementioned process, the 
epochs analysis was conducted in a similar fashion to 
obtain the optimum number of epochs.  
 
In this study, 1666 images of aggregate were use to be 
classified into well-shaped or poor-shaped aggregates. 
900 images were used as training data while the 
remaining 766 images were used as testing data. From 
900 images for training data, 457 were the well-shaped 
aggregates while 443 were the poor-shaped aggregates. 
As for the testing data, 334 data were the well-shaped 
and 332 data were the poor-shaped aggregates. 
 
The HMLP network has been trained using 17 hidden 
nodes and 28 epochs. The output nodes of the network 
are 2, which represent the 2 types of aggregate. The 
inputs of network are 8, which are Zernike moment 
calculated for mass and boundary, first and second Hu’ s 
moment invariants calculated for mass and boundary, 
area and perimeter. The Hu’ s moment invariants were 
selected for first and second order since the higher order 
is more sensitive to noise [3]. For the Zernike moment, 
the value used was the sum of the moment calculated 
from order 0 to 4. The Zernike values have been 
combined since it gave the better clustering results. 
 
The designing parameters for MRPE were selected as 

00.0)0( =mα , ))(1)(()( tmtmgt ααα −= , 01.0=a , 

85.0=b , 99.00 =λ , 95.0)0( =λ  and I1000)0(P = .   

 
5  Results and Discussions 
Table 1 and 2 show the recognition performance of the 
proposed system for training and testing phases 
respectively. The result was produced after the HMLP 
network was trained using 28 epochs and 17 hidden 
nodes.  
 
 
 
 
 
 

Table 1 Results for aggregate’ s shape classification in 
training phase. 

Classification True False Total Performance 

well-shaped 388 69 457 84.90% 

poor-shaped 413 30 443 93.23% 

Overall 801 99 900 89.00% 
 
Table 2 Results for aggregate’ s shape classification in 

testing phase. 
Classification True False Total Performance 

well-shaped 341 43 384 88.80% 

poor-shaped 283 99 382 74.08% 

Overall 624 142 766 81.46% 
 
From table 1, the results show that the HMLP network 
classified the poor-shaped aggregates better than the 
well-shaped aggregates in the training phase, with 
93.23% and 84.90% accuracy respectively. For overall 
performance, the HMLP network produced 89.00% of 
accuracy. 
 
The results obtained in Table 2 show that the HMLP 
network successfully classified 88.80% of well-shaped 
aggregate correctly as compared to 74.08% of poor-
shaped aggregate during the testing phase. The different 
is about 14.72%. For overall performance, the HMLP 
network classified 81.46% of the aggregate correctly. 
The promising results obtained show that the HMLP 
network has high capability to classify the aggregates 
into two classes, namely well-shaped and poor-shaped 
aggregates. 
 
In addition, this study also analyses the effect of the 
MRPE parameters by conducting several different set of 
those parameters. The different sets used are as follows. 
 
Set 1: 

00.0)0( =mα , ))(1)(()( tmtmgt ααα −= , 01.0=a , 

85.0=b , 99.00 =λ , 95.0)0( =λ  and I1000)0(P = .   

 
Set 2: 

00.1)0( =mα , ))(1)(()( tmtmgt ααα −= , 01.0=a , 

90.0=b , 99.00 =λ , 95.0)0( =λ  and I10000)0(P = .   

 
Set 3: 

50.0)0( =mα , ))(1)(()( tmtmgt ααα −= , 01.0=a , 

80.0=b , 99.00 =λ , 95.0)0( =λ  and I100)0(P = .   



The results showed that those set of parameters 
produced the same results as shown in Table 1 and 
Table 2. This shows that the MRPE algorithm is stable 
and does not depend much on its parameters. 
 
6  Conclusion 
In this paper, the intelligent shape classification for 
aggregate was proposed and evaluated. The system used 
the HMLP network with the MRPE algorithm as the 
training algorithm. The features used as input data for 
the HMLP network were the combination of two types 
of moments, i.e. Hu’ s moment invariants and Zernike 
moments, area and perimeter. Using these features, the 
system achieved accuracy as high as 85.53%. The 
system’ s accuracy however can be improved. In order to 
improve the performance, the features selected can be 
considered. Since the features are the important part in 
pattern recognition, in future, this study will seek the 
suitable features for the system.  
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