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# MENGGUNAKAN MODEL PENGUKURAN RASCH BAGI PENETAPAN STANDAD UNTUK UJIAN PENEMPATAN BAHASA INGGERIS DI IIUM 


#### Abstract

ABSTRAK

Dengan penggunaan skor sempadan dan standad untuk membuat keputusan-keputusan pendidikan yang berciri "high-stakes", pelbagai usaha seharusnya dibuat untuk mencari kaedah-kaedah penetapan standad yang tidak dipertikaikan. Kajian ini adalah merupakan salah satu usaha kearah matlamat tersebut. Tujuan utama kajian ini adalah untuk menyelidik keberkesanan Kaedah Penetapan Standad Objektif, yang dilandaskan kepada Model Pengukuran Rasch, di dalam pembinaan skor sempadan berganda yang sah dan boleh dipertahankan bagi ujian-ujian yang menggunakan jenis item yang pelbagai. Kaedah Penetapan Standad Objektif yang diperkenalkan oleh Stone (1996) untuk penetapan satu skor sempadan bagi ujian yang menggunakan item-item berbentuk item pilih telah dibuktikan boleh menghasilkan keputusan yang sah. Walaubagaimanapun keberkesananya bagi ujian yang menggunakan jenis item yang pelbagai dan keberkesanannya untuk membina skor sempadan berganda masih belum ditentukan secara empirikal. Oleh kerana kualiti ujian yang digunakan di dalam sesuatu kajian penetapan standad boleh menjejas kesahan skor-skor sempadan yang dihasilkan dan kesahan klasifikasi pelajar, isu-isu berkaitan dengan penilaian juga perlu diambil kira. Begitu juga dengan model pengukuran yang digunakan. la harus berkemampuan untuk menghubungkan pencapaian pelajar (di dalam ujian) dan kedudukan mereka (berdasarkan standad yang ditetapkan) dengan konstruk yang diukur secara terus. Ia juga harus berkemampuan untuk menukar bilangan betul kepada ukuran linear jeda yang tidak bergantung kepada sampel atau ujian yang digunakan. Selain itu, teori pengukuran yang digunakan juga harus berkeupayaan untuk menyelesaikan isu-isu penting di dalam pengukuran dan penetapan standad. Di dalam kajian ini,


keberkesanan Kaedah Penetapan Standad Objektif telah diuji di dalam konteks Ujian Penempatan Bahasa Inggeris yang ditadbirkan di IIUM. Didapati bahawa dengan penggunaan Kaedah Penetapan Standad Objektif penetapan skor sempadan berganda bagi ujian yang menggunakan jenis item yang pelbagai boleh dilakukan dengan mudah tanpa menjejas kesahan skor sempadan atau standad yang dihasilkan. Selain dari itu, penggunaan Kaedah Penetapan Standad Objektif juga membolehkan tahap pencapaian yang diingini diterjemahkan secara terus kepada konstruk yang diukur. Ini memberikan makna sebenar kepada standad yang dihasilkan dan bukan sekadar nisbah jawapan betul. Model pengukuran Rasch juga telah dibuktikan berguna di dalam menyelesaikan isu-isu asas di dalam pengukuran dan penetapan standad. Namun begitu, harus diingat bahawa sebaik mana sekali pun sesuatu kaedah penetapan standad yang digunakan, hasil sesuatu kajian penetapan standad tetap dipengaruhi oleh kualiti ujian, kebolehan pakar, diskripsi tahap pencapaian yang diinginkan dan lain-lain variabel di dalam proses penetapan standad. Perkara ini jelas ditunjukkan di dalam kajian ini. Oleh yang demikian, langkah-langkah sesuai harus diambil bagi menangani isu-isu di atas agar kesahan skor sempadan yang diperolehi tidak terkompromi.

# USING THE RASCH MEASUREMENT MODEL FOR STANDARD SETTING OF THE ENGLISH LANGUAGE PLACEMENT TEST AT THE IIUM 


#### Abstract

With the use of cutscores and standards for making high-stakes educational decisions, efforts should be made to search for more defensible standard setting methods. This study represents an effort to this end. The main intent of this study is to investigate the efficacy of the Objective Standard Setting Method (OSS), which is based on the Rasch Measurement Model, in constructing multiple cutscores that are valid and defensible on tests utilizing diverse item types. The OSS, which was developed by Stone (1996) to set a single cutscore on tests utilizing selectedresponse items, has been demonstrated to yield valid results. However, its efficacy in handling other item types and the construction of multiple cutscores has yet to be empirically established. As the quality of the tests used in the standard setting endeavour influences the validity of derived cutscores as well as the validity of examinee classification, assessment-related issues are also of major concern. Measurement theory is one other aspect that requires serious consideration. The need for a measurement model that transforms counts correct into interval linear measures that are neither sample-bound nor test-bound, and at the same time references an examinee's performance (on the test) and status (based on the standards set) directly to the measured construct cannot be underrated. The same applies to the capacity to resolve important measurement and standard setting issues. In this study the efficacy of the OSS was examined in the context of the English Language Placement Test conducted at the IIUM. It was found that with the use of the OSS, multiple cutscores on diverse item types can be easily set without compromising the validity of the derived cutscores or standards. Additionally, with the


use of the OSS, the desired level of attainment can be directly translated onto the measured construct and, thus, allowing the standards set to have real meaning and not just proportions of correct answers. The Rasch measurement model has also proved to be useful in resolving fundamental issues in measurement and standard setting. However, one cautionary word is necessary. Regardless of how sound a standard setting method is, the results of a standard setting study are bound to be impacted by test quality, judge competency, performance level descriptions and other variables in the standard setting process. This has been demonstrated very clearly in this study. Steps must, therefore, be taken to address all these issues to ensure that the reliability and validity of derived cutscores and standards are not compromised.

## CHAPTER 1

## INTRODUCTION

### 1.0 INTRODUCTION

The concept of a performance standard, which deals with the question of "how good is good enough" with respect to the attainment of educational standards, has been the subject of considerable attention, and is considered to be one of the most controversial issues in educational measurement (Linn \& National Centre for Research on Evaluation, Standards, and Student Testing, 2003; Zieky, 2001; Cizek, 2001). This is hardly surprising as there are a number of well-founded reasons for the controversy surrounding the use of performance standards.

The first pertains to the accuracy or appropriateness of the standard set. Setting too high or too low a performance standard wields lasting consequences on many stakeholders (Popham, 2000). If excessively high standards are set on a highstakes competency test, failure to attain the set standards could result in unwarranted sanctions for schools (Linn et al., 2003) as well as inequitable penalties on students (Popham, 2000). Conversely, if excessively low standards are set, detrimental consequences on the value of education will result (Popham, 2000).

The second relates to the negative consequences that result from their use, or rather misuse, for purposes of educational accountability. In discussing the utility of performance standards for different uses of assessments, Linn et al. (2003) states with consternation, "performance standards have been mandated or become the preferred method of reporting assessment results where the standards are not essential to the use" (p. 1). This, he asserts, is of no real consequence in situations "when there are no requirements of achieving them, but it is another matter altogether when there are serious sanctions for falling short" (p. 3).

The next central cause of dissent on the use of performance standards concerns issues related to assessment, particularly with the introduction of largescale high-stakes standardized testing. Contentions against the use of high-stakes standardized tests are not without legitimate reasons. The impact of large scale standardized testing on educational policy decisions is considerable (Airasian \& Madaus, 1983). So is the negative impact on instruction and learning resulting from narrowing of the curricula due to focused teaching (e.g., Zieky, 2001; Linn, 2000).

The common practice of using scores from a single standardized test for different and possibly conflicting decision-making purposes is another valid reason for the controversy over the use of performance standards. The danger of over reliance on a single measure of student performance is argued by the Pennsylvania State Education Association (2003), and caution against it is explicated in The Standards (American Educational Research Association, American Psychological Association \& National Council on Measurement in Education, 1999, p. 146):

In educational settings, a decision or characterization that will have a major impact on a student should not be made on the basis of a single test score. Other relevant information should be taken into account if it will enhance the overall validity of the decisions.

Another assessment-related issue raised concerns test quality and testing procedures. Bolon (2000) in discussing school-based standardized testing in the United States, points out that errors in standardized test scores are 'enormous'. Errors in the scoring of Vermont's mathematics and language arts tests in 1998 and 1999 (Bowman as cited in Zieky, 2001) are cases in point. Poor test quality has also been reported in relation to standardized tests in New York. Hursh (2005, p. 612) states that "...almost every recent standardized examination in New York has been criticized for having poorly constructed, misleading, or erroneous questions".

Misclassifications of students due to measurement error (Hambleton, 1978; Crocker \& Algina, 1986) and the indiscriminate application of cutscores set on one
form on an alternate form (e.g., Lee, Lewis, Hanson \& Egan, 2002) are yet other legitimate causes for concern (Jaeger, 1993). The issue of protecting "innocence" and guaranteeing "quality" (Wright \& Grosse, 1993) is a nontrivial matter, and one that requires serious and careful deliberation.

However, the most important reason for the controversial use of performance standards has to do with the judgmental nature of the standard setting process in which cutscores that correspond to pre-specified performance levels are established. The lack of objectivity due to use of human judgment in constructing cutscores instead of "a straightforward process of parameter estimation" (Kane, 2001, p. 81), to some experts, renders performance standards arbitrary, and thus invalid at worst or imprudent at best (e.g., Glass, 1978; Burton, 1977). Glass (1978) in his highly controversial paper argues,

To my knowledge, every attempt to derive a criterion score is either blatantly arbitrary or derives from a set of arbitrary premises. Arbitrariness is no bogeyman, and one ought not to shrink from necessary decisions because they may be arbitrary. However, arbitrary decisions often entail substantial risks of disruption and dislocation. Less arbitrary is safer (p. 258).

The concern regarding the arbitrariness of the process in which cutscores are established is also expressed by Kane (2001).
...one source of arbitrariness arises from the fact that the score scale is generally a continuous function of the level of achievement. As a result, there is no simple and obvious way to choose a particular point on the score scale as the cutscore, and there is no compelling reason why it could not be set a little higher or a little lower (p. 81).

Despite the controversy that shrouds the use of performance standards, there are legitimate grounds for their use in educational decision-making (Hambleton, 1978: Burton, 1977; Popham, 2000; Cizek, 2001; Linn et al., 2003). In contexts where assessments are used for certification or licensure, performance standards are deemed essential (Linn et al., 2003). What is considered a minimal level of competency needs to be clearly ascertained to "protect the public from incompetent
practitioners" (Linn et al., 2003, p. 2). Though the problems of misclassifications cannot be avoided (Ebel, as cited in Hambleton, 1978), standards still need to be set "[as] there are legitimate practical reasons that require that a decision be made" (Linn et al., 2003, p. 2).

Performance standards are also essential to provide invaluable feedback for continued curricular and instructional improvement (Burton, 1977; Linn, 2000). They allow for "tracking progress of achievement for schools, states or the nation" (Linn et al., 2003, p. 3) and more importantly, for the monitoring and improvement of student learning. The standard-based educational reform in the US and the literacy movement in Australia are cases in point. In the classroom context, performance standards provide educators with a diagnosis of what is lacking and corrective measures that need to be taken as a result of acceptable or unacceptable performance (Burton, 1977).

The setting of performance standards inevitably involves human judgment and, therefore, is not infallible. However, this does not mean that the setting of educational standards should be avoided as standards are crucial in the educational decision-making process. What needs to be borne in mind is that there must be clear and valid reasons for the use of performance standards in order to avoid undesirable consequences. Standard setting is a highly technical (Marzano \& Kendall, 1997) and judgmental process (Messick, 1975; Hambleton, 1978; Glass, 1978; Jaeger, 1993; Kane, 1994; Linn et al., 2003). Therefore, it has to be handled with great prudence and a consciousness of what it entails and the stakes involved, as appropriately argued by Popham (2000),
...when human beings apply their judgmental powers to the solution of problems, mistakes will be made. However, the fact that judgmental errors are possible should not send educators scurrying from such tasks as the setting of standards. Judges and juries are capable of error, yet they do the best job they can. Similarly, educators are now faced with the necessity of establishing performance standards, and they, too, must do the best job they can. That educational performance standards need to be set in order for instructional
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decisions to be made is indisputable. That those standards will, in the final analysis, be set judgmentally is equally indisputable. However, that all judgmental standards must be arbitrary is decidedly disputable. Approaching the standard-setting task seriously, taking full cognizance of available data and the preferences of concerned constituencies, need not result in an enterprise that is arbitrary and capricious. On the contrary, the act of standard-setting can reflect the very finest form of judgmental decision-making (p. 372).


With greater demands for better quality education and greater improvements in student learning and achievement, the role of performance standards has come to the forefront and needs to be dealt with openly (Popham, 2000). However, great care needs to be exercised to ensure that whatever standards are set are not only theoretically and psychometrically defensible but also take into consideration the educational context they serve and the people whose lives they affect.

### 1.1 CONTEXT OF STUDY

The International Islamic University Malaysia (IIUM), unlike most other government-funded institutions of higher learning in Malaysia, uses English as one of its mediums of instruction for both its matriculation programme, and its postgraduate and undergraduate programmes. As such, it is essential that its students possess an appropriate level of English Language proficiency in order to cope with the rigorous demands of academic study in the English Language. The need to ensure that students have the necessary language skills to succeed in their academic study, and the need to provide those who are lacking in the skills required with remedial instruction are greatly recognized, and are of serious concern to the university.

In the effort to meet this need, the Centre for Languages and Pre-University Academic Development (CELPAD) of the International Islamic University Malaysia has been charged with the task of assessing the English language proficiency of incoming students and providing English Language support courses to those who require them. Hence, the placement system adopted by CELPAD, like many other
placement systems as described by Sawyer (1996), has been designed to constitute an assessment component that estimates students' probability of success in standard first-year courses as well as an instructional component that provides underprepared students with instruction in the language skills and knowledge they need to succeed in the standard first year courses.

### 1.1.1 The CELPAD Placement System (1995-2000)

From the years 1995 to 2000, CELPAD adopted a three-tiered curriculum structure in its instructional component at the Matriculation Centre of the IIUM. Its assessment component, on the other hand, was a two-part battery comprising five subtests. The curriculum structure (inevitably the assessment component as well) was revised in 2001 as a response to the reports of the declining standards of English language proficiency among students. The following brief description of the 1995 - 2000 curriculum and assessment system provides the necessary background to the issue at hand.

### 1.1.1.1 Instructional Component of the Placement System (1995-2000)

The first tier of the 1995-2000 curriculum structure comprised two sub-levels: Core Competence Lower (CCL) and Core Competence Upper (CCU). These courses focused on the development of English Language fluency and form in meaningful contexts through the aural/oral direct approach. The English Language grammar system "was taught inductively in given contexts, and discourse was predominantly dealt with at the sentential level". At this level, reading and writing skills were of secondary concern (Centre for Pre-University Academic Development, 1993, p. 47).

The courses conducted in the second tier, on the other hand, focused on the development of academic English language skills. These courses dealt with study skills - which involved the abilities, techniques, strategies which are used when
reading, writing or listening for study purposes as well as the use of general academic English. The courses conducted at this level were the Skills Focused Course (Listening and Speaking) and the Skills Focused Course (Reading and Writing).

The third tier, English for Specific Academic Purposes (ESAP), comprised subject-specific English language courses focusing on the types of discourse specific to the needs of individual Kulliyyahs or faculties (e.g., Economics, Engineering and Architecture) at the Main Campus.


Figure 1.1 The English Language Curriculum Structure of the International Islamic University

### 1.1.1.2 Assessment Component of the Placement System (1995-2000)

The assessment component of this placement system, the English Language Placement Test (EPT), was a two-part placement test battery. It served two main functions. The first was to ascertain whether incoming students met the required minimum level of English language proficiency for purposes of undertaking
undergraduate or postgraduate studies. Its second function was to place those who did not demonstrate the required level of English language proficiency (and therefore did not qualify to undertake content subject courses) into relevant language support courses for remediation. In the context of the Matriculation Centre of the IIUM, the EPT served yet another function: an exit/entry requirement. Matriculation students had to meet the minimum English language requirement in order to graduate from the matriculation programme to gain entry into the Kulliyyah (faculty) at the Main Campus.

The EPT, a criterion-referenced test, was based on the view that language ability is partially divisible rather than unitary following the current view of second language proficiency (see Bachman \& Palmer, 1996). Thus, the test was structured according to the kinds of language skills that are seen to define language ability: reading, writing, listening, and speaking. The assessment of grammatical ability was also included in the EPT as it is a widely accepted notion that knowledge in grammar underlies the ability to use language to express meaning (e.g., Bachman, 1990; Canale \& Swain, 1980), and it is a common feature of high-stakes language proficiency tests (Hughes, 1989).

The first part of the EPT battery, the EPT Core Test, was a general proficiency test focusing mainly on the assessment of grammatical competence and performance. It consisted of five sections: completion passage (grammar), error identification and error correction (grammar), reading comprehension, standard cloze and paragraph writing. Students who achieved the Minimum Basic Adequate Score (50\% above) on this test were allowed to proceed to Part II of the placement test. On the other hand, those who failed to fulfil the minimum requirement were placed in the relevant first tier proficiency courses (CELPAD, 1993, p. 53).

Students scoring $34 \%$ and below were placed into the Core Competence Lower course (CCL) while those scoring between $35 \%$ to $49 \%$ into the Core

Competence Upper course (CCU) (Refer to Figure 1.1). In this part of the EPT battery, two cutscores were set. The first, which was $50 \%$, served to separate those who were eligible to proceed to part II of the EPT and those who would be placed into the first tier of the curriculum (instruction component). The second cutscore, $35 \%$, separated examinees who belonged in the first tier of the curriculum structure into the two groups: CCL and CCU.

The second part of the EPT, on the other hand, consisted of a battery of skills-based tests covering reading, writing, listening and speaking skills. These tests aimed at assessing competency and performance in those four language skills. Students who did not perform adequately in these tests were placed in the respective skills-based courses whereas those who attained a Band 6 on all the skills tests, on the other hand, were considered to have achieved the minimum language requirement and, therefore, were exempted from language support courses at the matriculation centre (Figure 1.2).

After being placed into the relevant language support courses, and undergoing a semester of instruction students were required to re-sit the relevant subtests of the placement battery. Those who were placed in the first tier courses were required to re-sit the Core Test. The same cutscores were applied. Examinees who met the $50 \%$ cut point advanced to the skills tests and those who did not were given further remediation in the relevant language support courses.

The same procedure was applied to students in the skills-based courses. If they attained the expected criterion level, which is Band 6 on all the skills tests, they were deemed to have met the minimum English language requirement. This meant that they had achieved the required standard. Upon completion of their matriculation courses and successfully passing end-of-semester examinations, these students would gain entry into the Kulliyyah (i.e., faculty) at the Main Campus.


Figure 1.2: The English Language Placement Test Structure
(Source: CELPAD, 1993, p. 54 )

Before discussing the kind of standard used in this placement system, it is of relevance, at this juncture, to briefly describe two types of standards generally used to facilitate educational decision-making. The first, 'relative standard', is expressed as a number or percentage of examinees, and is considered most appropriate for examinations where the purpose is to identify a certain number of examinees for admission or placement (Norcini, 2003). For this kind of standard, norm-referenced information is generally used. Cutscores are generally decided based on actual student performance on a test.

The second type of standard, 'absolute standard', on the other hand, is expressed as a number or percentage of test questions. This type of standard is used for tests of competence, like final or exit examinations, and tests for certification and licensure (Norcini, 2003). The kind of information used for this type of standard is usually criterion-referenced (or domain-referenced, content-referenced).

In the context of the 1995-2000 placement system, it is clear that absolute standards were utilized. Students were required to achieve a certain percentage of the total score (which represents a given amount or level of language skills) to be considered as having the expected level of English language proficiency. The use of absolute standards was consistent with the nature of the EPT and its the function in determining the threshold level students were expected to achieve in order to gain entry into the Kulliyyah at the Main Campus. It was also consistent with the need to maintain the same standards at each level of the instruction component across the different student intakes.

### 1.1.2 The CELPAD Placement System (2001 - 2004)

The present English Language curriculum structure at the Matriculation Centre was put into place in 2001. This four-tiered curriculum structure (Figure 1.3) was conceived in an effort to address the declining standards of English proficiency amongst students.


Figure 1.3: The Present English Language Placement System (2001-2004)

### 1.1.2.1 Instructional Component of the Present Placement System (2001-2004)

The first level course serves as a bridging course aiming to familiarise students with "tertiary approaches to language learning" (Centre for Language and Pre-University Academic Development, 2001, p. 4) (Figure 1.3). The primary focus is on reading and writing skills with a strong secondary focus on speaking and
listening skills. A key element in this course is a thorough review of common problem areas of English grammar. A task-based approach is adopted for the teaching and learning of these language skills.

The second level course adopts the same approach and focus though skills taught at this level are those that require greater communicative English language ability. The aim of this course is to further develop students' reading and writing competencies, oral and aural skills as well as to develop "practical application of grammatical structures" (CELPAD, 2001, p. 5 ).

The third and fourth level courses were designed with a more academic purpose. The primary focus is still on the development of reading and writing skills but with a more academic slant. The secondary focus, as with the lower level courses, is on the development of speaking and listening skills within the academic context. Grammar is integrated with the four language skills with emphasis on "its practical application to extract and produce meaningful sentence level, paragraph level and essay level English" (CELPAD, 2001, p. 5 ). At all four levels, project work is an important feature. It aims at providing students with the opportunity to apply language skills learnt.

### 1.1.2.2 Assessment Component of the Present Placement System (2001-2004)

With the introduction of a new curriculum structure in 2001, it was inevitable that the assessment component of the placement system was revised to complement the newly implemented instructional component. In the development of the new English Language Placement Test (EPT) two factors were of prime concern. The first was that the revised EPT should complement the newly-introduced instructional component. The second relates to practical considerations which pertain to constraints of time and manpower at the Matriculation Centre. This, therefore, resulted in the development of a much shorter test battery; one that requires only two
test administrations and a total of seven days to process but at the same time attempts to keep the major language aspects assessed intact. Below is a description of the structure of the revised EPT. (A detailed description of the EPT and sample questions are presented in Appendix 1).

Paper 1:

- Section 1 - Completion passage
- Section 2 - Error identification (Sentence and Paragraph Level)
- Section 3 - Reading Comprehension

Paper 2: Essay Writing
Paper 3: Speaking Test

- Section 1 - Short Talk
- Section 2 - Question Time
- Section 3 - Extended conversation

It is essential to mention here that the newly-developed test is based largely on the previous battery it replaces. Decisions as to which subtests to retain and exclude were made based on the results of validation studies of the previous EPT battery (see Noor Lide, 2002; Noor Lide \& Isarji Sarudin, 2001, Noor Lide, Ainol Zubairi \& Isarji Sarudin, 2001) as well as the constraints faced by the Matriculation Centre. Thus, in the newly-placed EPT battery, the listening skill test has been excluded and the test of writing ability is limited to a single writing task, which is essay writing. The speaking test is administered only to students who meet the minimum requirement (i.e., 70\%) on the written tests (Papers 1 \& 2).

The major reason for excluding the listening component of the previous EPT battery from the present test is the lack of proper facilities to adequately accommodate the large number of students (about 2,500 examinees per test administration) at the Matriculation Centre. Data interpretation and summary writing, on the other hand, are excluded from the writing test as (1) more time would be needed for the scoring of the subjective section of the EPT than the Matriculation Centre could afford and (2) it has been found that Essay Writing is a sufficient indicator of examinees' general academic writing ability and that it taps skills that are central in general academic writing (Noor Lide \& Isarji Sarudin, 2001).

Unlike the previous placement system which utilized absolute standards for placement into the language support courses and entry into the Kulliyyah at the Main Campus, the current system adopts both absolute and relative standards. For exit from the Matriculation Centre and entry into the Kulliyyah, absolute standard is utilized where students are expected to achieve $70 \%$ on the written tests and pass the speaking test.

For placement into the language support courses relative standards are used. This move is motivated by the practical needs of the university. As the Kulliyyahs (faculties) require that the majority of their students complete the matriculation programme within one and a half years, it is necessary to place about $80 \%$ of incoming students to the Matriculation Centre in the three upper levels of the English language curriculum structure.

With the use of relative standards, no definite cutscores have been set to place students into the language support courses. Instead, norm-referenced information of student performance is presented to the Matriculation Examination Board (which is represented by key members of the respective Kulliyyahs), and the percentage of students to be placed into the respective language support courses is collectively agreed upon by members of the board.

Unlike in the previous placement system, students are required to sit for achievement tests upon completion of the language support courses. Those who attain a score of 50\% (a combination of 40\% coursework and 60\% final exam score) and above are promoted to the next level. Those who fail to do so, on the other hand, are retained. However, two categories of students are re-administered the EPT at the end of the semester. The first group consists of students who have completed Level 4 of the English language support courses. Instead of sitting for an achievement test, they are required to sit for the EPT. If they meet the $70 \%$ cutscore, they are allowed entry into the Kulliyyahs (faculties) at the Main Campus.

Those who fail to do so are required to remain at the Matriculation Centre and undergo further remediation.

The second group consists of those in Levels 1, 2 and 3 who attain $70 \%$ on the respective achievement tests. This means that there is a chance for students who have shown considerable improvement in their language proficiency to bypass certain levels of English support courses.

### 1.1.3 Shortcomings of the Assessment Component of the Placement System

To ensure that the EPT yields reliable and valid interpretations of student performance, a number of validation studies have been carried out. The EPT has been evaluated in terms of its reliability, content validity, concurrent validity and construct validity (e.g., Noor Lide, 2002; Noor Lide, Ainol Zubairi \& Isarji Sarudin, 2001; and Noor Lide \& Isarji, 2001). Findings of these studies have been used as the basis for further improvements of the EPT. However, there are still some problems inherent in the assessment component of the placement system that have remained unresolved.

The first of these problems pertains to the use of percentage mastery and the raw score scale in estimating and reporting student performance. The assumption that raw scores and percent corrects are "numbers with equal-interval units" (Wright \& Linacre, 1996, p. 1) where "one point of score is considered to represent the same amount of ability" (Angoff, 1984, p. 5) is erroneous as raw scores and percent corrects are governed by the ability of the group tested and difficulties of the items on the test. Raw scores and percent corrects, therefore, are arbitrary measures and cannot be treated as equal-interval, linear measures (Wright \& Stone, 1979).

The second problem involves the scoring of the essay writing section of the EPT. Rater effects or errors such as rater severity, halo, central tendency and restriction of range that pose serious threats to the quality and accuracy of ratings
(Saal et al., 1980; Engelhard, 1994) had never been properly investigated and adjusted for. The use of interrater reliability as evidence for the reliability of essay writing test scores is also problematic. The notion that interrater reliability - or more accurately, rater agreement - can be considered as a real and sufficient measure of reliability has been questioned by many (e.g., Henning, 1997; Linacre, 1989; Engelhard, 1994) as it fails to give an "accurate approximation of the true ability score". Henning (1997) argues,


#### Abstract

...two raters may agree in their score assignments and both be wrong in their judgments simultaneously in the same direction, whether by overestimating or underestimating true ability. If this happens, then we have a situation in which raters agree, but assessment is not accurate or reliable because the ratings fail to provide an accurate approximation of the true ability score. Similarly, it is possible that two raters may disagree by committing counterbalancing errors in opposite directions; that is where one rater overestimates true ability, and the other rater underestimates true ability. In this latter situation, it may happen that the average of the two raters' scores may be an accurate and reliable reflection of true ability, even though the two raters do not agree in their ratings (pp. 53-54).


The third problem relates to the construct definition of the constructs measured in the EPT. Congruent with common practice, selection of test items has been based on the notion of content representativeness. How far the items selected represent the "continuum of knowledge acquisition" (Glaser, 1994) and define the construct measured in terms of levels of development has been largely ignored. Therefore, interpretations of cutscores and performance standards are at best ambiguous as they are not directly referenced to the construct measured and, therefore, can be interpreted only as the proportion of items correctly answered.

Of all the problems that beset the EPT, the most critical due to its significant impact on students, is the arbitrariness in the way cutscores which determine minimum competency were set. Though the placement system from the years 1995 to 2000 utilized what appears to be 'absolute standards', the determination of cutscores was rather dubious. The determination of $50 \%$ on the Core Test as the
'minimum basic adequate score' for allowing students to proceed to the skills-based tests (the second part of the EPT battery) and the 35\% cutscore to separate students into the two courses in the first tier of the curriculum structure (Refer to p. 10) had no clear rationale and empirical justifications. Similarly, the establishment of Band 6 (equivalent to $50 \%$ of total test score) as the minimum English language requirement for entry to the Main Campus was not empirically determined.

The introduction of relative standards for student placement into language support courses from 2001 onwards was equally, if not more, problematic. The use of norm-referenced information, which is designed to rank and compare students, makes even the semblance of a fixed standard impossible. More importantly, it is inconsistent with the nature of the EPT as a criterion-referenced test. Furthermore, unlike absolute standards, relative standards have the disadvantage of producing standards that are directly dependent on the "existing distribution of scores" (Postlethwaite, 1994, p. 36). Neither do relative standards present concrete evidence as to what students are able to do, as appropriately noted by Glass (1978),

This approach has more to do with how many students are to be placed in a particular level, and less with what they know and can do. Because criterion / standards were determined normatively and not by direct reference to the behaviours exhibited on the test (p. 243).

### 1.2 PROBLEM STATEMENT

The arbitrary and inappropriate practice of setting cutscores is not peculiar to the EPT at the IIUM. Stevens and Parkes (2000) in their review of the practices, policies, and procedures used by state-level assessment programmes in the United States for the evaluation of school and school district effectiveness reported that some of the states were found to set cutscores by simply taking quartiles of the distribution of a total test score on a norm-referenced test. Others used scaled scores and percentile ranks which are inappropriate for standard-based reporting.

More troubling is the issue surrounding the achievement levels of the National Assessment of Educational Progress (NAEP), the main assessment programme of the standard-based educational reform in the United States. Several independent evaluators and committees, such as the congressionally mandated evaluation by the National Academy of Sciences (NAS) on the 1996 NAEP results of American students' achievement in key subject areas, have concluded that the Angoff procedure used in the standard setting process for the construction of cutscores to reflect desired performance levels is fundamentally flawed (Pellegrino, Jones \& Mitchell, 1999).

The judgment tasks are said to be "difficult and confusing"; raters' judgments of different item types are deemed "internally inconsistent" (Pellegrino et al., 1999, p. 166; and evidence to support the validity of the cutscores and results is lacking (National Centre for Education Statistics [NCES], 2003; Pellegrino et al., 1999). Recommendations have therefore been made against the use of the achievement level-setting results in the NAEP reporting. It is asserted that due to the use of "a methodology that has been repeatedly questioned in terms of its accuracy and validity", the achievement results should be interpreted as suggestive rather than definitive (Pellegrino et al., 1999, p. 167).

Despite these findings, the National Assessment Governing Board (NAGB) has continued the use of the same procedure on the grounds that the Angoff procedure is the "most widely-used formal process for setting of performance standards" in the United States; that it has "over the past 20 years" "withstood many legal challenges"; and that it is backed by "respected expert practitioners in psychometrics and standard setting" (NAGB, 2004, p. 3).

Hambleton, Brennan, Brown and Dodd (2000), in defence of the decision made by NAGB, claim that the recommendations made by the independent evaluators are invalid and "[constitute] a one-sided, incomplete and inaccurate
accounting of the standard-settings conducted" (cited in NAGB, 2004, p. 3). Nonetheless, reports on the legitimacy of the Angoff procedure have impacted confidence in its use.

The 2001 reauthorization law has mandated that the achievement levels derived using the Angoff method "be used on trial basis until the Commissioner of Education Statistics determines that the achievement levels are "reasonable, valid and informative to the public" (NCES, 2003, p. 1). Efforts are now being made to find a more defensible method for the NAEP and this task has been extended to the research community (NCES, 2003).

To date the issue of the "right" standard setting method has remained unresolved as it has been established that different standard setting methods yield different results (e.g., Jaeger, 1993). However, this should not be used as an excuse to justify the continued use of standard setting methods that have been proved to be questionable in terms of their theoretical foundations.

In the last decade, a number of standard setting methods have been developed with promises of greater validity. Given the current state of affairs, it is important to investigate the efficacy of these newly-developed standard setting methods in delivering what they claim. One standard setting method that merits investigation is a Rasch-based method which was pioneered by Wright \& Grosse but further developed and refined by Stone into the Objective Standard Setting Method (OSS) (Stone, 2001, 1996).

It is claimed that the main advantage of this Rasch-based method is that it capitalizes on the "two key attributes of a scientific measurement system in the human sciences: the validity of the test being used and the Rasch measurement properties of the resultant scale" (Stone, 1995, p. 452). This is of great significance as the "problem of developing evidence to support an inferential leap from an observed consistency to a construct that accounts for that consistency is a generic
concern of all science" (Messick, 1975, p. 955). Objective Standard Setting provides the inferential leap Messick (1975) was referring to as it captures "that which is most critical to validity: a clear and definable construct" (Stone, n.d.).

Nevertheless, it must be emphasized that standard setting methodology is not the sole issue that needs to be considered to arrive at valid and defensible cutscores and performance standards. A closely related issue which is critical to the validity of the inferences made on the basis of cutscores pertains to the more general issues of assessment. Thomas (1994) elucidates this very clearly. He notes that "applying standards not only defining content and levels [of achievement or performance], but also specifying how learners' achievement will be assessed" (p. 101).

As student achievement or ability is measured by performance on tests, it is imperative that steps are taken to ensure that the quality of the tests used in the measurement of student performance supports the kinds of inferences and decisions made on the basis of the cutscores. Assessment issues that need to be considered include ensuring the validity of the items used, congruence between empirical results and theoretical expectations, validity of responses and consistency of results. These are necessary requirements; in order for tests to "serve as adequate barometers of students' competence" they must satisfy fundamental requirements of sound measurement practice (Jaeger, 1993, p. 487).

Standard setting and assessment inexorably involve measurement. Answers to the questions of reliability and validity of test results, which are core psychometric issues, are derived from mathematical and statistical procedures characterized by the measurement theory employed (Suen, 1990). So are the validity and credibility of derived cutscores. As the key point in educational and psychological measurement is that inferences and interpretations are drawn from scores (Messick, 1981; Suen, 1990; Angoff, 1984) - and by extension cutscores or standards which are set on
tests - it is imperative that the procedures used to derive these interpretations are well-grounded in theoretically sound measurement theory.

### 1.3 PURPOSE OF STUDY

The primary purpose of this study is to investigate the efficacy of the OSS as a valid and defensible standard setting procedure. However, as issues related to assessment and measurement exert considerable influence on derived cutscores, these are also examined. This study, therefore, involves (1) the investigation of the adequacy of the EPT as a tool for measuring English language proficiency for placement and exemption purposes; (2) the accumulation of empirical evidence on the efficacy of the OSS in yielding multiple cutscores that are valid and defensible on tests utilizing selected-response (SR) items, constructed response (CR) items, and combination of these two item types; and (3) the demonstration of the utility of the Rasch measurement model in resolving measurement and standard setting issues.

### 1.4 OBJECTIVES OF STUDY

Consistent with the purpose of this study, the main objectives are to:
1.4.1 examine the adequacy of the EPT in defining the construct (i.e., English language proficiency), and measuring examinee performance for placement and exemption purposes ;
1.4.2 examine the efficacy of the OSS in producing multiple cutscores that are valid and defensible - in terms of procedural validity, internal validity and external validity - on tests utilizing SR items, CR items and combination of these two item types.
1.4.3 illustrate the utility of the Rasch measurement model in resolving measurement and standard setting issues.

### 1.5 RESEARCH QUESTIONS

### 1.5.1 Adequacy of the EPT

In the context of high-stakes assessment programmes, multiple sources of evidence to support the valid interpretations and use of test results are not only essential but mandatory (Messick, 1989; Jaeger, 1993). Therefore, in this study various types of empirical evidence to illustrate the validity of the EPT are collected and examined. However, as the gathering of validity evidence can be overwhelming, as in most validation research, evidence to support the adequacy of the EPT focuses on several major sources. Hence, the research questions this study seeks to answer with respect to the adequacy of the EPT are limited to the following:
1.5.1.1 Validity of Items:
1.5.1.1.1 To what extent are the items in the EPT subtests working in the same direction to define the measured constructs?
1.5.1.1.2 To what extent are the items in the EPT subtests contributing in the same meaningful and useful way to the construction of the measured constructs?
1.5.1.1.3 To what extent are the items in each of the EPT subtests measuring a single unidimensional construct?
1.5.1.2 Construct Definition:
1.5.1.2.1 To what extent are the items in the EPT subtests separated to define a continuum of increasing intensity?
1.5.1.2.2 To what extent is the empirical scaling of the test items in the EPT subtests consistent with the expectations of CELPAD test constructors?
1.5.1.3 Capacity of the items to lead to results which are consistent with the purpose of measurement:
1.5.1.3.1 To what extent are the EPT subtests able to replicate the ordering of examinees?
1.5.1.3.2 To what extent are the EPT subtests able to separate the measured examinees into five strata of proficiency?
1.5.1.3.3 To what extent are the EPT subtests able to provide a precise measurement of examinee ability?
1.5.1.3.4 To what extent is the sample tested accurately targeted by items in the EPT subtests?
1.5.1.4 Validity of examinee responses:
1.5.1.4.1 To what extent do examinee responses fit the expectations of the Rasch model?

### 1.5.1.5 Rater Effects:

1.5.1.5.1 To what extent do raters differ in severity?
1.5.1.5.2 To what extent do raters agree with one another in their rating?
1.5.1.5.3 To what extent are raters internally consistent in their rating?
1.5.1.5.4 To what extent are other rater effects present?

### 1.5.1.6 Rating Scale Functioning

1.5.1.6.1 To what extent is the rating scale used in the assessment of examinees' performance in essay writing functioning usefully?

