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a b s t r a c t

In this paper we investigate the seasonal autochthonous sources of dissolved organic carbon (DOC) and
nitrogen (DON) in the euphotic zone at a station in the upper Chesapeake Bay using a new mass-based
ecosystem model. Important features of the model are: (1) carbon and nitrogen are incorporated by
means of a set of fixed and varying C:N ratios; (2) dissolved organic matter (DOM) is separated into
labile, semi-labile, and refractory pools for both C and N; (3) the production and consumption of DOM
is treated in detail; and (4) seasonal observations of light, temperature, nutrients, and surface layer
circulation are used to physically force the model. The model reasonably reproduces the mean observed
seasonal concentrations of nutrients, DOM, plankton biomass, and chlorophyll a. The results suggest
that estuarine DOM production is intricately tied to the biomass concentration, ratio, and productivity
of phytoplankton, zooplankton, viruses, and bacteria. During peak spring productivity phytoplankton
exudation and zooplankton sloppy feeding are the most important autochthonous sources of DOM. In
the summer when productivity peaks again, autochthonous sources of DOM are more diverse and, in
addition to phytoplankton exudation, important ones include viral lysis and the decay of detritus. The
potential importance of viral decay as a source of bioavailable DOM from within the bulk DOM pool
is also discussed. The results also highlight the importance of some poorly constrained processes and
parameters. Some potential improvements and remedies are suggested. Sensitivity studies on selected
parameters are also reported and discussed.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

In many mid-Atlantic estuaries, the biochemical composition
and isotopic signature of DOM changes across the salinity gradient
with biomarkers and carbon isotopes indicating that a significant
amount of DOM production and modification occurs within the
estuary (Loh et al., 2006; Mannino and Harvey, 2000; Raymond
and Bauer, 2001). In the largest of these estuaries, Chesapeake
Bay, DOC exhibits a non-conservative distribution at certain times
of the year, suggesting that seasonal autochthonous DOM pro-
duction can be significant (Fisher et al., 1998; Rochelle-Newall
and Fisher, 2002). Fisher et al. (1998) estimated that this DOC
accumulation was greater than atmospheric or terrestrial organic
carbon inputs and was equivalent to ∼10% of estuarine primary
production. Dissolved organic nitrogen (DON) has also been sug-
gested to accumulate seasonally in estuaries (Bronk, 2002; Bronk
et al., 1998; Lomas et al., 2002). Radiocarbon measurements of
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estuarine, continental shelf, and slope DOM indicate that the
large pool of >10 kDa DOM is relatively young and has a resi-
dence time of 1–30 days, whereas the smaller pool of 1–10 kDa
DOM is between 380 and 4500 years old (Santschi et al., 1995).
These observations suggest that autochthonous estuarine DOM
production plays an important role in estuarine biogeochemistry.
An understanding of these sources and their effect on the DOM
cycle is critical for constraining local carbon and nitrogen bud-
gets and for evaluating the role of estuaries in the global carbon
cycle.

In the euphotic zone of the Chesapeake Bay estuary, the
site of this study, several sources and processes control DOM
cycling. The major allochthonous source of DOM is the Susque-
hanna river (Fisher et al., 1998). Smaller rivers (sub-estuaries),
atmospheric deposition (Seitzinger and Sanders, 1999), wetland
discharge (Tzortziou et al., 2008), and terrestrial runoff and leach-
ing (Berman and Bronk, 2003) also add significant amounts of DOM
to the estuary. Internal sources of DOM include benthic fluxes
(Burdige and Zheng, 1998), extracellular release by phytoplankton,
grazer-mediated release and excretion, release via cell lysis (both
viral and bacterial), solubilization of particles, and bacterial trans-
formation and release (Carlson, 2002). Free-living heterotrophic
bacterioplankton are the dominant consumers of DOM (Nagata,
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2000). Some phytoplankton also have the ability to take up DOM to
supplement their metabolic needs (Mulholland et al., 2003). Photo-
chemical processes, through UV excitation, directly and indirectly
remove and transform DOM (Mopper and Kieber, 2002). DOM can
also potentially form gels that may aggregate to form particulate
organic matter (POC) (Verdugo et al., 2004) which may sink out of
surface waters. As in other temperate systems, the rate and magni-
tude of these sources and sinks varies on a seasonal basis as changes
in light, temperature, and freshwater flow affect the environment
(Apple et al., 2006; Bronk et al., 1998; Jonas and Tuttle, 1990; Lomas
et al., 2002; Malone et al., 1991; Mulholland et al., 2003; Shiah and
Ducklow, 1994b; Wommack et al., 1992).

Quantifying the role of these sources and sinks in Chesapeake
Bay DOM cycling has proven difficult. Most of the research has
focused on characterizing the composition of DOM and understand-
ing the individual role of different functional groups (i.e., primary
producers, secondary consumers, predators, etc.) and species in
DOM cycling. Few studies have quantified the amounts of C or N
that flux into, and out, of the DOM pool relative to the other major C
and N pools. Those that have provide an incomplete picture of DOM
cycling as they often cannot distinguish between the individual
sources and sinks of DOM (Bronk et al., 1994, 1998). Additionally,
as far as we are aware, there are no long-term time series measure-
ments of the C and N flux through the DOM pool that adequately
describe the annual DOM cycle.

Models can be a powerful tool for integrating data and running
long term simulations. They are also valuable for determining the
magnitude and importance of processes that are difficult to mea-
sure and observe in the field. Many recent coastal and open ocean
biogeochemical ecosystem models have included DOM (Anderson
and Pondaven, 2003; Anderson et al., 2007; Anderson and Williams,
1998, 1999; Aumont et al., 2003; Baklouti et al., 2006a,b; Druon
et al., 2010; Faure et al., 2006; Grégoire and Soetaert, 2010; Llebot
et al., 2010; Luo et al., 2010; Nakata and Doi, 2006; Pahlow and
Vézina, 2003; Pahlow et al., 2008; Polimene et al., 2006, 2007;
Ruardij et al., 2005; Salihoglu et al., 2008; Schmittner et al., 2005;
Vichi et al., 2007) in order to better simulate and understand bio-
geochemical cycles. Carbon and nitrogen are typically accounted
for in these models, although a few include phosphorus as well.
Most of these models are quite complex and typically have state
variables that describe the lability of DOM and multiple size classes
or functional types of phytoplankton and zooplankton. Bacteria are
also often, but not always, included as state variables. Sources and
sinks of DOM such as phytoplankton exudation, zooplankton graz-
ing processes, the breakdown of detritus, and uptake by bacteria
are almost always accounted for in these models. However, other
processes that play a role in DOM cycling, like viral lysis and pho-
tochemical reactions, are often implicitly accounted for, if at all.
Despite the recognized importance of DOM cycling in these and
many other studies, few estuarine biogeochemical models have
included DOM cycling.

In this paper we describe a modeling study of the DOM cycle
in the surface waters of Chesapeake Bay. Our objective is to eluci-
date the seasonal autochthonous sources of DOC and DON in the
upper bay. We specifically focus on the roles that phytoplankton
extra-cellular release, non-grazing mortality, bacterial and phyto-
plankton viral lysis, and grazer-mediated sloppy feeding, egestion,
and excretion play in the production of DOM. In addition, we
explore how seasonal variability affects the physical, chemical, and
biological processes that drive DOM cycling. Observations are used
to evaluate the model performance. Through comparisons with
observations we show that the model is capable of reproducing the
seasonal patterns in plankton biomass and productivity. This then
allows us to examine how biologically mediated DOM production,
transformation, and consumption change in response to seasonal
forcing. These comparisons also highlight the importance of some

Fig. 1. A schematic diagram of the ecosystem model. Grey lines indicate the flow of
carbon only. Segmented lines indicate photochemical reactions. Dashed lines indi-
cate sources of DOM. Hatched lines indicate zooplankton grazing. Processes within
the DOM pool are shown on the right.

poorly constrained processes that require additional research or
more complex numerical approaches.

2. Model description

The model of Anderson and Williams (1998) provided the basic
structure for our biogeochemical model. However, we modified
their model in several significant ways to explicitly account for spe-
cific sources of DOM and photochemical reactions that effect DOM.
Important modifications include: (1) dividing DOM into labile,
semi-labile, and refractory pools, (2) dividing zooplankton and phy-
toplankton into two size classes, (3) removing sedimentation, (4)
including phytoplankton and bacterial viruses as state variables,
and (5) including dissolved inorganic carbon (DIC) as a state vari-
able. A complete list of the model equations can be found in the
Appendix (Section A.2). Tables 1 and 2 give lists of parameters and
variables used in the model. Fig. 1 is a schematic diagram that shows
the flow of nitrogen, and in some instances carbon, between the
model compartments.

The model includes 18 state variables that span the herbivorous
and microbial food webs, with compartments for large phytoplank-
ton (PL), small phytoplankton (PS), large zooplankton (ZL), small
zooplankton (ZS), bacteria (B), phytoplankton viruses (VP), bacte-
riophages (VB), ammonium (A), nitrate (Nn), detritus (DN and DC),
dissolved inorganic carbon (DIC), and labile (LC and LN), semi-labile
(SC and SN), and refractory (RC and RN) DOC and DON. Nitrogen
is the basic unit for simulation and mass balance. However, carbon
has been accounted for by allowing the state variables to have fixed
or varying C:N ratios. Close attention has been paid to the formu-
lation of the interactions between these two elements. Thus, both
the carbon and nitrogen cycles have been constrained. Phosphorus
was not included in the model.

2.1. Station description and data availability

The model was formulated to simulate the mean seasonal
cycling of dissolved organic matter in the surface layer at the Chesa-
peake Bay Program’s (CBP) station CB3.3C (38.9960◦N, 76.3597◦W)
which is located in the main channel of the upper Chesapeake Bay
near the bay bridge (Fig. 2). The mean water depth at this station
from 1997 to 2007 was 25 m with a mixed layer depth that ranged
seasonally between 3.25 and 7.37 m. Due to physical circulation
and the influence of Susquehanna River flow the mixed layer was
deeper during in the summer than at other times of year. Mean sur-
face salinities at this station ranged between 5.05 and 11.86 with
the highest salinities occurring in the summer. The mean seasonal
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Table 1
Model parameters.

Description Symbol Value Units

Phytoplankton light saturation parameter IP 40 W m−2

Phytoplankton photoinhibition parameter Iˇ 400 W m−2

Partitioning of phytoplankton production ˛ 0.95 Dimensionless
Phytoplankton excretion parameter �2 0.26 Dimensionless
Phytoplankton C:N ratio �P 7.5 mol mol−1

Half-sat. const. for Nn uptake by PL KPLNn 20 �M
Half-sat. const. for A uptake by PL KPLA 15 �M
Half-sat. const. for Nn uptake by PS KPS Nn 20 �M
Half-sat. const for A uptake by PS KPS A 10 �M
Half-sat. const for DON uptake by phytoplankton KPL or S LN

20 �M
Large zooplankton maximum consumption rate CZL

1.0 d−1

Small zooplankton maximum consumption rate CZs 2.0 d−1

Zooplankton assimilation efficiency (N) ˇNZ
0.77 Dimensionless

Zooplankton assimilation efficiency (C) ˇCZ
0.64 Dimensionless

Large zooplankton growth coefficient geZL
0.75 Dimensionless

Small zooplankton growth coefficient geZS
0.40 Dimensionless

Half-sat. const. for zooplankton grazing KZ 0.75 �M
Large zooplankton preference for PL ˚PL

0.20 Dimensionless
Large zooplankton preference for PS ˚PS

0.15 Dimensionless
Large zooplankton preference for D ˚D 0.20 Dimensionless
Large zooplankton preference for ZL ˚ZL

0.20 Dimensionless
Large zooplankton preference for ZS ˚ZS

0.20 Dimensionless
Large zooplankton preference for B ˚B 0.05 Dimensionless
Small zooplankton preference for PL ϕPL

0.15 Dimensionless
Small zooplankton preference for PS ϕPS

0.25 Dimensionless
Small zooplankton preference for D ϕD 0.20 Dimensionless
Small zooplankton preference for ZS ϕZS

0.20 Dimensionless
Small zooplankton preference for B ϕB 0.20 Dimensionless
Zooplankton C:N ratio �Z 5.5 mol mol−1

Bacterial gross growth efficiency ggeB 0.30 mol C (mol C)−1

Maximum bacterial growth rate �B 13.3 d−1

Half-sat. const. for ammonium uptake by bacteria KBA 0.50 �M
Half-sat. const. for labile DOC uptake by bacteria KLC

25 �M
Bacteria C:N ratio �B 5.1 mol mol−1

Viral decay rate � 0.60 h−1

Virus C:N ratio �V 3.26 mol mol−1

Production of new viruses from lysis εV 0.50 Dimensionless
Partitioning of sloppy feeding on lrg. zooplankton ωZL

0.69 Dimensionless
Partitioning of sloppy feeding on detritus ωD 0.24 Dimensionless
Partitioning of sloppy feeding on lrg. phytoplankton ωPL

0.26 Dimensionless
Partitioning of mortality to detritus and DOM ˇ1 0.66 Dimensionless
Partitioning of “extra C” from lysis to LC ˇ2 0.025 Dimensionless
Partitioning of “extra C” from lysis to SC ˇ3 0.224 Dimensionless
Partitioning of “extra C” from lysis to RC ˇ4 0.001 Dimensionless
Partitioning of “extra C” from lysis to detritus ˇ5 0.75 Dimensionless
Partitioning of sloppy feeding and B mort to detritus 	D 0.25 Dimensionless
Partitioning of sloppy feeding and B mort. to labile DOM 	L 0.40 Dimensionless
Partitioning of sloppy feeding and B mort. to semi-labile DOM 	S 0.34 Dimensionless
Partitioning of sloppy feeding and B mort. to refractory DOM 	R 0.01 Dimensionless
Labile fraction of DOM from detritus decay ı1 0.50 Dimensionless
Semi-labile fraction of DOM from detritus decay ı2 0.49 Dimensionless
Refractory fraction of DOM from detritus decay ı3 0.01 Dimensionless
Maximum rate of semi-labile DOM hydrolysis �S 4.0 d−1

Half-sat. const. for DOM hydrolysis KS 417 �M C
Partitioning of phytoplankton DOM leakage and plankton mortality to labile DOM OL 0.40 Dimensionless
Partitioning of phytoplankton DOM leakage and plankton mortality to semi-labile DOM OS 0.59 Dimensionless
Partitioning of phytoplankton DOM leakage and plankton mortality to refractory DOM OR 0.01 Dimensionless
Partitioning of lysis product to D εD 0.375 Dimensionless
Partitioning of lysis product to labile DOM εL 0.062 Dimensionless
Partitioning of lysis product to semi-labile DOM εS 0.062 Dimensionless
Partitioning of lysis product to refractory DOM εR 0.001 Dimensionless
Breakdown of N detritus to DOM 
DN

0.055 d−1

Breakdown of C detritus to DOM 
DC
0.040 d−1

Partitioning of viral decay to DOM � 0.10 Dimensionless
UV photooxidation of refractory DOM � 0.0015 d−1

Partitioning of zooplankton excretion to DON and ammonium Z 0.68 Dimensionless
Partitioning of zooplankton DOM excretion to labile and semi-labile pools OZ 0.70 Dimensionless
Partitioning of zooplankton metabolized carbon to DIC and DOC �Z 0.69 Dimensionless
Rate of DOC photooxidation to DIC 
UVC

0.004 d−1

Rate of DON photooxidation to ammonium 
UVN
0.0005 d−1
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Table 2
List of model variables.

Variable Symbol Units

Ammonium A �M N
Bacteria B �M N
Bacteriophages VB �M N
Detritus DN �M N
Detritus DC �M C
Dissolved inorganic carbon DIC �M C
Labile DOC LC �M C
Labile DON LN �M N
Large phytoplankton PL �M N
Large zooplankton ZL �M N
Nitrate Nn �M N
Phytoplankton viruses VP �M N
Refractory DOC RC �M C
Refractory DON RN �M N
Semi-labile DOC SC �M C
Semi-labile DON SN �M N
Small phytoplankton PS �M N
Small zooplankton ZS �M N
Irradiance I W m−2

Vertical light attenuation coefficient Kd m−1

Mortality of plankton (i = B, PL , PS , ZL , or ZS) Si d−1

Biomass from mortality not exported m d−1

Maximum phytoplankton growth rate �P d−1

Light-limited phytoplankton growth JPL or S
d−1

Nutrient limitation of phytoplankton QPL or S
None

Ammonium limitation of phytoplankton Q 1
PL or S

None

Labile DON limitation of phytoplankton Q 2
PL or S

None

Nitrate limitation of phytoplankton Q 3
PL or S

None

Extra photosynthetic carbon exudation EPL or S
�M C d−1

Viral infection rate (i = B, PL, or PS) � i �M−1 N d−1

Zooplankton production FZL or S
�M N d−1

Zooplankton grazing on bacteria GZL or S PL
�M N d−1

Zooplankton grazing on large phytoplankton GZL or S PL
�M N d−1

Zooplankton grazing on small phytoplankton GZL or S PS
�M N d−1

Zooplankton grazing on small zooplankton GZL or S ZS
�M N d−1

ZL grazing on other ZL GZLZL
�M N d−1

Zooplankton grazing on nitrogenous detritus GZL or S DN
�M N d−1

Zooplankton grazing on carbon detritus GZL or S DC
�M C d−1

Zooplankton respiration RZL or S
�M C d−1

Zooplankton excretion EZL or S
�M N d−1

Bacterial production Bgrowth �M N d−1

Uptake of DOC by bacteria UC �M C d−1

Uptake of DON by bacteria UN �M N d−1

Potential uptake of A by bacteria U∗
A

�M N d−1

Realized uptake of A by bacteria UA �M N d−1

Bacterial respiration RB �M C d−1

Bacterial excretion b
 �M N d−1

Nitrification rate �1 d−1

Total suspended solids TSS mg l−1

Temperature T Degrees C
Chlorophyll a Chl �g l−1

Salinity S None
Mixed layer depth Z m
Rate of turbidostat flow h s−1

Susquehanna river flow Friver m3 s−1

Turbidostat equation area (i.e., vessel area) Carea m2

Amount of state variable (i) entering the system io �M C or N

water temperatures ranged between 3 and 27 ◦C. Station CB3.2
(39.1637◦N, 76.3063◦W) located to the north of station CB3.3C pro-
vided boundary condition data for our model runs.

Chemical, physical, and biological data from stations CB3.3C and
CB3.2 were downloaded from the Chesapeake Bay Program web-
site (CBP, online database) for forcing and model validation. At each
station, ammonium, nitrate, chlorophyll, primary production, total
suspended solids (TSS), vertical light attenuation, DON, DOC, par-
ticulate carbon and nitrogen, temperature, salinity, surface layer
depth, and biological (phytoplankton and zooplankton species and
abundance) data were measured once or twice every month. We
calculated mean seasonal values for these parameters by averag-
ing the surface layer data on a monthly or bi-monthly basis from

Fig. 2. Chesapeake Bay Program monitoring station locations.

1997 to 2007, except for DOC data, which were only available from
1987 to 1997. Biological data on phytoplankton and zooplankton
species and numerical abundance were also only available up to
2002. The chlorophyll a data that we used are based on the maxi-
mum chlorophyll a concentration in the water column and not just
surface layer data. We did this because in the spring dinoflagel-
lates, which migrate to the surface during the day and to just above
or in the pycnocline at night, are often present and can represent
most of the chlorophyll in the water column (Adolf et al., 2006;
Keller, personal observation in 2007 and 2008). As CBP sampling at
this station often occurred early in the morning when the dinoflag-
ellates were just starting to migrate from above the pycnocline,
surface measurements underestimate the amount of chlorophyll
that will be present in upper water column throughout most of
the day (i.e., the chlorophyll a maximum is just above the pycno-
cline early in the morning and moves up toward the surface as the
day progresses). Photosynthetically available radiation (PAR) data
used in the model were the monthly seasonal average from a 17-yr
time series taken near the Chesapeake Bay (38.6◦N, 78.2◦W) (Fisher
et al., 2003). Monthly virus and bacterial abundance and production
data from 2002 to 2007 were provided by the Microbial Observa-
tory for Virioplankton Ecology (MOVE) research group. Whenever
possible we calculated means for MOVE data. However, samples
were not taken for all months every year resulting in an incomplete
data set (data availability: Feb.: 2005, 2007; Mar.: 2004–2006; Apr.:
2003–2005; May: 2004, 2005; June: 2003, 2004; July: 2004–2006;
Aug.: 2003–2005; Sept.: 2002; Oct.: 2003–2005; Nov.: 2006). Daily
mean Susquehanna river flow data (1997–2007) from a station at
Conowingo, MD were downloaded from the U.S. Geological Survey
website (U.S.G.S.) and averaged to calculate monthly mean flow.

2.2. Physical parameterization

2.2.1. Model circulation
A turbidostat formulation was used to simulate circulation in

the upper layer at station CB3.3C (see Appendix A.1–A.3). We used
this formulation because circulation in the main channel of the
Chesapeake Bay is two-layered with a fresher layer flowing sea-
ward at the surface and a saltier layer flowing landward at the
bottom (Schubel and Pritchard, 1986). Strong stratification exists
between these layers at this station throughout much of the year
and limits the exchange of nutrients and plankton. Therefore, we
felt that this formulation would allow us to simulate the inflow
and outflow of nutrients, plankton, detritus, and DOM caused by
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Table 3
Seasonally variable parameters.

Day Phytoplankton Chl a
ratio (% small)

Extra ammonium addition
(�mol N d−1)

Mortality (d−1)

PL PS ZL ZS B

0 0.10 0 0.04 0.04 0.01 0.10 0.15
15 0.10 0 0.02 0.04 0.01 0.08 0.15
45 0.20 0 0.02 0.04 0.01 0.08 0.15
74 0.23 0 0.02 0.04 0.02 0.08 0.15
97 0.25 0 0.02 0.04 0.02 0.08 0.15

115 0.25 0 0.02 0.04 0.02 0.08 0.15
127 0.25 0 0.50 0.50 0.02 0.08 0.15
145 0.25 0 0.50 0.50 0.30 0.80 0.15
166 0.30 0 0.50 0.50 0.20 0.80 0.08
188 0.40 0 0.10 0.08 0.20 0.80 0.08
206 0.50 31 0.02 0 0.30 0.80 0.08
219 0.50 67 0.02 0 0.30 0.80 0.08
237 0.50 8 0.02 0 0.30 0.80 0.08
258 0.40 0 0.10 0.01 0.30 0.80 0.15
288 0.25 0 0.25 0.35 0.25 0.80 0.15
319 0.10 0 0.15 0.10 0.15 0.80 0.15
349 0.10 0 0.10 0.06 0.01 0.10 0.15
365 0.10 0 0.04 0.04 0.01 0.10 0.15

this circulation pattern without invoking a more complex hydro-
dynamic model. Additions and losses to state variables caused by
other processes such as sinking, vertical migration, higher trophic
level predation, advection, and diffusion have been accounted for
by having additional loss terms (see Section 2.3.5 below) or by
adjusting the inflowing state variable mass.

2.2.2. Light
Underwater light forcing was calculated using a simple model

(see Appendix A.4) that derives the average irradiance of the surface
layer from PAR, the surface layer depth, and a calculated diffuse
attenuation coefficient (Kd). Kd was calculated (see Appendix A.5)
using an empirical optical model that was derived specifically for
the Chesapeake Bay (Xu et al., 2005).

2.3. Biological parameterization

2.3.1. Phytoplankton
The light- and nitrogen-dependant growth rate of phytoplank-

ton (see Appendix A.6–A.18) is described by an exponential
saturation function with photoinhibition for light dependence
(Platt et al., 1980) and a non-dimensional Michaelis–Menten hyper-
bolic saturation function is used to describe nitrogen (ammonium,
nitrate, and labile DON) dependence. This formulation allows
phytoplankton cells to take up ammonium and labile DON prefer-
entially, with nitrate uptake inhibited in the presence of significant
concentrations of ammonium (Christian et al., 2002; Harrison et al.,
1996) and labile DON. DON uptake by phytoplankton was included
in this model because recent research has shown that DON can be
a significant nitrogen source (up to 50%) for phytoplankton (Fan
et al., 2003; Mulholland et al., 2002, 2003). The maximum attain-
able daily growth rate of large phytoplankton, �P, was calculated
using an exponential temperature function (Bissinger et al., 2008;
Eppley, 1972). Based on allometric theory (Raven and Kübler, 2002)
the maximum growth rate of small phytoplankton was set to be
30% higher than that of large phytoplankton. The half saturation
constants for the uptake of ammonium and nitrate by phytoplank-
ton were used to tune (optimize) the model. Thus they were set
at values, which fall within the ranges reported for the uptake of
ammonium and nitrate by phytoplankton at high nutrient con-
centrations (Collos et al., 2005; Eppley et al., 1969), reflecting the
high nitrate and ammonium concentrations found at station CB3.3C
throughout much of the year. The half saturation constants were
also set so that the uptake affinity for ammonium of small phyto-

plankton is stronger than that of large phytoplankton (Stolte et al.,
1994).

The uptake of DON by phytoplankton is poorly understood
(Mulholland et al., 2003) so we set the half saturation constant for
uptake by phytoplankton at 20 �M, which allows phytoplankton
to take up some DON but restricts it from being their dominant
nitrogen source. Phytoplankton use DIC in combination with nutri-
ents at a fixed C:N ratio for production (Anderson and Pondaven,
2003). A constant fraction of phytoplankton production is exuded
as DOM, and “extra” DOC is also excreted in proportion to pro-
duction (Anderson and Williams, 1998) (see Appendix A.17). The
amount of DOC excreted can range between 5 and 70% of total pri-
mary production (Connolly et al., 1992). The factors that control this
excretion are not fully understood (Flynn et al., 2008) so we chose
to follow the simple parameterization of Anderson and Williams
(1998) where extra DOC excretion is set at a mid-range value of
0.26.

The addition of phytoplankton to the system (see Section 2.2.1)
is based on upstream CBP chlorophyll a data, which does not
differentiate between large and small phytoplankton. Therefore,
we split (Table 3) inflowing chlorophyll between large and small
phytoplankton based on research which shows that larger phy-
toplankton (mostly diatoms and large dinoflagellates) dominate
both biomass and productivity in the winter, early spring, and late
fall and that smaller phytoplankton (cyanobacteria, cryptophytes,
flagellates and small diatoms) dominate production, but not nec-
essarily biomass, in the summer (Adolf et al., 2006; Malone, 1980;
Malone et al., 1996). The phytoplankton chlorophyll to carbon ratio
is modeled (see Appendix A.18) as a function of temperature, light,
and nutrient availability (Cloern et al., 1995).

2.3.2. Zooplankton
Use of food by zooplankton for growth is based on a stoichiomet-

ric model (Anderson and Hessen, 1995) that operates on the basis of
a food-threshold elemental ratio, below which C limits growth and
above which N limits growth (see Appendix A.19–A.56). This for-
mulation accounts for the respiration of DIC, the egestion of feces
to detritus, and the excretion of ammonium and DOM. The maxi-
mum grazing rate, CLZ or S

, was set at 2.0 d−1 for small zooplankton
and 1.0 d−1 for large zooplankton, reflecting the ability of nano-
and micro-zooplankton to grow faster than mesozooplankton (i.e.,
copepods vs. protists) (Tillmann, 2004). The carbon production effi-
ciencies, geLZ or S

, were set at 0.75 for large zooplankton and 0.40
for small zooplankton reflecting measured growth efficiencies for
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Acartia tonsa (Kiørboe et al., 1985), a copepod common at this sta-
tion, and general protozoan growth efficiencies (Caron et al., 1990).
The model also allows for the assignment of “preferences” for dif-
ferent forms of organic nitrogen (i.e., prey) (Hood et al., 2001). Large
zooplankton were assigned preferences (see Table 1) that describe
the diverse diet they have been shown to have (Kleppel, 1993). Note
that the preference assigned to them for grazing on bacteria was
selected to account for inadvertently ingesting particle-attached
bacteria rather than actual selective grazing on bacteria. Small zoo-
plankton grazing preferences (see Table 1) were assigned to reflect
known preferences for small phytoplankton, other small zooplank-
ton, and bacteria (Boenigk and Arndt, 2002; Calbet and Landry,
2004; Tillmann, 2004).

The production of DOM and detritus as a result of large zoo-
plankton sloppy feeding is based on a predator-to-prey size ratio
(Møller, 2005) that determines the amount of DOM and detritus
produced (see Appendix A.57). Zooplankton excretion of ammo-
nium and DON was set so that 68% of the nitrogen excreted is in
the form of ammonium with the remaining 32% in the form of DON
(Steinberg et al., 2002). Excretion of DOC by zooplankton was set so
that 31% of the carbon released (including respiration) was in the
form of DOC (Steinberg et al., 2000).

The inflow of zooplankton to the system (see Section 2.2.1)
was based on mean monthly abundance of mesozooplankton and
microzooplankton at station CB3.3C (zooplankton data for sta-
tion CB3.2 was unavailable). Large zooplankton inflow was based
on the abundance of the copepods Acartia tonsa and Eurytemora
affinis because these species dominate the Chesapeake Bay meso-
zooplankton community (Kimmel and Roman, 2004). We used
a conversion factor of 2.5 �g carbon per copepod (Huntley and
Lopez, 1992) to convert the number of adult copepods and cope-
podites to carbon biomass. Then, we increased the calculated
carbon biomass by 10% to account for the presence of other meso-
zooplankton and higher up-bay copepod abundances (Zhang et al.,
2006). Small zooplankton biomass inflow was calculated by first
estimating nano/microflagellate abundances from CBP microzoo-
plankton data, which only reported microzooplankton abundances
for cells larger than 44 �m (mostly copepod nauplii, rotifers, and
large ciliates). The nano/microflagellate to ciliate ratio of 500 that
we used was based on a study of seasonal abundances of ciliates
and microflagellates in Chesapeake Bay (Dolan and Coats, 1990).
The abundances of nano/microzooplankton were then converted
to carbon using conversion factors of 0.22 pg C times cell volume
(�m3) for nano/microflagellates (Børsheim and Bratbak, 1987) and
0.154 pg C times cell volume (�m3) for ciliates (Müller and Geller,
1993). In these calculations we assumed an average cell volume
of 200 �m3 for nano/microflagellates and 100,000 �m3 for ciliates
and other microzooplankton.

2.3.3. Bacteria
The cycling of C and N by bacteria is described and param-

eterized following Anderson and Williams’ stoichiometric model
(Anderson and Williams, 1998). This formulation (see Appendix
A.58–A.67) describes the adaptive capability of bacteria and
assumes that labile DOC and DON are the primary growth sub-
strates, with ammonium uptake supplementing DOM only when
the C:N of DOM is high. Thus, bacteria act as either remineralizers or
consumers of ammonium, depending on the relationship between
their fixed C:N ratio and that of the DOM they consume. Bacte-
rial growth efficiency was set at 0.30 to reflect measured estuarine
growth efficiencies (del Giorgio and Cole, 1998).

The addition of bacteria to the system (see Section 2.2.1) was
based on monthly mean MOVE data from station CB3.3C as data
from a more northern station, which showed similar abundance
trends, was only partially available for one year. This data set was
not as complete as the CBP data sets used for other state vari-

ables but provides us with information that we would otherwise
be without. In addition, we are confident that this data set reflects
the general pattern of bacterioplankton seasonal abundance as it
shows a trend similar to mid-bay seasonal bacterioplankton mea-
surements made in 1990 and 1991 (Shiah and Ducklow, 1994a). A
conversion factor of 30.2 fg of C per cell (Fukuda et al., 1998) was
used to convert bacterioplankton abundance to biomass.

2.3.4. Viruses
Viruses that infect phytoplankton and bacteria are considered

to be a component of DOM even though they were treated as sepa-
rate state variables for the purpose of this model. In our model viral
infection and subsequent lysis of the host produced new viruses,
detritus, and DOM. The infection of phytoplankton and bacteria by
viruses was modeled so that 40% of bacteria, 7% of small phyto-
plankton, and 3% of large phytoplankton were lysed per day (see
Appendix A.82–A.84). These infection rates are within the wide
range of reported infection rates that are based on calculations of
the abundance of viruses and how many need to be produced daily
to sustain that abundance given calculated decay rates (Fuhrman,
1999; MOVE; Weinbauer, 2004; Wommack and Colwell, 2000). To
calculate the production of new viruses from lysis we used averaged
burst size data which shows that the number of viruses produced
per lysis event averages 24 phages per cell lysed for bacteria and
up to 400–500 viruses per lysed cell for large phytoplankton like
Emiliania huxleyi (Wommack and Colwell, 2000). Based on these
burst sizes and our calculations of viral biomass (see below), 50%
of the mass of a lysed cell is converted to new viruses (εV) with the
remaining cellular contents entering the detritus (37.5%) and DOM
pools (12.5%). Viral decay or loss was formulated using a power
function (Fischer et al., 2004), to prevent viral biomass from oscil-
lating uncontrollably, with destroyed viral material returning to the
DOM pool. Because viral decay rates are poorly constrained and a
large range is reported in the literature (Weinbauer, 2004) we used
the decay rate to tune the model.

Since virus data is typically reported in terms of abundance we
needed to convert viral abundance to biomass. In order to do this we
assumed that roughly half of a virus’s mass was DNA and half pro-
tein (Szybalski, 1974). Since virus data often includes the genome
size (kb) we were able to calculate the amount of nitrogen and car-
bon for different sized viruses based on the amount of carbon and
nitrogen in DNA (assuming viral DNA is 35% guanine and cytosine
and 65% adenine and thymine). The amount of nitrogen and car-
bon in our viral protein was based on the amount of nitrogen and
carbon in a 15,484 Da T4 bacteriophage capsid protein which con-
tained 176 nitrogen atoms and 682 carbon atoms (Mazzone, 1998).
So, according to our calculations the virus C:N ratio is 3.26 and a
40 kb virus (bacteriophage) has 3.11 × 10−11 �M C, a 175 kb virus
(small phytoplankton virus) has 1.36 × 10−10 �M C, and a 225 kb
virus (large phytoplankton virus) has 1.75 × 10−10 �M C.

As with bacteria, the inflow of viruses to the system (see Sec-
tion 2.2.1) was based on monthly mean MOVE abundance data
from station CB3.3C as data from a more northern station, which
showed similar abundance trends, was only partially available for
one year. Because the data set does not differentiate between dif-
ferent types of viruses we estimated that 80% are bacteriophages
(assuming an average size of 40 kb), 9% are small phytoplankton
viruses (assuming an average size of 175 kb), and 9% are large phy-
toplankton viruses (assuming an average size of 225 kb) based on
data that supports the hypothesis that most aquatic viruses are
bacteriophages (Wommack and Colwell, 2000).

2.3.5. Mortality
Mortality terms (Table 3) were set to account for biomass losses

and export due to natural mortality, sinking, advection, diffusion,
and higher trophic level predation. Our formulation (see Appendix
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A.85) allows some of the biomass from mortality, determined by
m, to stay in the system (up to 2% for all plankton except large
zooplankton who have an in system loss of up to 1%) and become
detritus and DOM. Any biomass loss in excess of 2% (1% from large
zooplankton) is exported from the model.

In order to reproduce the seasonal patterns observed in plank-
ton biomass at this station it is necessary to vary the mortality
terms (Si) seasonally. Although these adjustments may seem some-
what arbitrary, they can be justified for a number of reasons, and
are the type of adjustments that have had to be made in previous
Chesapeake Bay modeling studies (Xu and Hood, 2006). Moreover,
they were set a priori and so were not used for any major tuning
of the model. Mortality rates for phytoplankton were increased in
the spring and fall to account for sinking and sedimentation follow-
ing the spring bloom (Malone et al., 1996, 1988) and mixing of the
water column associated with the fall overturn (Boicourt, 1992).
Mortality rates for zooplankton were increased during the sum-
mer and early fall to reflect high seasonal predation by ctenophores
(Stoecker et al., 1987) and the jellyfish Chrysaora quinquecirrah
(Baird and Ulanowicz, 1989; Purcell, 1992). Atlantic menhaden, bay
anchovies, other filter-feeding fish, and larval fish may also exert
high predation pressure on both phytoplankton (mostly menhaden
predation) and zooplankton at different times of the year (Baird and
Ulanowicz, 1989; Hartman et al., 2004; Lewis and Peters, 1994).
Furthermore, plankton may also experience predation by benthic
or attached predators, who are more active during the warmer
months of the year.

2.4. Dissolved organic matter

Dissolved organic matter has separate state variables for C and N
which are divided into labile, semi-labile, and refractory pools fol-
lowing Anderson and Williams (1999) (see Appendix A.74–A.79).
Dissolved organic matter is produced by phytoplankton excretion
and leakage, zooplankton sloppy feeding, zooplankton excretion,
viral lysis of phytoplankton and bacteria, plankton mortality, and
detritus decay. Labile DOM is consumed directly by bacteria and
phytoplankton. Semi-labile DOM requires ectoenzyme hydroly-
sis by bacteria to become available (labile) for consumption. A
Michaelis–Menten kinetic formulation (Anderson and Williams,
1999) describes bacterial hydrolysis of semi-labile DOM, with semi-
labile DOM entering the labile and refractory DOM pools upon
hydrolysis. Refractory DOM is considered unavailable for consump-
tion by bacteria and phytoplankton.

Photochemical processes are assumed to be the only means
of turnover for refractory material. These processes are included
because research has shown that UV radiation tends to make
terrestrially derived refractory material from coastal and estu-
arine environments more available for use by bacteria (Mopper
and Kieber, 2002). Our formulation followed that of Anderson
and Williams (1999) with this process occuring at a rate of
0.0015 �M C or N d−1. Photochemical processes are also respon-
sible for the conversion of DOC to dissolved inorganic carbon,
and the global average removal rate is estimated to be approxi-
mately 0.038 �M C d−1, if all DOC is considered to be photoreactive
(Miller and Zepp, 1995). As not all DOC is photoreactive or sub-
jected to direct photochemical reactions and the exact removal
rate is unknown, we formulated this conversion to occur at a
lower rate of 0.004 �M C d−1. Recent research (Koopmans and
Bronk, 2002) has also shown that in humic-rich surface waters
photochemical processes can release ammonium from more refrac-
tory DON. Unfortunately, the rate at which this reaction occurs
is poorly understood so we allowed only small amounts of DON
(0.0005 �M N d−1) to be photooxidized to produce ammonium.

The amount of dissolved organic matter production that enters
the labile, semi-labile, and refractory pools is difficult to estimate

because it is poorly understood. Further complicating this parti-
tioning is the fact that production, involving the same processes
such as phytoplankton exudation, may be different for different
species (i.e., the amount and lability of exuded DOM will not be
the same for a diatom and a dinoflagellate). Previous modeling
studies of DOM cycling have typically adjusted these parame-
ters in order to achieve acceptable fits to the data (Christian and
Anderson, 2002). We had to take a similar approach after trying
to use partitioning parameters from previous models, which were
for coastal and open ocean systems, and finding poor fits with sta-
tion CB3.3.C data. However, our partitioning was not completely
arbitrary. Partitioning of DOM to the labile fraction was based on
work by Wetz et al. (2008) who measured a 41% average degra-
dation of phytoplankton derived DOC after three days in coastal
waters. Partition of DOM to the semi-labile fraction was based on
a number of studies which have shown that a large fraction of
freshly formed DOM is semi-labile and degraded over a period of
weeks (Aluwihare and Repeta, 1999; Chen and Wangersky, 1996;
Gobler and Sañudo-Wilhelmy, 2003; Meon and Kirchman, 2001).
In addition, the Anderson and Williams (1998) modeling study
also suggested that a large fraction of the DOC produced by pri-
mary producers was semi-labile in nature. Little is known about
the production of refractory DOM, although it has been shown to
be directly produced during blooms in mesocosm studies (Kragh
and Søndergaard, 2009). Bacterially-mediated remineralization of
DOM has also been shown to produce refractory DOC (Brophy
and Carlson, 1989; Ogawa et al., 2001). However, only a small
fraction of biologically produced DOM escapes remineralization
(Benner, 2002) so we partitioned only a small amount to the refrac-
tory fraction. Thus, on this basis 40% of phytoplankton exudation
and non-detrital zooplankton and phytoplankton mortality was
partitioned to labile DOM, 59% to semi-labile DOM, and the remain-
ing 1% to refractory DOM. We also partitioned 53% of DOM from
sloppy feeding and bacterial mortality to labile DOM, 45% to semi-
labile DOM, and the remaining 2% to refractory DOM. DOM from
viral lysis was partitioned so that it was split evenly between the
labile and semi-labile pools with only a small amount <1% enter-
ing the refractory pool. Extra DOC from viral lysis (to account
for C:N ratio differences) was partitioned so that 1% went to the
labile pool, 89.6% went to the semi-labile pool, and the remain-
ing amount went to the refractory pool. DOM from the decay
of detritus was partitioned so that 50% went to labile DOM, 49%
went to semi-labile DOM, and the remaining 1% went to refractory
DOM.

The inflow of DOM to the system (see Section 2.2.1) was based
on mean monthly DOC and DON concentrations from station CB3.2.
As this data did not report on the bioavailability of the DOM we
set the bioavailability during the tuning process. While this may
seem somewhat arbitrary, there is very little data available on the
biodegradability of DOM discharged by rivers into estuaries and the
few studies that have reported on the bioavailability of this DOM
have shown that it is highly variable (0–73%) and dependent on
hydrological processes in the watershed (Cauwet, 2002). In addi-
tion, it also appears that the estuarine turbidity maximum, which
is upstream of station CB3.3C, can be a source of DOM, especially
during the summer (Fisher et al., 1998) and thus may provide this
station with “new” DOM that may be readily degradable by the
unique communities of bacteria that develop in the middle of estu-
aries (Crump et al., 2004). Setting the bioavailability of inflowing
DOM during the tuning process also allowed us to better constrain
these parameters using the model results (i.e., inflowing DOM
bioavailability must be near these values for the model to achieve
a reasonable solution). Therefore, on this basis inflowing DON was
partitioned between the labile (20%), semi-labile (30%), and refrac-
tory (50%) pools and inflowing DOC was partitioned between the
labile (19%), semi-labile (30%), and refractory pools (51%).



Author's personal copy

1146 D.P. Keller, R.R. Hood / Ecological Modelling 222 (2011) 1139–1162

2.5. DIC, DIN, and Detritus

The production and uptake of DIC are discussed in the sec-
tions above. In order to avoid the complications of modeling CO2
air–sea interactions, and because this process was not a focus of
our research, DIC inflow was set so that it balanced the uptake
of DIC and kept the concentration of DIC at 2100 �M C. The bio-
logical production and consumption of ammonium and nitrate
are discussed above. The inflow of ammonium and nitrate to the
system (see Section 2.2.1) was based on monthly mean measure-
ments from station CB3.2. In addition, we found during tuning
that we had to add extra ammonium to the system in the sum-
mer (Table 3) to account for the nitrogen added to surface waters
from below by wind induced mixing or tilting of the water col-
umn and phytoplankton migrating to or below the pycnocline to
acquire nutrients. Vertical migration by phytoplankton is well doc-
umented (Beckmann and Hense, 2004; Ross and Sharples, 2008)
and almost certainly occurs at this station in the summer because
of the phytoplankton species present, high productivity, and high
concentration of ammonium below the pycnocline (CBP data). It has
also been hypothesized that wind-driven mixing and tilting of the
pycnocline can increase the transport of ammonium from below
the pycnocline to surface waters and stimulate high summer pri-
mary productivity (Yeager et al., 2005). The biological production
and consumption of detritus is discussed in the sections above. In
addition to these processes, detritus decayed to DOM following the
formulation of Anderson and Pondaven (2003) with nitrogenous
detritus breaking down slightly faster (0.055 �M N d−1) than car-
bon detritus (0.040 �M C d−1). The inflow of detritus to the system
was based on particulate carbon and nitrogen (PC, PN) data from
station CB3.2. In order to account for the presence of living biomass
in the PC and PN data we subtracted the inflowing biomass of phyto-
plankton, zooplankton, and bacteria from it. We do not have specific
loss terms to account for the loss of detritus due to sinking although
we have partially accounted for some of this loss by directly export-
ing plankton biomass, that may have become detritus, out of the
system using the mortality terms described in Section 2.3.5.

3. Results

In this section we present the results our main run solution, the
model skill assessment, and selected parameter sensitivity stud-
ies. When possible, comparisons are made to mean monthly or
bi-monthly (climatological) CBP station measurements from 1997
to 2007. The quantitative metrics that we used to assess the model
skill (root mean squared error (RMSE), the correlation coefficient
(r), reliability index (RI), average error bias (AE), average absolute
error (AAE), and modeling efficiency (MEF)) are as described in Stow
et al. (2009).

3.1. Main run results

3.1.1. Comparison with CBP station CB3.3C data
In general the model results compare well with the available

station data (Figs. 3 and 4 and Table 4). Simulated ammonium and
nitrate concentrations both reproduce the observed seasonal pat-
terns fairly well (Fig. 3a), although the modeled concentration of
nitrate was slightly high in the winter, spring, and fall and a lit-
tle low in the summer. The model also generally reproduced the
peaks and patterns of observed chlorophyll a (Fig. 3b). However,
the model did not capture the timing of when the spring bloom
begins. The modeled and observed DOC concentrations are also
similar (Fig. 3c), although there was a tendency for the model to
slightly underestimate the DOC concentration at certain times of
the year. The modeled DON concentrations were within the range

Table 4
Model skill assessment quantitative metrics. Root mean squared error (RMSE), cor-
relation coefficient (r), reliability index (RI), average error bias (AE), absolute average
error (AAE), and modeling efficiency (MEF).

Nitrate Ammonium DON DOC Chlorophyll a Kd

RMSE 6.62 1.14 3.54 18.79 3.61 0.17
r 0.97 0.79 0.25 0.81 0.89 0.62
RI 1.51 1.40 1.09 1.04 1.09 1.06
AE 1.55 −0.14 0.50 −12.97 −0.34 0.11
AAE 5.83 0.93 2.95 15.31 2.40 0.18
MEF 0.88 0.59 −0.40 0.02 0.79 −0.26

of DON observations and agreed reasonably well with the obser-
vations in the early summer and at a point in the fall (Fig. 3d).
However, the model missed the timing of a peak in DON in the
spring and produced this peak later when observed springtime DON
had decreased. In addition, the model overestimated the concentra-
tion of DON in the late summer, producing a peak that then declined
to below the observed DON concentration in the late fall and winter.
Most of the variability in the modeled DOM concentrations was due
to changes in the semi-labile pools of DOC and DON. While we do
not have measurements of seasonal bioavailability at this station for
comparison, this result is consistent with observations from various
systems around that world, including Chesapeake Bay, which show
that DOC, and sometimes DON, concentrations vary seasonally as a
result of changes in the labile and/or semi-labile DOM pool (Bronk,
2002; Bronk et al., 1998; Carlson, 2002; Cauwet, 2002; Raymond
and Bauer, 2001).

The empirical light model that we used was able to reproduce
the observed pattern of Kd values reasonably well (Fig. 4a), although
there was a tendency for the model to overestimate Kd in the spring.
As Table 4 shows, the model output for Kd compares well with the
observations for some metrics, but does poorly for other metrics
such as the correlation coefficient (r) and the modeling efficiency
(MEF). In Fig. 4b, which shows PAR at the surface and the average
PAR in the mixed layer, it is interesting to note that even though the
PAR input used by the model changed seasonally along with mod-
eled Kd, the calculation of average PAR in the surface layer showed
little change throughout the year.

3.1.2. Biomass and detritus
Phytoplankton biomass peaked twice, once in the spring, and

once in the summer/early fall (Fig. 5a). The spring biomass peak
was composed mostly of large phytoplankton, while the sum-
mer/early fall biomass peak was composed of a mix of large and
small phytoplankton (Fig. 5c shows similar results in terms of
chlorophyll). Since these results closely match the chlorophyll a
concentrations reported at station CB3.3C (Fig. 3b) and the gen-
eral patterns in phytoplankton composition and biomass reported
for the Chesapeake Bay (Adolf et al., 2006; Malone et al., 1996)
we believe that the model did a relatively good job of capturing
the phytoplankton biomass dynamics at this station. The biomass
of large zooplankton peaked in the spring following the spring-
time phytoplankton bloom and then leveled off with low biomass
during the summer and very little biomass in the winter. These
results are of a similar magnitude and consistent with the long-
term trends in mesozooplankton abundance reported for the upper
Chesapeake Bay (Kimmel and Roman, 2004) and with CBP data for
station CB3.3C. The biomass of small zooplankton remained low
(compared to other plankton) throughout the year with the high-
est biomass (1.02 �M N) occurring in the summer. Our modeled
maximum summer microzooplankton biomass was very similar
to the maximum microzooplankton biomass reported at station
CB3.3C in summer of 2000 by Johnson et al. (2003) who found that
the heterotrophic and mixotrophic ciliate biomass was 4.16 �M C
(0.75 �M N using a microzooplankton C:N ratio of 5.5) and the het-
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Fig. 3. The modeled and mean observed concentrations of (a) ammonium and nitrate; (b) chlorophyll a; (c) DOC; (d) DON at station CB3.3C.

erotrophic dinoflagellate biomass was 5.82 �M C (1.01 �M N using
a microzooplankton C:N ratio of 5.5). A direct comparison with CBP
station CB3.3C microzooplankton data was not performed because
this data was collected with a 44 �m net, which may capture less
than half of the total microzooplankton biomass (Brownlee and
Jacobs, 1987). However, the trend in abundance showed a sim-
ilar pattern to our modeled data with the highest abundance of
microzooplankton occurring in the summer.

The biomass of bacteria was the highest in the summer and rel-
atively constant throughout the spring, winter, and fall. Our results
are consistent with a study of Chesapeake Bay bacterioplankton by
Shiah and Ducklow (1994a) who found similar seasonal trends in
abundance and biomass (range 0.49–9.86 �M N; annual average:
upper bay 2.69 �M N, mid-bay 3.87 �M N). The biomass of viruses
(Fig. 5b) generally followed the seasonal abundance of their hosts
(Fig. 5a) and was therefore rather constant throughout the year for
bacteriophages and showed two peaks, a small one in the spring and
a larger one in the summer, for phytoplankton viruses. These results
are within the range of virus abundance data (when converted to
biomass) reported by Wommack et al. (1992) for the Chesapeake
Bay (range 0.042–2.09 �M N; annual mean 0.40 �M N) and show
the same seasonal trend with the highest viral abundance (biomass)
in the late summer and fall. Our results are also consistent with
the limited MOVE virus data for station CB3.3C. The concentration
of detritus (Fig. 5d) was highest in the late summer when plank-
ton biomass was at its seasonal maximum and productivity was
high.

3.1.3. Production
Primary production (Fig. 6) was lowest in the winter and peaked

in the spring and again in late summer. The contribution to total
primary production by the different size classes of phytoplankton
changed seasonally with large phytoplankton dominating produc-
tion in the spring and small phytoplankton dominating production
in the late summer, a result that is consistent with studies of
this area of the bay (Adolf et al., 2006). In the spring and early
summer primary production was fueled by the uptake of nitrate,
which was abundant at this time of year (Fig. 3a), while in the
late summer peak primary production was fueled by the uptake
of ammonium (Supplemental Fig. 1). We were unable to directly
compare our primary production rates with CBP data because of
the methodology they used to measure primary production. How-
ever, we did compare trends, which show that our results are
similar to the mean CBP primary production observations at sta-
tion CB3.3C, with low winter productivity and peaks of nearly
equal magnitude in the spring and late summer (comparisons not
shown).

Modeled bacterial production fluctuated throughout the year
between 0.4 and 0.7 �mol C d−1 (average 0.53 �mol C d−1) which
compares well with the 0.5 �mol C d−1 bacterial production mea-
surements made by Raymond and Bauer (2001) during DOC
consumption experiments in the nearby York River estuary, a sub-
estuary of the Chesapeake Bay. The CBP does not collect bacterial
production data so we were unable to make any direct comparisons
to station data.



Author's personal copy

1148 D.P. Keller, R.R. Hood / Ecological Modelling 222 (2011) 1139–1162

Fig. 4. Comparisons between: (a) the modeled and mean observed vertical light
attenuation coefficient (Kd) (m−1); (b) modeled photosynthetically available radia-
tion (PAR) and the amount of PAR just below the water surface (95% of PAR at the
surface, 5% reflectance loss).

3.1.4. Zooplankton grazing
The sources of nitrogen in the diet of large zooplankton

(Supplemental Fig. 2a) varied throughout the year, indicating a
diverse diet, and reflecting the seasonal abundances of different
food sources. The sources of nitrogen in the diet of small zoo-
plankton (Supplemental Fig. 2b) were less varied, indicating a more
selective diet, consisting of mostly phytoplankton and bacteria.
The percentage of primary production lost to zooplankton graz-
ing (Supplemental Fig. 2c) shows that zooplankton had the largest
impact on primary production in the spring with large zooplankton
consuming almost half of daily primary production. Measurements
of primary production lost to zooplankton grazing in the mesoha-
line portion of Chesapeake Bay (south of station CB3.3C) show a
similar trend with the highest consumption occurring in the spring
during March (White and Roman, 1992).

3.1.5. DOM sources and cycling
The production of DOM (Fig. 7) peaked in the spring and the late

summer, corresponding to the peaks in plankton biomass and pro-
ductivity described in the sections above. It is interesting to note
that peaks in DOC production (Fig. 7a) were of roughly the same
magnitude (1.88 and 2.08 �M C d−1) while the springtime DON pro-
duction (Fig. 7b) peak (159.5 nM N d−1) was much higher than the
late summer peak (98.7 nM N d−1). A more detailed examination
of DOC production shows that phytoplankton exudation was the

dominant source of DOC, averaging 63% of total DOC production
throughout the year, except for a brief period during the spring
when the production of DOC from sloppy feeding was high. Viral
lysis was also an important source of DOC (averaging 14% of total
DOC production throughout the year), especially during the late
summer and early fall. Mortality, the decay of detritus, zooplank-
ton excretion, and sloppy feeding all produced minor amounts of
DOC throughout the year, except for the noted peak in the pro-
duction of DOC by sloppy feeding in the spring. The contribution of
different sources of DON to total DON production varied much more
seasonally than for DOC. In the spring sloppy feeding was the most
important source of DON (up to 75% of total DON production). This
result is consistent with a study by Bronk et al. (1998), which sug-
gested that sloppy feeding contributed significantly to spring DON
production. In the summer when DON production peaked again, the
peak was due to increases in all DON sources with production from
viral lysis (36%) > phytoplankton exudation (26%) > the decay of
detritus (18%) > mortality (9%) > sloppy feeding (7%) > zooplankton
excretion (4%). The decay of viruses (Fig. 5b) also transferred sig-
nificant amounts of organic matter (61.62–154.94 nM N d−1 and
0.20–0.51 �M C d−1) from viruses to the modeled pools of DOM.

A more detailed look at individual sources of DOM (Fig. 8) high-
lights the seasonal role that different groups of plankton play in
DOM cycling. The release of DOM by phytoplankton (Fig. 8a) in
the spring came mostly from large phytoplankton while in the late
summer most of the DOM was produced by smaller phytoplankton.
These seasonal patterns of phytoplankton DOM production cor-
respond with the seasonal biomass and productivity patterns of
phytoplankton. The production of DOM by sloppy feeding (Fig. 8b)
peaked in the spring when the biomass (Fig. 5a) of large zoo-
plankton was highest. Most of the DOM produced by this process
came from large zooplankton feeding on other large zooplank-
ton with lesser amounts coming from large zooplankton feeding
on large phytoplankton and detritus. The production of DOM by
viral lysis (Fig. 8c) peaked slightly in the spring and then reached
a maximum rate in the late summer. Lysis of bacteria was the
most important source of DOM throughout the year but the max-
imum amount of DOM produced by this process was from the
lysis of small phytoplankton in the late summer. The production
of DOM from mortality (individual sources not shown) and the
breakdown of detritus (Fig. 7) track the mass of that source as
it changes seasonally (i.e., the peak in large zooplankton biomass
corresponds to a peak in DOM from the mortality of large zooplank-
ton).

The transformation and C:N ratio of DOM is shown in Fig. 9. The
rate of ectoenzyme hydrolysis of the semi-labile DOM pool (Fig. 9a)
peaked in the summer when the concentration of semi-labile DOM
and bacterial biomass were at their seasonal maxima. Due to the
model formulation most (90%) of this semi-labile DOM was trans-
formed into labile DOM with only a small fraction becoming more
refractory. Photochemical reactions were especially important for
turning over the refractory pools of DOM. Photochemical processes
(Fig. 9b) converted DOC to DIC at a mean rate of 0.029 �M C d−1,
DON to ammonium at a mean rate of 0.299 nM N d−1, refractory
DOC to labile DOC at a mean rate of 0.006 �M C d−1, and refractory
DON to labile DON at a mean rate of 0.467 nM N d−1.

The primary consumers of DON were bacteria (Supplemental
Fig. 3) with phytoplankton taking up minor amounts of DON when
their biomass and productivity was highest. The maximum uptake
of DON by bacteria occurred in the spring. High rates of DON uptake
by bacteria did not occur in the summer because the C:N ratio of
labile DON (Fig. 9c) was high at this time of year causing them
to become nitrogen limited and start taking up ammonium. The
degree to which this actually occurs is unknown as DOM uptake by
bacteria has not been measured seasonally at this station. However,
previous studies (Apple et al., 2006; Shiah and Ducklow, 1994a,b)
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Fig. 5. Model output: (a) plankton biomass; (b) phytoplankton [P] and bacterial [B] virus biomass, production, and decay; (c) large and small phytoplankton chlorophyll a
concentration; (d) detritus mass and C:N ratio.

in the Bay have suggested that bacteria become substrate limited
in the summer when the temperature exceeds 20 ◦C.

3.2. Sensitivity analysis

Model sensitivity to selected parameters (see Fig. 10) was
assessed by varying each in turn ±50% of their default value. The

Fig. 6. Model output: primary production.

affect of the parameter variations was then determined by compar-
ing the adjusted model output to the main model run at times of
the year when biomass and productivity were high, in the spring
(day 90) and the late summer (day 225). The sensitivity of primary
and bacterial production to these parameter variations is discussed
below because of the key roles that these processes play in DOM
production and cycling. Light limitation of phytoplankton growth
was not addressed in this sensitivity analysis because the amount of
light that phytoplankton received in the normal model run (Fig. 4b)
was similar throughout the year and always somewhat limiting
(i.e., phytoplankton growth would always be sensitive to changes
in light availability).

An examination of the sensitivity of modeled primary produc-
tion indicates that in addition to light limitation, spring (Fig. 10a)
production was limited by the growth rate of phytoplankton, �P,
and their growth efficiency (in this case, ˛, the amount of pro-
duction not lost to DOM through leakage) with the availability
of nitrogen not being an issue, as indicated by a lack of sensitiv-
ity to changes in the phytoplankton C:N ratio, �P. In the summer
(Fig. 10b) primary production was limited more by nitrogen (and
light availability) than anything else (indicated by sensitivity to
ggeB, which affects nitrogen remineralization by bacteria, and �P).
These results are in agreement with an analysis by Malone et al.
(1996), which suggest that Chesapeake Bay phytoplankton growth
in this region is nutrient saturated in the spring and nitrogen lim-
ited in the summer. Phytoplankton biomass was similarly sensitive
(data not shown) to the parameters that affected production at
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Fig. 7. Modeled DOM production for (a) DOC and (b) DON.

different times of the year. However, unlike primary production
sensitivity, phytoplankton biomass was also sensitive in the spring
to variations in their C:N ratio, �P, because of the affect it had
on zooplankton biomass and grazing mortality for phytoplank-
ton (data not shown). Small phytoplankton biomass also showed
a greater magnitude of sensitivity in the summer (2-fold change
in biomass compared to spring). In addition, it was evident that
competition was occurring between large and small phytoplank-
ton, as their biomass and productivity was inversely sensitive to
parameter variations that affected the other either negatively or
positively.

Bacterial production in the spring (Fig. 10 c) was most sensi-
tive to factors that affect growth (�B, ggeB, KLC

), with only a slight
indication of any nutrient (DOM) limitation (sensitivity to � and
phytoplankton exudation parameters). In the summer, bacterial
production was sensitive to parameter variations that increased the
amount of available DOM (˛, 
DN

, �, �P, �2, KS) and their growth
efficiency (Fig. 10d). In addition, summer nutrient limitation was
also indicated by bacterial production not being sensitive to vari-
ations in their growth rate, �B. Bacterial biomass was sensitive
(data not shown) to the same parameter variations as production
(Fig. 10c and d) with the only difference being a greater magnitude
of sensitivity in the summer (2-fold change in biomass compared
to spring).

The biomass of large and small zooplankton was sensitive
in both the spring and summer (data not shown) to parameter
variations in their growth coefficients (geZL

and geZL
) and the phyto-

plankton C:N ratio, �P. And except for small zooplankton biomass in
the spring, they were sensitive to variations in their mortality rates,
mZL and mZS. Large zooplankton were also sensitive to variations in
the sloppy feeding parameters, ωZL

, ωPL
, ωD (which are essentially

assimilation terms), and to variations that affected phytoplankton
growth, with sensitivity to changes in the phytoplankton growth
rate, �P, and efficiency, ˛.

Total DOC and DON concentrations were much more sensitive
to parameter variations in the summer than they were in the spring
(Fig. 11, note differences in the x-axis scales). Most of this sensitiv-
ity was in the semi-labile pools of DOM as the refractory pools were
rather insensitive to parameter variations and the labile DOM pools
actually exhibited the opposite behavior and were more sensitive
in the spring than in the summer (data not shown). The labile DOM
pools were for the most part sensitive only to parameter variations
that affected bacterial growth and uptake of DOM. The semi-labile
DOM pools were sensitive to parameters that controlled the pro-
duction of DOM, with the semi-labile DOC pool being especially
sensitive to phytoplankton DOC exudation, as well as the trans-
formation of DOM (i.e., hydrolysis of semi-labile DOM). The model
was also particularly sensitive to parameter variations that affected
phytoplankton (i.e., C:N ratio, exudation, growth rate) which is
not surprising since primary production ultimately provides the
organic matter that is cycled through the various DOM pools.

These results of the sensitivity analysis indicate that DOM
cycling is intricately tied to the biomass and production of zoo-
plankton, phytoplankton, and bacteria with the relative magnitude
of sources and sinks of DOM dependant on the relationships
between these groups (i.e., high phytoplankton biomass and
productivity results in increases in DOM exudation which then pro-
vides a substrate to fuel bacterial growth, resulting in more DOM
release from bacterial viral lysis and so on). These results are in
agreement with a previous sensitivity analysis of this model which
examined, in detail, how sensitive the production, transformation,
and uptake of DOM was to parameter variations at steady-state
under eutrophic, mesotrophic, and oligotrohic nutrient conditions
(Keller and Hood, 2011).

4. Discussion

4.1. Model formulation

Dissolved organic matter cycling is very complex because it
involves numerous biological, chemical, and physical processes.
This complexity creates a problem when trying to understand and
model DOM cycling because complex models, with many state vari-
ables and parameters, often do not perform better than simpler
ones (Anderson, 2005; Arhonditsis et al., 2006; Freidrichs et al.,
2007; Hood et al., 2006). However, since the cycling of DOM is
so complex, it cannot be adequately described using the simple
modeling approach of aggregating species into all-encompassing
functional groups (as in NPZ models) and adding a DOM pool. There-
fore, when DOM is included in a model the purpose and goals of
the research must be carefully considered during model develop-
ment. In the study presented here the objective of this research was
to simulate the autochthonous production of DOM from processes
that are thought to be important in the Chesapeake Bay. In order
to do this we decided that it was necessary to explicitly include
the sources (and sinks) of this DOM as state variables. In addition,
DOM had to be adequately described. Our justification for adding
state variables to previous model formulations of DOM cycling (i.e.,
Anderson and Williams (1998)) is presented below.

Describing DOM has always been problematic and a number of
approaches have been taken in modeling studies. Many early mod-
els, like the one of Anderson and Williams (1998), included only the
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Fig. 8. Modeled individual sources of DOM: (a) phytoplankton exudation; (b) sloppy feeding; (c) viral lysis.

portions of the DOM pool that turned over quickly due to biologi-
cal consumption (i.e., labile and semi-labile DOM), while ignoring
the large “refractory” portion of the pool (Christian and Anderson,
2002). However, recent studies have shown that the “refractory”
DOM pool may be more dynamic than previously thought. Photo-
chemical reactions are now know to convert refractory DOM into
DIC, ammonium, or more labile forms on short time scales (Mopper
and Kieber, 2002). In addition, refractory DOM is also thought to be
produced through biological processes or photochemical reactions
(Mopper and Kieber, 2002; Ogawa et al., 2001). Photochemistry
may be especially important in Chesapeake Bay DOM cycling as
a significant amount of allochthonous DOM from tidal marshes
undergoes photochemical oxidation (Tzortziou et al., 2008, 2007)
and, thus, may be an important source of labile DOM in the main
stem of the bay. Therefore, following a few other models of DOM
cycling (Anderson and Williams, 1999; Pahlow et al., 2008), we
included a refractory DOM pool.

Two size classes of phytoplankton and zooplankton were
included in the model to account for seasonal changes in the
size structure of these Chesapeake Bay communities (Kimmel and
Roman, 2004; Malone, 1980). Allowing the size structure of the
planktonic community to seasonally change was especially impor-
tant for modeling the production of DOM from large crustacean
zooplankton sloppy feeding because it is a size based processes
(Møller, 2005; Møller and Nielsen, 2001). In addition, there are
differences in the utilization of nutrients and the growth rates
of different phytoplankton size classes that need to be accounted
for as this can affect the amount of DOM phytoplankon exude.

There are also important differences in growth rates, feeding pref-
erences, assimilation-, and production-efficiencies of large (macro)
and small (micro) zooplankton that we wanted to account for as
some of these differences may play an important role in DOM
cycling (i.e., microzooplankton are important predators of free-
living bacteria, while larger zooplankton are not).

Viruses were explicitly included in the model for a number of
reasons. First, they were included to account for the role of viral
decay in DOM cycling. Second, they were included because they are
small enough that they are operationally considered to part of the
DOM pool and thus their biomass must be accounted for, especially
if DOM is classified according to bioavailability. Third, by having
viruses as a state variable the processes of viral lysis becomes more
dynamic and realistic (i.e., dependent on virus density/biomass)
and is not just a fixed rate as in an implicit scheme.

Phosphorus (P) was not included in the model for a number
of reasons. First, in the Chesapeake Bay the annual cycles of phy-
toplankton growth and productivity are principally a function of
light-limited growth (Malone et al., 1996). Although there is some
evidence from bioassay experiments that phytoplankton in the Bay
can be P-limited in the spring, Malone et al. (1996) report that even
though phytoplankton may respond to P additions, they appear to
be at, or near, their maximum light-limited growth rates during
this period. Second, Malone et al. (1996) concluded that the pro-
duction of phytoplankton biomass on the seasonal scale of the bay
as a whole is limited by nitrogen. Third, there is not as much P
data, especially for dissolved organic phosphorus, to parameter-
ize, force, and validate the model. Thus, the results of a P inclusive
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Fig. 9. Model output: (a) rate of semi-labile DOM hydrolysis; (b) rate of photochemical DOM transformation; (c) DOM C:N ratio.

model would be less robust. Finally, including P would have made
the model much more complex.

4.2. Model performance

Since many of the processes involved in DOM cycling are poorly
constrained it was important to reproduce the observed patterns in
biomass, productivity, nutrients, and DOM at this station before we
could be confident that our model could simulate the flow of car-
bon and nitrogen between plankton, nutrients, detritus, and DOM.
In general the model results compare well with the available sta-
tion data (Figs. 3 and 4 and Table 4). Simulated ammonium, nitrate,
and chlorophyll a concentrations all reproduce the observed sea-
sonal patterns fairly well. However, the model did not capture the
timing of when the spring bloom begins (Fig. 3b). This may be due
to a phenomenon unique to Chesapeake Bay where dinoflagellates
are transported in the bottom layer from near the mouth of the bay
to the general area around this station where they surface and often
cause late winter or early spring “blooms” (Tyler and Seliger, 1978,
1981). As our model was not embedded in a hydrodynamic model
of the whole bay we could not easily reproduce this phenomenon
and were therefore more reliant on temperature and light to trig-
ger a spring bloom. In addition, our model did not account for the
ability of mixotrophic species, which can be present at this station
in high concentrations during the spring (Adolf et al., 2006; Keller,
personal observation in 2007 and 2008), to supplement their pho-
tosynthetic growth with grazing and, thus, grow better than strict

phototrophs at low spring temperatures and light levels. The expo-
nential temperature function that we used to set the maximum
attainable daily growth rate of phytoplankton may have also con-
tributed to the delay in the beginning of the spring bloom as it has
often led models to underestimate primary production at lower
temperatures (Brush et al., 2002; Cerco and Noel, 2004).

The modeled concentration of DOC also compares well with
the available station data (Fig. 3c). However, for DON (Fig. 3d),
the model missed the timing of a peak in DON in the spring
and produced this peak later when observed springtime DON had
decreased. This may be due to the model missing the timing of
the spring bloom (see above) and the production of DOM that goes
along with it. In addition, the model overestimated the concentra-
tion of DON in the late summer, producing a peak that then declined
to below the observed DON concentration in the late fall and winter.
This result indicates that the model may either be overestimating
the production of DON in the summer or underestimating its con-
sumption. However, we should also note that there is a discrepancy
in the station data as the mean DON observations at the end of the
year are much higher than the mean DON observations at begin-
ning of year. This indicates that DON either decreases rapidly at
some point during the winter or that there is a problem with the
data, in which case our model results may not be that inaccurate.

In the model the average PAR in the surface layer showed lit-
tle change throughout the year (Fig. 4b). This occurred because the
mean depth of the surface layer changed throughout the year (CBP
data not shown) and was at its deepest during the summer when



Author's personal copy

D.P. Keller, R.R. Hood / Ecological Modelling 222 (2011) 1139–1162 1153

Fig. 10. Results of a sensitivity analysis for parameter variations of ±50%. Day 90: (a) primary production; (c) bacterial production. Day 225: (b) primary production; (c)
bacterial production. Parameter increases are in black (�) and parameter decreases are in white (�).

surface PAR values were highest. Thus indicating that phytoplank-
ton growth at this station may be more dependent on temperature
than light, unless the species present are able to regulate their
buoyancy and remain mostly at the surface where light levels are
highest.

Ecosystem properties that were not directly comparable to sta-
tion data compare reasonably well with other measurements from
this area of the Bay. The model successfully reproduced the mean
seasonal peaks in zooplankton, phytoplankton, bacteria, and viral
biomass that have been observed in this area of the Bay. The model
also simulated the general magnitude and pattern of primary and
bacterial productivity that have been measured in this region of the
Bay. In addition, the simulated diets of zooplankton and amount of
primary production lost to grazing compare well to studies of these
processes.

4.3. Dissolved organic matter production

In our model autochthonous DOM production (Fig. 7) peaked
in the spring and late summer when plankton biomass, productiv-
ity, and trophic interactions were highest. However, even though
the production of DOM peaked twice, the dominant sources of
DOM, especially for DON, were not always the same. Very little is
reported in the literature about which individual sources of DOM
are important on a seasonal basis so we can make few compar-
isons. However, since our model performs reasonably well when

compared to other seasonal ecosystem measurements (i.e., nutri-
ents, biomass, etc.), we are confident that the model simulates the
general seasonal autochthonous production of DOM. In the model
phytoplankton exudation was almost always the dominant source
of DOC. However, our results also indicate that sloppy feeding can
be an important source of DOC in the spring. During the late sum-
mer and fall, our results suggest that, in addition to phytoplankton
exudation, viral lysis can be an important source of DOC. For DON,
our results indicate that sloppy feeding was the most important
source in the spring and that viral lysis, phytoplankton exudation,
and the decay of detritus were important in the summer and early
fall. Our spring DON production results are consistent with a study
by Bronk et al. (1998), which suggested that sloppy feeding con-
tributed significantly to spring DON production. Unfortunately, we
could find no comparable Chesapeake Bay studies of DON sources
in the summer and early fall.

In our simulations the important sources of DOM, phytoplank-
ton exudation, sloppy feeding, viral lysis, and the decay of detritus,
all had seasonal patterns that reflected the seasonal planktonic
dynamics of the system. For phytoplankton DOM production this
meant the DOM production corresponded with their seasonal
biomass and productivity patterns. While our formulation for the
release of DOM by phytoplankton is relatively simple (i.e., a fixed
rate), compared to Flynn et al.’s (2008) models of DOM release,
and does not take important factors such as the nutritional sta-
tus or growth rate of phytoplankton into account, we feel that
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Fig. 11. Results of a sensitivity analysis for parameter variations of ±50%. Day 90: (a) DOC; (c) DON. Day 225: (b) DOC; (d)DON. Parameter increases are in black (�) and
parameter decreases are in white (�).

our model provides a reasonable description of seasonal DOM
production by phytoplankton (i.e., high phytoplankton biomass
and productivity at certain times of the year should result in
increases in DOM exudation by phytoplankton at those times of
the year).

The production of DOM from sloppy feeding was highest in
the spring when large zooplankton and phytoplankton were the
most abundant. This is not surprising because the release of DOM
by sloppy feeding is a size dependent process that occurs when
large zooplankton (copepods) feed (Møller, 2005, 2007; Møller and
Nielsen, 2001). Our finding that viral lysis was important in the
summer seems reasonable given that viruses tend to show a sea-
sonal trend in abundance with peak abundance occurring in the
late summer and early fall (Wommack et al., 1992). This high abun-
dance of viruses indicates that virus production is also high at this
time of year. And because viral production (i.e., lysis) also produces
DOM it is reasonable to assume that DOM production by viral lysis
is high when viral production is high. Since most virioplankton are
thought to be bacteriophages (Weinbauer, 2004; Wommack and
Colwell, 2000) and because bacteria are very abundant and pro-
ductive in Chesapeake Bay, it was not surprising that our results
show that seasonally most of the DOM from viral lysis comes from
the lysis of bacteria. The peaks in DOM production from viral lysis
of phytoplankton were because more DOM is produced when a
phytoplankton cell lyses (i.e., the larger the cell lysed the more
DOM produced), not because more phytoplankton than bacteria
underwent lysis.

The production of DOM from mortality (individual sources not
shown) and the breakdown of detritus (Fig. 7) were formulated so
that a fixed percentage of the state variable mass enters the DOM
pool on a daily basis. Consequently, the amount of DOM produced
by mortality and the breakdown of detritus tracks the mass of that
source as it changes seasonally (i.e., the peak in large zooplankton
biomass corresponds to a peak in DOM from the mortality of large
zooplankton). These processes are not well understood and there
is very little information in the literature to parameterize the rates
at which they occur or to make comparisons with. Therefore, it is
difficult to conclude that our model, or any other ecosystem model,
adequately simulates the true magnitude of the production of DOM
from mortality and the breakdown of detritus. However, it is logi-
cal to assume that when the mass and/or productivity of plankton
and detritus are high the amount of DOM produced by their mor-
tality or breakdown will be higher than when their mass and/or
productivity is low. This gives us some confidence that our model
at least captures the seasonal trends in DOM production from these
sources.

The results of the sensitivity analysis support our conclusion
that the magnitudes of autochthonous sources of DOM change
in response to the seasonal dynamics of planktonic community.
Perturbations during the sensitivity analysis that changed the
structure and productivity of the ecosystem changed the magni-
tude of DOM sources in a manner similar to seasonal ecosystem
changes. Furthermore, the sensitivity analysis highlighted the
interconnectedness of plankton, inorganic nutrients, detritus, and
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DOM by demonstrating how changing a key parameter involved in
DOM production could affect the flow of C and N between all of the
other state variables.

In addition to showing how the autochthonous sources of DOM
change seasonally, our results also indicate that viral decay may
be an important source of DOM at all times of the year (Fig. 5b).
We did not include this in our figures of DOM production because
viruses are small enough that they are considered to be DOM. How-
ever, from a DOM bioavailability perspective infective viruses are
unavailable for uptake by bacteria or phytoplankton and thus their
decay represents the production of “new” potentially bioavailable
DOM. The amount of DOM, especially DON, produced by viral decay
is high compared to other sources of DOM and is a source of DOM
that has generally been overlooked by the scientific community.
Even if we overestimated viral production or the decay rate and
the amount of DOM produced by viral decay is half of what we cal-
culated, this would still represent a significant source of potentially
bioavailable DOM.

4.4. Future modeling challenges

The development and implementation of this model has
revealed important gaps in our general and local knowledge of DOM
cycling that need to be addressed in future research efforts. Obtain-
ing more data to force and validate certain aspects of the model
is particularly important as we lacked seasonal measurements of
some key variables and processes in this study, despite choosing a
location in a well-studied estuary.

Improving equations that simulate a number of ecosystem
processes is also important as our research indicates that some for-
mulations do not adequately describe certain biological or chemical
processes. Here we specifically highlight areas for future research
that play in an important role in DOM cycling and need to be better
understood. First, there was no adequate data on the biodegrad-
ability of DOM inputs from upstream sources. Second, data to fully
constrain interactions with the benthos and adjacent terrestrial
environments, such as tidal marshes, was unavailable. Third, some
of the model parameters, especially those related to mortality and
viral infection and decay, had to be estimated using assumptions
that may not be valid. Fourth some processes, such as photochem-
ical effects and the decay of detritus are modeled using simple
linear equations that may not adequately describe these processes.
Fifth, physical processes such as sorption/desorption and floccu-
lation that may alter the concentration and chemical structure of
DOM and influence its bioavailability as it is transported through
the estuary are also poorly understood, especially in estuaries with
steep salinity gradients, and we did not include them in the model.
Finally, parameters describing the partitioning of freshly produced
DOM to labile, semi-labile, and refractory pools were poorly con-
strained (see Section 2.4). Hopefully, our study increases awareness
of these issues and can be used to guide future research on DOM
cycling.

5. Summary and conclusions

In this paper we describe a new model formulation that is
designed to simulate and investigate DOM cycling in pelagic marine
systems. This model includes a representation of DOM in terms of
refractory, semi-labile and labile constituents for both DON and
DOC. In addition, sources and sinks for DOM from multiple phyto-
plankton and zooplankton size classes and bacteria are included in
the model, along with an explicit representation of the impacts of
viruses and viral infection. The effects of light on DOM lability are
also included.

Table 5
Seasonally important sources of DOM.

Spring Late Summer

DOC DON DOC DON

Phytoplankton
exudation

Phytoplankton
exudation

Viral lysis

(Lrg. Phytoplankton) (Sm. Phytoplankton)
Sloppy
feeding

Phytoplankton
exudation

Sloppy Feeding Viral lysis
Decay of detritus

Viral decay?

The model was tuned, parameterized, and physically forced with
the explicit goal of describing the general seasonal production of
DOM in the surface layer at station CB3.3C in Chesapeake Bay.
Because many of the processes involved in DOM cycling are poorly
constrained it was important to reproduce the observed patterns
in biomass, productivity, nutrients, and DOM at this station before
we could be confident that our model could simulate the interac-
tions between plankton, nutrients, detritus, and DOM. Our results
show that we successfully reproduced the mean seasonal peaks in
zooplankton, phytoplankton, bacteria, and viral biomass that have
been observed at or near this station. The model also did a rea-
sonable job of reproducing the observed seasonal concentrations
of nitrate, ammonium, DOC, and DON.

According to our model, autochthonous DOM production and
cycling was strongly influenced by seasonal changes in the plank-
tonic community. The degree to which different groups of plankton
influenced DOM production was strongly related to their biomass
and productivity in relation to that of the other groups of plank-
ton. Thus, in the spring DOM production and cycling was mostly
controlled by interactions between large phytoplankton, large zoo-
plankton, and bacteria. While in the summer, DOM production
and cycling was mostly controlled by interactions between small
phytoplankton, small zooplankton, viruses, and bacteria. The pro-
duction of DOM peaked twice, in the spring and late summer,
in correspondence with the peak productivity of the spring and
summer plankton communities. Table 5 summarizes the most
important processes involved in peak DOM production. Our results
also indicate that viral decay may represent an important, and often
overlooked, source of “new” potentially bioavailable DOM from
within the DOM pool. Bacteria were the most important consumers
of DOM throughout the year with phytoplankton consuming a
small but significant amount of DOM in the spring and late summer.
Furthermore, bacteria played an important role in hydrolyzing the
semi-labile DOM that accumulated as a result of spring and sum-
mer productivity. Photochemical, chemical, and physical processes
such as the decay of detritus and the transformation of refractory
DOM to labile DOM also played an important role in DOM cycling
at this station, and were especially important in turning over the
refractory pools of DOM.

In general, our simulations of DOM cycling appear to agree
with the current scientific understanding of DOM biogeochemistry.
However, we cannot validate some of the model results because we
lack the data to do so. Thus, many of our model-generated results
about certain aspects of DOM cycling are predictions that need to
be tested. These predictions can help guide future research. More-
over, this modeling effort has synthesized a large body of recent
DOM literature and provided a means to look at the simultane-
ous flow of carbon and nitrogen throughout the whole ecosystem
and compare the importance of various processes over a long time
scale, something that is technically and economically unfeasible
to do experimentally. Finally, the development of this model has
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highlighted important gaps in our knowledge of key processes that
influence DOM cycling in marine waters.
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Appendix A.

A.1. Model calculation

The model was solved numerically using a fourth order
Runge–Kutta method (Press et al., 1992). A thirty-second time step
was used because we found that numerical errors occurred with
larger time steps.

A.2. Model equations

A.2.1. Physical forcing
The inflow and outflow (�M N or C s−1) of state variables is cal-

culated as:

inflow = h io (A.1)

outflow = h i (A.2)

where h is the rate (s−1) of flow, io is the upstream state variable
mass (interpolated from station CB3.2 data), and i is the model state
variable mass. The rate of flow, h, was based on Susquehanna river
flow and the volume (analogous to turbidostat vessel volume) of
the surface layer in a selected area around station CB3.3C:

h = Friver

Z Carea
(A.3)

where Friver (m3 s−1) is interpolated from Susquehanna river flow
data, Z is interpolated surface layer depth (m), and Carea is a 5.56 km
(width of the bay) by 5 km area (27,780,000 m2) around station
CB3.3C. Susquehanna river flow data was used because the Susque-
hanna river contributes approximately 87% of all freshwater that
enters the upper bay and thus controls the circulation pattern in
the main body of the upper bay (Schubel and Pritchard, 1986). Carea

was chosen so that the flow of water was constrained by the width
of the bay at station CB3.3C. This formulation gave us a seaward
surface flow past station CB3.3C that ranged from 1.2 to 10.2 cm s−1

which is similar in magnitude to a 27-day record taken in the spring
from nearby Thomas Point light that measured a mean surface flow
of 8 cm s−1 (Beardsley and Boicourt, 1981).

A.2.2. Light attenuation
To calculate the underwater light field we used a simple model

to derive the average irradiance of the surface layer:

I =
(

Isurface

Z

)(
1
Kd

)
exp (−Kd Z − 1) (A.4)

where Isurface is the interpolated PAR just below the surface of
the water (95% of PAR at the surface, 5% reflectance loss), Z is
interpolated surface layer depth, and Kd is the diffuse attenua-
tion coefficient. Kd was calculated using a simple empirical optical
model that was derived specifically for the Chesapeake Bay (Xu
et al., 2005). In this model the specific attenuation coefficients for
chlorophyll, total suspended solids (TSS), and salinity (used as a

proxy for colored dissolved organic matter (CDOM)) are used to
determine Kd as follows:

Kd = 1.80 − 0.0044 Chl + 0.0673 TSS − 0.096 S (A.5)

Salinity (S) data were from station CB3.3C measurements. The
chlorophyll values (Chl) that we used in these calculations were
obtained by converting the modeled biomass of phytoplankton
(�M N) to chlorophyll a (�g l−1) (see Eq. (A.18)). TSS was calcu-
lated by adding the modeled biomass of plankton and detritus (both
carbon and nitrogen values converted to mg l−1) to the mean TSS
measurements from station CB3.3C. Using data output from the
biological model to calculate chlorophyll and TSS thus allowed us
to provide a feedback mechanism between the optical model and
the biological model (i.e., high concentrations of phytoplankton or
biologically derived TSS can decrease light penetration).

A.2.3. Phytoplankton
The equation for large phytoplankton is:

∂PL

∂t
= ˛JPL

QPL
PL + hPo

L − SPL
PL − GZLPL

− GZSPL
− �PL

VPPL − hPL

(A.6)

The equation for small phytoplankton is:

∂PS

∂t
= ˛JPS

QPS
PS + hPo

S − SPS
PS − GZLPS

− GZSPS
− �PS

VPPS − hPS

(A.7)

In both of the above equations the first two terms represent
growth and inflowing biomass. The remaining terms represent
losses due to mortality, large zooplankton grazing, small zooplank-
ton grazing, viral lysis, and ecosystem outflow.

The maximum growth rate of phytoplankton is:

�P = 0.81e(0.0631T) (A.8)

Temperature data from station CB3.3C were interpolated into
the model for T.

Large phytoplankton light limited growth in (A.6) is:

JPL
= �P(1 − e−I/IP )(e−I/Iˇ ) (A.9)

with nitrogen uptake described as:

QPL
= Q 1

PL
+ Q 2

PL
+ Q 3

PL
(A.10)

Small phytoplankton light limited growth in (A.7) is:

JPS
= 1.3�P(1 − e−I/IP )(e−I/Iˇ ) (A.11)

with nitrogen uptake described as:

QPS
= Q 1

PS
+ Q 2

PS
+ Q 3

PS
(A.12)

The uptake of nitrogen by phytoplankton, QPL or S
, is designed so

that the uptake of nitrate, Q 3
PL or S

, is inhibited if the nitrogen require-

ments are met by the uptake of ammonium, Q 1
PL or S

, and labile DON,

Q 2
PL or S

. Where

Q 1
PL or S

= A

KPL or SA + A
(A.13)

Q 2
PL or S

= LN

KPL or SLN
+ LN

(A.14)

and if Q 1
PL or S

+ Q 2
PL or S

is less than one then

Q 3
PL or S

= Nn

KPL or SNn + Nn
(1 − (Q 1

PL or S
+ Q 2

PL or S
)). (A.15)
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Else

Q 3
PL or S

= 0. (A.16)

In addition to the leakage of DOM from the cell, represented as
(1 − ˛)JPL or S

QPL or S
PL or S (see DOM equations), phytoplankton also

release “extra carbon” due to metabolic instabilities caused by shifts
in environmental conditions (light, nutrients, salinity, etc.). This is
modeled by transferring carbon from DIC to DOC in proportion, �2,
to total phytoplankton growth:

EPL or S
= �2�PJPL or S

QPL or S
PL or S. (A.17)

The Chl a:C ratio is:

Chl : C = 0.003 + 0.0154 e(0.050 T)e(−0.0591 I)QPL or S
(A.18)

Temperature data from station CB3.3C were interpolated into
the model for T.

A.2.4. Zooplankton
The equation for large zooplankton is:

∂ZL

∂t
= FZL

+ hZo
L − GZLZL

− SZL
Z2

L − hZL (A.19)

In this equations the first two terms represent growth and
inflowing biomass. The remaining terms represent losses due to
self predation, mortality, and ecosystem outflow.

Large zooplankton production, FZL
(mmoles N m−3 d−1), is cal-

culated according to the stoichiometric model of Anderson and
Hessen (1995). This model operates on the basis of a food threshold
elemental ratio, �∗

fZL
(mol C mol−1 N), below which C limits growth

and above which N limits growth. This ratio is described as:

�∗
fZL

= ˇNZ
�Z

ˇCZ
geZL

(A.20)

where ˇNZ
and ˇCZ

are assimilation efficiencies for N and C, �Z is the
zooplankton C/N ratio and geZL

is C production efficiency (fraction
assimilated C allocated to production, remainder respired). Intakes
of N and C, INZL

, ICZL
(mmol m−3 d−1) are the sum of large zoo-

plankton grazing on large and small phytoplankton, large and small
zooplankton, bacteria, and detritus less “sloppy feeding” losses:

INZL
= (1 − ωPL

)GZLPL
+ GZLPS

+ (1 − ωDN
)GZLDN

+ GZLB

+ (1 − ωZL
)GZLZL

+ GZLZS
(A.21)

ICZL
= (1 − ωPL

)�PGZLPL
+ �PGZLPS

+ (1 − ωDN
)GZLDN

+ �PGZLB

+(1 − ωZL
)�ZGZLZL

+ �ZGZLZS

(A.22)

where the coefficient (1 − ωi) represents prey that is ingested and
not lost to sloppy feeding and

GZLPL
= mPL

ZLCZL
PL (A.23)

GZLPS
= mPS

ZLCZL
PS (A.24)

GZLDN
= mDZLCZL

DN (A.25)

GZLZL
= mZL

CZL
Z2

L (A.26)

GZLB = mBZLCZL
B (A.27)

GZLDC
= mDZLCZL

DC (A.28)

GZLZS
= mZS

ZLCZL
ZS. (A.29)

The coefficient CZL
is the maximum large zooplankton consump-

tion rate and

mPL
= ˚PL

�
(A.30)

mPS
= ˚PS

�
(A.31)

mD = ˚D

�
(A.32)

mZL
= ˚ZL

�
(A.33)

mB = ˚B

�
(A.34)

mZS
= ˚ZS

�
(A.35)

with

� = ˚PL
PL + ˚PS

PS + ˚DDN + ˚ZL
ZL+˚BB + ˚ZS

ZS + KZ. (A.36)

This formulation allows assignment of “preferences” for the dif-
ferent forms of organic nitrogen (Fasham et al., 1990; McCreary
et al., 1996). For simplicity, the half-saturation constant KZ, is
assumed to be the same for all substrates.

The following equations from Anderson and Hessen (1995)
describe how if the C/N ratio of ingested food:

�fZL
=

ICZL

INZL

(A.37)

is greater than �∗
fZL

then N limits production, excretion of N

(EZL
, mmol m−3 d−1) is zero, and FZL

is:

FZL
= ˇNZ

INZL
(A.38)

whereas if �fZL
< �∗

fZL
then C limits production and the equations

for FZL
and EZL

are:

FZL
=

ˇCgeZL
ICZL

�ZL

(A.39)

EZL
= IC

(
ˇN

�fZL

− ˇCgeZL

�ZL

)
. (A.40)

Large zooplankton respiration, RZL
(mmol C m−3 d−1), is:

RZL
= ˇCZ

ICZL
− �ZFZL

(A.41)

The equation for small zooplankton is:

∂ZS

∂t
= FZS

+ hZo
S − GZLZS

− GZSZS
− SZS

Z2
S − hZS (A.42)

In this equation the first two terms represent growth and inflow-
ing biomass. The remaining terms represent losses due to large
zooplankton predation, self predation, mortality, and ecosystem
outflow. Small zooplankton production, FZS

(mmoles N m−3 d−1),
is calculated according to the stoichiometric model of Anderson
and Hessen (1995) described above. However, there are notable
differences between the small and large zooplankton grazing for-
mulations such as no grazing by small zooplankton on large
zooplankton and no losses due to “sloppy feeding” during small
zooplankton grazing. Thus, the equations for small zooplankton
growth are the same as for large zooplankton (substituting the
appropriate subscripts) except for the following:

INZS
= GZSPL

+ GZSPS
+ GZSDN

+ GZSB + GZSZS
(A.43)

ICZS
= �PGZSPL

+ �PGZSPS
+ GZSDC

+ �BGZSB + �ZGZSZS
(A.44)

where

GZSPL
= nPL

ZSCZS
PL (A.45)

GZSPS
= nPS

ZSCZS
PS (A.46)
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GZSDN
= nDZSCZS

DN (A.47)

GZSZS
= nZS

CZS
Z2

S (A.48)

GZSB = nBZSCZS
B (A.49)

GZSDC
= nDZSCZS

DC (A.50)

The coefficient CZS
is the maximum small zooplankton con-

sumption rate and

nPL
= ϕPL

�
(A.51)

nPS
= ϕPS

�
(A.52)

nD = ϕD

�
(A.53)

nZS
= ϕZS

�
(A.54)

nB = ϕB

�
(A.55)

with

� = ϕPL
PL + ϕPS

PS + ϕDDN + ϕZS
ZS + ϕBB + KZ. (A.56)

The production of DOM and detritus as a result of large zoo-
plankton sloppy feeding is based on a predator-to-prey size ratio
that determines the amount of DOM and detritus produced. Based
on research by Møller (2005) sloppy feeding is calculated using the
following equation:

Q = 0.714 − 0.013

(
ESDcopepod

ESDprey

)
(A.57)

where Q is the fraction of prey carbon removed from suspen-
sion and lost as DOC and detritus during feeding and ESD is the
equivalent spherical diameter. This equation was only used for
predator-to-prey ratios of <55; sloppy feeding was assumed not
to occur at higher ratios. Therefore, we estimated the average ESD
of large zooplankton to be 484 �M and the average ESD of large
phytoplankton to be 13.8 �M based on work by Møller (2005),
which gives a Q value of 0.26 (ωPL

) for large zooplankton feeding
on large phytoplankton. For large zooplankton feeding on other
large zooplankton, an ESD of 484 �M was estimated for the preda-
tor and an ESD of 304 �M was used for the prey, simulating an
average copepod feeding on an average copepodite, which gives a
Q value of 0.69 (ωZL

). For large zooplankton feeding on detritus the
predator-to-prey ratio was assumed to be 18:1, the optimal cope-
pod predator-to-prey size ratio (Hansen et al., 1994), which gives
a Q value of 0.48. However, as detritus is non-living it likely con-
tains less DOM that can be released when sloppy feeding occurs,
so we assume that DOM production from large zooplankton feed-
ing on detritus is less and set the Q value to equal 0.24 (ωD).
We could not find any data that reported how much detritus is
produced as a result of sloppy feeding, so we assumed that the
amount of detritus produced is 25% of the Q value calculated
above.

A.2.5. Bacteria
The equation for bacteria is:

∂B

∂t
= Bgrowth + hBo − GZLB − GZSB − SBB − �BVBB − hB (A.58)

In this equation the first two terms represent bacterial growth
and inflowing biomass. The remaining terms represent losses due
to large zooplankton grazing, small zooplankton grazing, mortality,
viral lysis, and ecosystem outflow.

Bacterial growth, excretion, and respiration (Bgrowth, b
, and RB)
are calculated from elemental stoichiometry. This formulation fol-
lows that of Anderson and Williams (1998) and assumes that labile
DOC and DON are the primary growth substrates, with ammonium
supplementing DOM when the C/N of DOM is high. Uptake rates
of labile DOC and DON, UC and UN, and the potential (uptake only
occurs if required) uptake of ammonium, U∗

A, are:

UC = �BB�B

(
LC

KLC
+ LC

)
, (A.59)

UN = UCLN

LC
, (A.60)

and

U∗
A = �BBA

KBA + A
. (A.61)

If potential ammonium and labile DON uptake is sufficient to
ensure complete utilization of DOC, then bacterial growth, excre-
tion, and respiration (Bgrowth, b
, and RB) are:

Bgrowth = ggeBUC

�B
, (A.62)

RB = UC (1 − ggeB), (A.63)

and

b
 = UC

(
UN

UC
− ggeB

�B

)
. (A.64)

The realized uptake of ammonium, UA, is then zero for b
 > 0,
and −b
 for b
 < 0. If labile DON and ammonium uptake cannot
deliver enough nitrogen for bacteria to utilize all available labile
DOC, excess consumed DOC is respired and the uptake of ammo-
nium equals U∗

A. In this case the equations for Bgrowth, b
, and RB

are:

Bgrowth = UN + UA, (A.65)

RB = �BBgrowth

(
1

ggeB − 1

)
, (A.66)

and

b
 = −UA. (A.67)

A.2.6. Detritus
Changes in nitrogenous detritus (mmoles N m−3) are modeled

as:
dDN

dt
= (1 − ˇNZ

)(INZL
+ INZS

) + 	D(ωPL
GZLPL

+ ωPD
GZLDN

+ ωZL
GZLZL

+ mB)

+ˇ1(mPL + mPS + mZ2
L

+ mZ2
S

) + εD(�PL
VP PL + �PS

VP PS + �BVBB)


DN
DN − GZLDN

− GZS DN
− hDN + hDo

N

(A.68)

Changes in carbon detritus (mmoles C m−3) are modeled as:

dDC

dt
= (1 − ˇCZ

)(ICZL
+ ICZS

) + 	D(ωPL
�P GZLPL

+ ωD�DGZLDC
+ ωZL

�Z GZLZL
+ m�BB)

+ˇ1(m�P PL + m�P PS + m�Z Z2
L

+ m�Z Z2
S

) + ˇ5εV (�PL
VP (�P − �VP )PL

+�PS
VP (�P − �VP )PS + �BVB(�B − �VB)B) + εD(�PL

VP �P PL + �PS
VP �P PS

+�BVB�BB) − 
DC
DC − GZLDC

− GZS DC
− hDC + hDo

C

(A.69)

In these equations the positive terms represent the production
of detritus from zooplankton fecal pellet production or egestion,
sloppy feeding, plankton mortality (see Section 2.3.5 and Eq. (A.8)),
viral lysis (two terms for DC) and detritus inflow (last term). The
negative terms represent the loss of detritus due to photooxida-
tion, large zooplankton grazing, small zooplankton grazing, and
ecosystem outflow.
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A.2.7. Dissolved inorganic carbon
The equation for DIC is:

dDIC

dt
= −JPL

QPL
PL�P−JPS

QPS
PS�P−EPL

−EPS
+�Z (RZL

+RZS
)

+RB+
UVC
(LC+SC+RC )

(A.70)

In this equation the four loss terms represent phytoplankton
uptake of DIC for during growth. The positive terms represent the
production of DIC from zooplankton respiration, bacterial respira-
tion, and the photooxidation of DOC.

A.2.8. Nutrients
The equation for nitrate is:

dNn

dt
= −JPL

Q 3
PL

PL − JPS
Q 3

PS
PS + �1A + hNo

n − hNn. (A.71)

In this equation the first two terms represent the uptake of
nitrate by phytoplankton. The remaining terms represent the nitri-
fication of ammonium to nitrate and the inflow and outflow of
nitrate from the ecosystem. Light inhibited nitrification was for-
mulated following Martin and Pondaven (2006):

�1 = 0.16

(
1 − I

Isurface

)
(A.72)

where 0.16 is the maximum nitrification rate (d−1) which is based
on rates reported by Horrigan et al. (1990) for the Chesapeake Bay.

The equation for ammonium is:

dA

dt
= Z (EZL

+ EZS
) + b
 + 
UVN

(SN + RN) + hAo

−JPL
Q 1

PL
PL − JPS

Q 1
PS

PS − UA − �1A − hA
(A.73)

In this equation the positive terms represent the production
or addition of ammonium from zooplankton excretion, bacterial
excretion, the photooxidation of DON, and ecosystem inflow. The
negative terms represent a loss of ammonium due to phytoplank-
ton and bacterial uptake, nitrification, and ecosystem outflow.

A.2.9. Dissolved organic matter
Equations for labile (LC and LN), semi-labile (SC and SN), and

refractory (RC and RN) DOM are:

dLN

dt
= oL((1 − ˛)JPL

QPL
PL + JPS

QPS
PS) + (1 − ˇ1)(mPL + mPS + mZ2

L
+ mZ2

S
))

+oZ ((1 − Z )(EZL
+ EZS

)) + 	L(ωPL
GZLPL

+ ωDGZLDN
+ ωZL

GZLZL
+ mB)

+ı1
DN
DN + ��(V2

P
+ V2

B
) + εL(�PL

VP PL + �PS
VP PS + �BVBB) + �

�SSN �BB

KS + SC

−UN − JPL
Q 2

PL
PL − JPS

Q 2
PS

PS + �RN + hLo
N

− hLN

(A.74)

dLC

dt
= oL((1 − ˛)�P (JPL

QPL
PL + JPS

QPS
PS) + EPL

+ EPS
+ (1 − ˇ1)(m�P PL

+m�P PS + m�Z Z2
L

+ m�Z Z2
S

)) + 	L(ωPL
�P GZLPL

+ ωDGZLDC

+ωZL
�Z GZLZL

+ m�BB) + ı1
DC
DC + ���V (V2

P
+ V2

B
) + εL(�PL

VP �P PL

+�PS
VP �P PS + �BVB�BB) + ˇ2εV (�PL

VP (�P − �V )PL + �PS
VP (�P − �V )PS

+�BVB(�B − �V )B) + �
�SSC �BB

KS + SC
− �BBgrowth − RB + oZ (1 − �Z )(RZL

+ RZS
)

−
UVC
LC + �RC + hLo

N
− hLN

(A.75)

dSN

dt
= oS((1 − ˛)(JPL

QPL
PL + JPS

QPS
PS) + (1 − ˇ1)(mPL + mPS + mZ2

L
+ mZ2

S
))

+(1 − oZ )(1 − Z )(EZL
+ EZS

) + 	S(ωPL
GZLPL

+ ωDGZLDN
+ ωZL

GZLZL
+ mB)

+ı2
DN
DN + εS(�PL

VP PL + �PS
VP PS + �BVBB) + (1 − �)�(V2

P
+ V2

B
) − 
UVN

SN

− �SSN �BB

KS + SC
+ hSo

N − hSN

(A.76)

dSC

dt
= oS((1 − ˛)�p(JPL

QPL
PL + JPS

QPS
PS) + EPL

+ EPL
+ (1 − ˇ1)(m�P PL

+m�P PS + m�Z Z2
L

+ m�Z Z2
S

)) + (1 − oZ )(1 − �Z )(RZL
+ RZS

)

+(1 − �)��V (V2
P

+ V2
B

) + 	S(ωPL
�P GZLPL

+ ωDGZLDC
+ ωZL

�Z GZLZL

+m�BB) + εS(�PL
VP �P PL + �PS

VP �P PS + �BVB�BB)

+ˇ3εV (�PL
VP (�P − �V )PL + �PS

VP (�P − �V )PS) + �BVB(�B − �V )B)

+ı2
DC
DC − �SSC �BB

KS + SC
− 
UVC

SC + hSo
N − hSN

(A.77)

dRN

dt
= oR((1 − ˛)(JPL

QPL
PL + JPS

QPS
Ps) + (1 − ˇ1)(mPL

+ mPS + mZ2
L

+ mZ2
s ))

+	R(ωPL
GZLPL

+ ωDGZLDN
+ ωZL

GZLZL
+ mB) + ı3
DN

DN − �RN

+εR(�PL
VP PL + �PS

VP PS + �BVBB) + (1 − �)

(
�SSN �BB

KS + SC

)
− 
UVN

RN

hRo
N

− hRN

(A.78)

dRc

dt
= oR((1 − ˛)�p(JPL

QPL
PL + JPS

QPS
Ps) + EPL

+ EPS
+ (1 − ˇ1)(m�P PL + m�P PS

+m�Z Z2
L

+ m�Z Z2
S

)) + 	R(ωPL
�P GZLPL

+ ωDGZLDC
+ ωZL

�Z GZLZL
+ m�BB)

+ˇ4εV (�PL
VP (�P − �VP )PL + �PS

VP (�P − �VP )Ps + �BVB(�B − �VB)B)

+ı3
DC
DC + εR(�PL

VP �P PL + �PS
VP �P PS + �BVB�BB) − �RC

+(1 − �)

(
�SSC �BB

KS + SC

)
− 
UVC

RC + hRo
C

− hRC

(A.79)

Dissolved organic matter is produced by phytoplankton excre-
tion and leakage, zooplankton sloppy feeding, zooplankton
excretion, viral lysis of phytoplankton and bacteria, viral decay,
plankton mortality, and detritus decay. The partitioning of freshly
produced DOM is described in Section 2.4. Labile DOM can be
consumed directly by bacteria and phytoplankton. Semi-labile
DOM requires ectoenzyme hydrolysis by bacteria to become avail-
able (labile) for consumption. Bacterial hydrolysis of semi-labile
DOM transforms it into either labile or refractory DOM upon
hydrolysis. Photochemical processes are responsible for the con-
version of some refractory DOM into labile DOM. Photochemical
processes also convert some DOC into DIC and DON into ammo-
nium. DOM also flows into and out of the ecosystem (last two
terms).

A.2.10. Viruses
The equation for bacterial viruses is:

∂VB

∂t
= εV �BVBB − �V2

B + hVo
B − hVB. (A.80)

The equation for phytoplankton viruses is:

∂VB

∂t
= εV (�PL

PL + �PS
VPPS) − �V2

P + hVo
P − hVP. (A.81)

In these equations the first term represents the production of
viruses during viral lysis. The next term represents the decay of
viruses, and the final terms represent the inflow and outflow of
viruses from the ecosystem.

The viral infection rates for bacteria and phytoplankton are cal-
culated by dividing a fixed daily infection rate by the host-specific
virus biomass:

�B = 0.40
VB

(A.82)

�PS
= 0.07

0.44VP
(A.83)

�PL
= 0.03

0.56VP
(A.84)

Since there is only one state variable for phytoplankton viruses it
was estimated that 44% of them were small phytoplankton viruses
and 56% of them were large phytoplankton viruses.
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A.2.11. Mortality
The formulation used to determine m was:

m = Si − (Si − 0.02 or 0.01) (A.85)

where Si is the mortality rate (d−1) for state variable i. If Si was less
than 0.02 or 0.01 (d−1) no export occurred. In addition, zooplank-
ton mortality was calculated using a power function to provide
additional closure and stabilize the model (Steele and Henderson,
1992).

Appendix B. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.ecolmodel.2010.12.014.
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