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Seismic attenuation across the central Costa Ricanmarginwedge is determined fromamplitude analysis of wide-
angle seismic data. Travel time and amplitude modeling are applied to ocean bottom hydrophones along two
trench-parallel profiles, located 30 km (P21) and 35 km (P18) landward of the deformation front northeast of
Quepos Plateau. Tomographic inversion images a progressively thinning margin wedge from the coast to the
lower slope at the trench. A 1–1.5 km thick décollement zone with seismic velocities of 3.5–4.5 km/s is
sandwiched between themarginwedge and the subducting Cocos plate. For strike line P21, amplitudemodeling
indicates a Qp value of 50–150 for the upper margin wedge with seismic velocities ranging from 3.9 km/s to
4.9 km/s. Along strike line P18, Qp values of 50–150 are determined with velocities of 4.3–5.0 km/s in the upper
margin wedge, increasing to 5.1–5.4 km/s in the lower margin wedge. Quantitative amplitude decay curves
support the observed upper plate Qp values. In conjunction with earlier results from offshore Nicoya Peninsula,
our study documents landward decreasing attenuation across the margin wedge, consistent with a change in
lithology from the sediment-dominated frontal prism to the igneous composition of the forearc middle prism.

Crown Copyright © 2010 Published by Elsevier B.V. All rights reserved.
1. Introduction

Seismic attenuation is an inherent property of wave propagation
and a measure of the total energy loss when a seismic wave
propagates through the earth. The amplitude and waveform char-
acteristics of seismograms may be modeled using the reflectivity
method (Fuchs andMueller, 1971; Braile and Smith, 1975), adapted to
the calculation of pressure or displacement waveforms and thus
suitable for either hydrophone or seismometer refraction recordings
(Kennett, 1977). We employ the seismic attenuation factor for the
calculation of synthetic seismograms to investigate the effect of
inelastic attenuation in the Costa Ricanmarginwedge northeast of the
Quepos Plateau (Fig. 1).

The Pacificmargin of Costa Rica is characterized by the subduction
of the oceanic Cocos plate underneath the Caribbean plate and has
been imaged along several refraction profiles deployed since 1996
(Ye et al., 1996; Stavenhagen et al., 1998; Christeson et al., 1999;
Walther, 2003; Zhu et al., 2009). The age, thickness and seismic
velocities of the downgoing plate vary from the Nicoya Peninsula in
the northwest to the Osa Peninsula in the southeast (Fig. 1, inset).
Whereas the thickness of the oceanic crust increases from 5–6 km in
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the northwest to up to 14 km in the southeast, the age decreases from
22–24 Ma to 15–18 Ma from NW to SE as inferred from the seafloor
spreading anomalies (Barckhausen et al., 2001). Along most profiles,
an upper mantle velocity of 8.0–8.1 km/s is revealed. An exception to
this is the area underneath the Quepos plateau where upper mantle
velocities of 7.6–7.8 km/s prevail. Comparably low mantle velocities
are also imaged underneath the outer flank of the Cocos Ridge, where
it has been attributed to remnants of mafic material in the upper
mantle or a plume signature (Walther, 2003). The core of the forearc
margin wedge incorporates a fragment of the Caribbean oceanic
plateau (Nicoya complex) (Hauff et al., 1997; Sinton et al., 1997). This
igneous rock unit forms the forearc basement and is covered by a
sediment apron (Ye et al., 1996). Fronting this unit is the frontal
prism, which consists of accreted upper plate sediment (von Huene
et al., 2000).

To the southeast, from the tip of Nicoya Peninsula to the
northern limit of Osa Peninsula, numerous bathymetric features
dot the incoming plate and upon entry in the trench modulate
forearc deformation and morphology (e.g. Dominguez et al., 1998;
Ranero and von Huene, 2000; von Huene et al., 2000). In addition
to tectonic erosion caused by the impinging bathymetric features
(von Huene et al., 1995), outer forearc kinematics are character-
ized by widespread subsidence resulting from subduction erosion
(Lallemand et al., 1992; Vannucchi et al., 2003), i.e. material
removal from the base of the upper plate.

One of the major objectives of examining the lateral variations of
Qp values is to evaluate lateral seismic velocity and physical state
variations of the margin wedge. The seismic velocity structure of the
Costa Rican margin wedge has been obtained by a number of
hts reserved.
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refraction experiments (e.g. Ye et al., 1996; Stavenhagen et al.,
1998; Christeson et al., 1999; Walther, 2003; Zhu et al., 2009) and
reflects the tectonic segmentation into a frontal prism, middle prism
and inner prism as introduced by von Huene et al. (2009). We
expect Qp variations to define these tectonic segments. The high
signal-to-noise ratio of the first arrivals of the seismic data
presented here facilitates amplitude modeling, as peak amplitudes
are clearly identifiable. In this study, we firstly use seismic
tomography to verify the velocity structure along two dip lines
P15 and P24 and two strike lines P18 and P21 located offshore
central Costa Rica (Fig. 1). We then employ the reflectivity method
to constrain attenuation and velocity gradients in the margin wedge
along the two strike lines. We compare our results to previous
investigations of seismic attenuation conducted offshore Nicoya
Peninsula, approximately 210 km to the northwest of our lines
(Christeson et al., 2000) (Fig. 1). The generally low Qp values of the
margin wedge indicate a highly tectonized frontal and middle
prism, characterized by a high degree of fracturing. The seismic
attenuation variations from the frontal prism to the middle prism
document the lateral variations in lithology and physical state of the
rock units.

2. Wide-angle seismic data

In 2002, a total of 42 IFM-GEOMAR ocean bottom hydrophones
(OBH) (Flueh and Bialas, 1996) and 22 ocean bottom seismometers
(OBS) (Bialas and Flueh, 1999) were deployed along four seismic
profiles located about 25 km northeast of the Quepos Plateau (Zhu
Fig. 1. Location map of seismic refraction profiles discussed in this study. Circles indicate posit
(OBS) (white) along the two strike and twodip lines. Stationsusedduringamplitudemodeling a
shows locations of the previous wide-angle seismic experiment by Christeson et al. (2000) off
et al., 2009) (Fig. 1). Instruments were deployed along two dip lines
P15 and P24 and two strike lines P21 and P18 (Fig. 1). The two dip
lines P15/P24 were shot with a G-gun cluster (total volume
1800 in.3) whereas the data along the two strike lines P18/P21
were acquired using a 32 l Boltgun (1952 in.3). Both source types
generated a seismic signal with frequencies from 4 to 40 Hz. A
trigger interval of 30 s at a speed of 3.5 knots resulted in an average
shotpoint distance of 54 m. Instrument positions on the seafloor
were determined by analysis of the water wave arrivals. A time- and
offset-dependent frequency filter in addition to a predictive
deconvolution was applied to improve data resolution. A total of
32,058 first arrival picks and 7789 secondary arrival picks from 61
stations were used as input to a tomographic inversion. Comparing
the reciprocity of the travel times for all possible source–receiver
pairs validated phase coherency. Picking of seismic phases was
conducted manually, and picking errors were assigned on the basis
of the dominant period of the phase as well as data quality. We
assigned 50 ms picking uncertainties at near offsets and 70 ms at far
offsets for the first arrivals, and 80 ms for secondary arrivals.

The refractions through the upper margin wedge (Pumw) and the
lower margin wedge (Plmw) are clearly observed on the record
sections (e.g. Figs. 2–4). Station OBH 53 records refracted arrivals
through the oceanic crust (Poc) and the upper mantle (Pn) (Fig. 2).
The reflections from the top (PtP) and the bottom (PbP) of the
décollement zone are recorded on several stations (e.g. Figs. 2 and 4)
as are the intracrustal reflections PiP and crust–mantle boundary
reflections (PmP) (Figs. 3 and 4). All of these arrivals are incorporated
in the tomographic inversion.
ions of 40 ocean bottom hydrophones (OBH) (black) and 21 ocean bottom seismometers
remarkedbynumbers. Seafloor topography is contoured at 100 m intervals. The insetmap
shore Nicoya Peninsula as well as this study. MAT: Middle America Trench.



Fig. 2. Record section and ray paths for OBH 53 deployed on profile P15. Observed data
are shown in the upper panel. Picked (blue line with picking error bars) and calculated
travel times (red lines) are displayed in the center panel. Ray paths and phase
abbreviations are shown in the lower panel. Refracted phase Pumw travels through the
upper margin wedge and Plmw travels through the lower margin wedge. Poc is
refracted through the oceanic crust. Reflection phase PtP tracks the top of the
décollement zone and PbP tracks the bottom of this zone. PmP and Pn phases result
from the oceanic crust–mantle boundary.

Fig. 3. Record section and ray paths for OBH 64 deployed on strike line P18. Reflection
phase PiP originates at the boundary between oceanic layer 2 and layer 3. Please refer to
Fig. 2 for display information and phase nomenclature.
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3. Seismic travel time tomography

3.1. Method

The velocity–depth distribution of the seismic profiles is deter-
mined using the joint refraction and reflection travel time inversion
method of Korenaga et al. (2000). The sedimentary section of the two
dip lines (P15 and P24) has been modeled by forward ray tracing
incorporating multichannel seismic reflection data (Zhu et al., 2009)
and it is integrated in a startingmodel as a priori information. The fine
meshwe apply in the tomographic inversion is better suited to resolve
lateral variations in the short-wavelength structure compared to
forward modeling. Lateral velocity variations, as observed e.g. in the
upper margin wedge of our profile, are difficult to resolve using a
layered model in the forward approach (Zhu et al., 2009). In Fig. 5a
(profile distance 45–51 km), the high velocity variation within the
uppermargin wedge imaged by the tomographic inversion is resolved
as a robust feature as validated by resolution tests. For all profiles, first
arrivals and reflection travel times from floating reflectors were
inverted to retrieve the 2-D velocity field. The forward travel time
calculation uses a hybrid approach based on the graph method and
the ray-bending method (Moser et al., 1992). For the inversion, the
velocity field is parameterized as a mesh of nodes hanging below the
seafloor with laterally and vertically varying node spacing. Horizontal
grid size is 0.25 km, whereas vertical grid size varies from 0.05 km at
the top of the model to 0.2 km at the bottom. We used horizontal
correlation lengths ranging from 2 km at the top to 8 km at the bottom
and vertical correlation lengths varying from 0.5 km at the top to 2 km
at the bottom. A floating reflector is represented as an array of linear
segments, whose nodal spacing is independent of that used in the
velocity grid. The horizontal coordinates of reflector nodes are fixed so
that each node has only one degree of freedom in the vertical
direction (Korenaga et al., 2000). To incorporate multiple reflectors in
the inversion procedure, we used the top–bottom modeling strategy
to update the velocity model, i.e. the final velocity model with the first
reflector fixed by damping serves as the initial model for the second
reflector and so on. In this study, we chose to invert four reflectors
corresponding to (1) the décollement, (2) the oceanic basement, (3)
the upper–lower oceanic crust boundary and (4) the crust–mantle
boundary (Moho discontinuity).

3.2. Results of tomographic inversion and interpretation

3.2.1. Seismic structure
The marine forearc is dominated by the upper margin wedge with

a high velocity gradient of 0.4/s, which decreases in the lower margin
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Fig. 4. Record section and ray paths for OBS 66 deployed on strike line P18. Please refer
to Fig. 2 for display information and phase nomenclature.
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wedge (Fig. 5). The tomographic images display laterally increasing
seismic velocities within the margin wedge. Near the tip (Fig. 5,
profile distance km 10–18), seismic velocities increase from 3 km/s to
4.5 km/s over the margin's thickness of ~2 km. From the middle slope
to the upper slope, seismic velocities range from 4 km/s to 5.5 km/s
and increase from 5.5 km/s to 6.5 km/s in the lower margin wedge.
The subducting Caribbean oceanic plate is divided into two layers
with distinct vertical velocity gradients: The upper layer is charac-
terized by a large vertical velocity gradient, with velocities ranging
from 5.0 km/s to 6.0 km/s and is identified as oceanic layer 2. The
lower layer is traced by the 6 km/s isocontour at the top and theMoho
interface with velocities of 7.2 km/s at the base and is considered to
represent oceanic layer 3. A uniform thickness of 2 km and 5.5 km is
observed for layers 2 and 3, respectively. Along all profiles, the
décollement zone between the subducting Cocos plate and overriding
Caribbean plate is characterized by a velocity inversion with a mean
velocity of 4.0 km/s. The thickness of the décollement zone varies
from ~1.0 km to ~1.5 km and is continuous up to our model
boundaries.

The dense instrument spacing of 2.5 km to 3 km along the strike
lines resolves fine structural variations of the margin wedge. Along
strike line P18, 30 km from the deformation front, P-wave velocities
of 4 km/s to 5.2 km/s are identified in the uppermarginwedgewhere
thickness variations do not exceed 1.5 km (Fig. 6a). The thin lower
margin wedge shows velocities of 5.2 km/s to 5.5 km/s. The seismic
structure of the margin wedge as imaged along P18 correlates to
strike line P21, located 35 km from the deformation front (Fig. 6a).
P21 displays an even more homogeneous structure, with layer
thickness variations not exceeding 500 m and no considerable
velocity variations (Fig. 6b). The structure of the lower plate is
clearly two-dimensional, and velocities increase with depth and
distance from the trench.

3.2.2. Model uncertainty and resolution tests
Using the inversion scheme described in Section 3.1, we have to

consider two interrelated issues:

(1) The trade-off between depth and velocity parameters is linked
to the reflected phase travel time inversion and depends on the
source–receiver geometry. A conventional method to estimate
the velocity–depth ambiguity is to perform sensitivity tests,
such as checkerboard tests and Gaussian anomaly tests. In this
procedure, different synthetic anomalies of various sizes are
placed at specific positions in the models to assess at what
point these anomalies are well resolved by the travel time
inversion.

(2) Another issue is the uncertainty estimation in the velocity
model, i.e. how well-resolved are the different parts of the
model. Thismay be evaluated by estimating the influence of the
initial model upon the obtained solution, as well as by
estimating uncertainties applying a Monte Carlo analysis. The
method involves a number of inversions with a variety of initial
models using travel time picks with random errors applied. If
all the Monte Carlo realizations have the same probability and
if the initial models cover the full region of non-null probability
within the space of parameters, the standard deviation of the
obtained solutions can be interpreted as a measure of the final
model parameter uncertainty.

To address the first issue, we conducted a resolution test by
calculating synthetic data for a perturbed velocity model with a
source–receiver geometry identical to the experiment setup. The
synthetic data are then inverted with the initial unperturbed model to
analyze howwell the given perturbations are recovered. The perturbed
velocity model is constructed using the final average velocity model
with±5%Gaussian anomalies placed at different positions in themodel
(Fig. 7). After 6 iterations, the position, shape and amplitude of the
velocity anomalies are well recovered within the margin wedge and
adequately recovered along the model periphery (Fig. 7). The relative
high velocities found at profile distances of 45–52 km at around 4 km
depth on profile 15 (Fig. 5a) in themarginwedge are a robust feature of
the inversion solution.

Additionally, a nonlinear Monte Carlo uncertainty analysis
(Tarantola and Valette, 1982) was conducted to estimate the model
uncertainty and dependence of the obtained solutions on the initial
model as addressed by the second issue mentioned above. The
nonlinear Monte Carlo uncertainty was estimated as an a posteriori
model covariance matrix (Tarantola, 1987), which can also be
approximately expressed by the standard deviation of a number of
Monte Carlo realizations (Korenaga et al., 2000). We constructed 100
Monte Carlo ensembles by inverting data with random errors with
random initial velocity models (see Appendix). The 100 2-D initial
velocity models were built by adding velocity values (randomly
chosen between certain predefined limits) on a reference model
beneath the basement. In addition, 100 noisy travel time data sets
were constructed by adding random phase errors (±50 ms) and
common-receiver errors (±50 ms) on the original data set (Zhang
and Toksöz, 1998; Korenaga et al., 2000). Finally, each velocity model
and corresponding reflector were inverted together with a noisy data
set to estimate the influence of the starting model and the effect of
realistic travel time errors. We used a top–bottom strategy to run the
inversion step for each reflector, as described above. We added
random velocities on the 2-D forward model of profile P24 including

image of Fig.�4


Fig 5. (a) Velocity–Depth distributions for profiles P15 (a) and P24 (b). The velocity models for P15 and P24 were derived by averaging 100 Monte Carlo ensembles for each line. The
corresponding standard deviation of velocity and depth nodes for profile P24 is shown in Fig. 8. White lines mark reflectors. Contours are drawn at 0.5 km/s intervals.
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two floating reflectors (top and base of the décollement zone, random
variationswithin±1 km)at theplate interface andone reflector (Moho,
random variations within ±2 km) in the lower plate. One hundred
input models were tested for each reflector during 10 iterations each,
thus reducing the travel time root-mean-square misfits from several
hundred milliseconds to about 70–90ms. The average values and
uncertainty of model parameters are obtained by averaging all Monte
Carlo solutions and computing the corresponding standard deviation.
The resulting deviation for profile P24 is shown in Fig. 8. Velocity
uncertainties of the upper plate are usually lower than 0.15 km/swithin
the margin wedge (Fig. 8a, b). The largest velocity uncertainties occur
within the low velocity décollement zone and reach 0.18 km/s here
(Fig 8c). The depth uncertainties of the first and the second reflector
reach about 500 m within the range of ray coverage. The velocity
uncertainties within the subducting oceanic crust are comparable
(0.06–0.15 km/s) (Fig. 8e, f). Uncertainties in Moho depth show values
around ±1.5 km.

4. Reflectivity method

In this study, the amplitudemodelingwas performed using the 1D
reflectivity code of Sandmeier and Wenzel (1986). The one-
dimensional waveform modeling was exclusively applied to strike
profiles P18 and P21 because the structural heterogeneity of the two
dip lines prohibits one-dimensional modeling based on the reflec-
tivity method along these transects. The 1-D initial velocity–depth
modelwas provided by the tomography results of strike lines P18 and
P21. Themodeling procedure is a trial-and-error process inwhichwe
propose a model consisting of many plane homogeneous layers, each
showing a distinct P-wave velocity (Vp), S-wave velocity (Vs),
density (ρ), and P and S attenuation quality factors (Qp and Qs).
Velocity gradients are approximated by a stack of layers with
corresponding velocity contrasts. Calculated synthetic seismograms
are compared with the observed seismograms, until an optimal fit is
realized. For our amplitude modeling, we used a constant Poisson
ratio of 0.28 and set Qp=2Qs (as used by Spudich and Orcutt, 1980;
Christeson et al., 2000). A Qp value of 300–500 for the crustal and
sub-crustal environment is in agreement with earlier observations
(Bowman, 1988). Densities were set to 1.5 g/cm3 for the slope
sediments and 1.8 g/cm3 within the margin wedge (Kimura et al.,
1997; Christeson et al., 2000). Densities for the oceanic crust were
calculated using the relationship ρ=1.85+0.165Vp (Christensen
and Shaw, 1970; Christeson et al., 2000).

As the airgun source signature was unknown, we used a
Fuchs-Mueller signal as input source wavelet. The source wavelet
is defined by the equation given by Fuchs and Mueller (1971):

sðtÞ = sin δt− 1
m

sinmδt;
O≤t≤T
tbO; t N T

0

8<
:

Where

δ =
Nπ
T

; m =
N + 2

N
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Fig 7. Upper plate resolution test for profile P15. (a) Velocity anomalies of ±5% in the synthetic model are given with respect to the initial velocity model. Velocity anomalies are
applied to Gaussian anomalies rotated by 30 degrees. The source and receiver geometry used for synthetic travel time calculation is identical to the experiment layout. (b) Recovery
obtained after 6 iterations.

Fig 6. Velocity–Depth distributions for profiles P18 (a) and P21 (b) derived by tomographic inversion. White lines show reflectors. Contours are drawn at 0.4 km/s intervals.
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Fig 8. Standard deviations for velocity and reflector depth nodes of profile P24 derived
from 100 Monte Carlo ensembles (a, c, e) and corresponding derivative weight sum
from the average 100 realizations (b, d, f). Red lines show the average depth of
reflectors and contours are drawn at 0.02 km/s intervals (a, c, e).
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N is an integer defining the number of extrema and T is the duration
of the wavelet in seconds. For our synthetic seismogram, N=4 and
T=0.4 s were used. The frequency content of the Fuchs-Mueller signal
used here has corner frequencies of 1/3–18/24 Hz, to simulate the
dominant frequencies of the airgun signal recorded in the seismic
section. Peak amplitudes of the refracted phases through the margin
wedge are picked in the seismic record sections and synthetic
seismograms along the two strike lines. The direct wave is used as
reference to calibrate the amplitude data while considering the
geometry spreading factors.

4.1. Strike lines P18 and P21

In our data, frequencies of the refracted waves in the margin
wedge mainly focus between 5 Hz and 15 Hz, e.g. for OBS 68 in Fig. 9
(traces 200 to 330). Thus it is reasonable to use 12 Hz as the dominant
frequency for the source signal during the amplitude modeling.

It is well known that the velocity gradient influences the
amplitude of refracted phases (Banda et al., 1982). To verify the
sensitivity of our analysis, we compare the amplitude behavior for
varying velocity gradients for different Qp values (Fig. 10). We
systematically vary the velocity gradient in the upper plate (margin
wedge) according to the uncertainties obtained in Section 3.2.2 and
then use the reflectivity method to calculate the synthetic seismo-
grams and obtain the corresponding amplitude–distance curves
(Fig. 10). The detailed model parameters are presented in Table 1.
The resulting amplitude–distance curves show some variations in the
near offset domain (offsetb10 km), but at larger offsets, no significant
variation conditional to different velocity gradients is observed
(Fig. 10, models m1Q50, m2Q50 and m3Q50). The variations at near
offsets are likely mainly related to interference from reflection phases
here. The velocity model m1 corresponds to the velocity distribution
retrieved by the tomographic inversion as was thus chosen to test the
effect of increasing Qp values (Qp of 50, 75, 100, 150, and 200) on the
amplitudes (Fig. 10, Table 1). The resulting curves in Fig. 10 show a
relative sensitivity to the analyzed Qp range. Consequently, we
assume that the velocity gradient has a relatively minor influence on
our investigation (especially at offsetN10 km), which is expressed
within the general uncertainty (Fig. 10).

Two record sections along the strike lines P18 and P21 are shown
in Fig. 11. The locations of OBS 84 and OBH 67 are indicated in Fig. 1.
The primary travel time characteristic of the record section is
interpreted as refracted arrivals through the margin wedge. First
arrivals document both the velocities and Qp within the margin
wedge and are clearly reproduced in the synthetic seismograms
(Fig. 11a–b). We calculated synthetic seismograms using different
attenuation (1/Qp) values and various vertical velocity gradients to
test their effect on the seismic wave field. For OBS 84 displayed in
Fig. 11a, the velocity–depth function of P21 (Fig. 11a, in panel vi)
represents themargin wedge velocity, which is modestly slower (0.2–
0.3 km/s) than the corresponding function determined by ray tracing
(Fig. 6b) without including the effect of attenuation. Fig. 11b displays
the original record section and synthetic seismograms calculated for
OBH 67 of strike line P18. The primary arrivals through the upper
margin wedge are focused between offsets 5 and 25 km (Fig. 11b).
Again, synthetic seismograms are displayed for the different Qp
values. For both profiles, it is difficult to define the proper Qp values
from the synthetic seismograms, but a Qp of 300 yields unrealistically
high amplitudes in the margin wedge compared to the real data
(panels v in Fig. 11a, b). A quantitative estimation of Qp values is
required as introduced below.

4.2. Quantitative estimations of Qp values

In order to estimate the Qp values of the upper plate in a
quantitative manner, we analyze amplitude variations of first arrivals
from themargin wedge. The amplitude–offset decay curve is used as a
criterion to assess the validity of different Qp models by comparing
the amplitude characteristics of the observed data and synthetic
models. The peak amplitude values of the refracted phase from the
margin wedge are picked manually using the Hampson-Russell
software. This method is applied to the record sections indicated in
Fig. 1. A prerequisite of this approach is the calibration of amplitudes,

image of Fig�8


Fig. 9. Frequency spectrum of OBS 68. (a) Trace numbers from 200 to 330, (b) time domain data of OBS 68. The square area shows the time window from 7 s to 8.5 s used for the
frequency spectrum.
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usually with reference to the direct/water wave. The peak amplitudes
of the direct wave from the synthetic seismograms and real data are
matched firstly by applying geometric spreading corrections, and are
then applied to the refracted phase. The relative amplitude curves are
presented in Fig. 12. The amplitudes of the synthetic data decrease
fairly smoothly with distance, whereas the recorded data show a
rougher variation mainly caused by the complexity of the subsurface
generating signal interference compared to the smooth phase of the
Fig. 10. Amplitude–Distance curves for models m1, m2, and m3 (different positive
velocity gradients, see Table 1 for model parameters). Amplitude–Distance curves of
m1 model with different Qp values are displayed.
synthetic model. The lower signal-to-noise ratio of the recorded data
will enhance this scattering. In addition, although the tomographic
images for lines P18 and P21 suggest a fairly smooth structure, the
recorded data obviously are not one-dimensional and thus will to
some degree violate the most important prerequisite for amplitude
modeling. For this reason we conducted the modeling for two profiles
at a distance of only approximately 5 km from each other to
circumnavigate possible 3-D effects and minimize the effect statisti-
cally. For OBS 84, OBH 89, and OBH 90 of strike line P21, a Qp value of
50–150 generates comparable amplitudes between the observed and
synthetic data (Fig. 12a–c). On average and for offsets greater than
10 km, the amplitude–distance curves of these record sections trend
along the Qp=75 synthetic curve. For OBS 68, OBH 71, and OBS 74 of
strike line P18, a Qp value of 50–150 best produces similar amplitude
characteristics between the observed and synthetic data (Fig. 12d–f).
4.3. Uncertainty estimations of the seismic attenuation

The forward amplitude modeling conducted for the two strike
lines returns modest Qp values of 50–150, which correlate with the
observed wavefield and amplitude–distance curves along profiles
P18 and P21. Higher Qp values (N 200) in the margin wedge will
Table 1
Model parameters.

Model thickness of
margin wedge (km)

Vp
(km/s)

Velocity gradients of layers
(km/s/km)

m1 4.46 4.0–4.8 0.18
m2 4.46 3.8–4.8 0.224
m3 4.46 3.9–5.2 0.269

image of Fig.�9
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Fig. 11. Record section and synthetic seismograms of strike line P18 and P21. Ambient noise has been added to the synthetic record sections. Increasing Qp values of 50, 75, 100, and
300 within the margin wedge are shown in panels ii–v. The velocity–depth function is shown in panel vi. (a) OBS 84, (b) OBH 67.
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generate high peak amplitude values at the related offset (Fig. 12)
and will not reproduce a comparable amplitude behavior between
the observed and synthetic data. A similar pattern is observed for all
stations modeled on the two strike lines, where overestimated Qp
values generate artificially high amplitude arrivals. The less
homogeneous velocity distribution and structure of line P18 as
discussed in Section 3.2.1 leads to a higher degree of scattering in the
amplitude–distance curves of OBS 68, OBH 71, and OBS 74 (Fig. 12),
however, the general trend of all curves on average will not exceed
Qp values of 200.

In addition to the upper plate Qp values, other factors affecting the
modeled amplitude pattern include the vertical velocity gradient of
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Fig. 12. Amplitude versus offset variations for refracted phases through the margin wedge of stations OBS 84, OBH 89, and OBH 90 along strike line P21, and OBS 68, OBH 71 and OBS
74 along the strike line P18. Red dotted lines show the amplitude decay curves of the record sections. Black lines show a constant Qp of 50, 75, 100, 150, and 200 in themargin wedge.
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the margin wedge as discussed in Section 4.1. A high velocity gradient
in the margin wedge (e.g. m3 model, velocity gradient of 0.269/s,
Table 1) generates relative high amplitudes at corresponding offsets
with an identical Qp of 50. Therefore, high vertical velocity gradients
will lead to an underestimation of Qp values. The amplitude of the
refracted phase can be decreased by either a decrease in the vertical
velocity gradient or a decrease in the margin wedge Qp values. In
order not to overestimate upper plate Qp values, we chose a vertical
velocity gradient of 0.18/s (m1 model, Table 1) for the margin wedge
consistent with the result of the tomographic inversion, yielding a
minimum Qp value here (Fig. 12).

For station OBS 84 and OBH 90 of profile P21 (Fig. 12a, c), the
amplitude–distance curves at offsets greater than 14 km closely
correlate with the Qp=75 curve. Scattering is higher at the near
offsets, which are more affected by the larger variation of physical
properties in the sedimentary cover as well as by interference of
sediment reflections. This effect is also observed for station OBH 89
of the same line (Fig. 12b), however amplitudes could only be
picked up to an offset of 13 km, impeding the analysis. Even more
difficult to analyze due to the lack of far offset amplitude values are
the data of OBS 68 of profile P18 (Fig. 12d). As for OBH 89, the low
signal-to-noise ratio of this station inhibited exact amplitude
picking at offsetN13 km. Both stations, however, seem to follow
the general trend not to exceed Qp values of 200. For OBH 71
(Fig. 12e), the slope of the amplitude–distance curve does not
match the synthetic values. This is associated with the velocity
gradient and comparison with curve m3Q50 of Fig. 10 implies that
the velocity gradient is not matched underneath this station. As
discussed in Section 4.1, the gradient will influence the slope of the
curve but is less sensitive to the relative amplitude values. Data of
OBS 74 (Fig. 12f) mainly trend around Qp=75 and show a decisive
maximum at 12–14 km offset. We interpret this peak to be caused
by a low signal-to-noise ratio in the original data and thus to be
artificial.

5. Discussion

The results of the tomographic inversion reveal more details of the
seismic structure in the model space compared to the forward
modeling results (Zhu et al., 2009). The fine shear mesh of velocity
nodes of the velocity field indicates the P-wave velocity variation from
4.0–4.5 km/s at the tip of the margin to 4.1–6.5 km/s near the coast
(Fig. 5). The thickness of the margin wedge increases at the trench
axis from several hundred meters to about of 15 km at the coast
(Fig. 5). Similar structural units as observed here (upper and lower
margin wedge) are also resolved along the north Ecuador–south
Colombia margin (Agudelo et al., 2009), where a significant
accretionary wedge is missing.
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The décollement zone is imaged as a 1–1.5 km thick low velocity
zone sandwiched between the margin wedge basement and the
subducting Cocos plate. The velocity model of dip lines P15 reveals a
zonation of the décollement zone with velocities rapidly increasing
from 3.0 km/s to 3.5 km/s from the deformation front over a distance
of 15 km (P15). Velocities then remain constant (~3.5–3.6 km/s
between 20 and 35 km offset) until they increase again underneath
the lower margin wedge (~4.2 km/s at 50 km offset) (this velocity
increase is not unambiguously resolved for P24). A similar velocity
pattern of the underthrust material has also been reported for the
erosional south Ecuadorian margin (Calahorrano et al., 2008), where
a clear segmentation of the décollement zone could be inferred from
pre-stack depth migrated multichannel seismic data. The progres-
sively increasing seismic velocities concur with a reduction in
porosity resulting from sediment compaction associated with fluid
drainage.

The amplitude of a refracted seismic wave is controlled by the
velocity of the medium through which it propagates as well as by the
anelastic attenuation characteristics of the medium. The degree of
cracking and water or gas in fractures will directly influence seismic
attenuation by reducing Qp values (Bourbiè et al., 1987). This is
consistentwith the observation that Qp values generally increasewith
depth in the oceanic crust, which is attributed to the decrease in
fracturing and structural heterogeneity (Wilcock et al., 1995).

In Costa Rica, previous studies have reported high attenuation
(Qp=25–50) approximately 10 km landward of the deformation
front offshore Nicoya Peninsula (about 210 km northwest of our study
area) (Christeson et al., 2000). These values are consistent with the
low Qp values frommarine sediment (Qp=25–30) (Hamilton, 1972)
and reflect the sedimentary composition of the highly tectonized
frontal prism. This frontal prism is present along the entire ~500 km
Costa Ricanmargin (von Huene et al., 2009) and is self-limiting in size,
which is a function of material supply, convergence rate and taper.
The width of the frontal prism off Costa Rica does not exceed 15 km
landward of the deformation front. Approximately 20 km from the
deformation front, Christeson et al. (2000) observed Qp values of 50–
75, which is only slightly lower than our results from strike lines P21
and P18, located 30 km and 35 km from the trench, respectively
(Fig. 1). The lower attenuation of our lines (Qp=50–150) compared
to the values (Qp=25–50) recorded on the frontal prism (Christeson
et al., 2000, Table 2) reflects the tectonically more stable domain of
the middle prism and a change in lithology. The values are consistent
with a Nicoya complex composition of the central Costa Rican margin
wedge. The Nicoya complex is exposed on Nicoya Peninsula as
ophiolitic rocks, composed of massive flows, pillows, dikes, basaltic
breccias, gabbros, plagiogranites and radiolarian chert (Kuijpers,
1980). This unit has been interpreted as the seaward extent (Ye et
al., 1996; Christeson et al., 1999) of the Caribbean Cretaceous oceanic
Table 2
Margin wedge velocities and Qp values from wide-angle strike lines.

Region Costa Rica,
Nicoya
Peninsula

Central Costa Rica

Distances from
trench

10 km 20 km 30 km 35 km

Velocity ranges
(km/s)

4–4.4 4.4–4.8 3.9–4.9 4.2–5.0 (upper margin wedge)

5.1–5.4 (lower margin wedge)
Thickness of the
margin wedge
(km)

1.5 3.0 4–4.5 3.5–5 (upper margin wedge)

1–1.5 (lower margin wedge)
Qp 25–50 50–75 50–150 50–150

Reference Christeson et al., 2000 this study.
plateau (Bowland and Rosencrantz, 1988; Sinton et al., 1997). Though
attenuation across the middle prism decreases relative to the frontal
prism, Qp values remain comparatively low. This may be associated to
the fracturing of the middle prism, which has been documented in
numerous studies. Faults penetrate deep into the slope sediment and
into the basement rock (McIntosh et al., 1993; Hinz et al., 1996;
Ranero and von Huene, 2000). Seismic attenuation is influenced by
the material composition, which is reflected in the Qp structure of the
marginwedge. The increase in Qp values from the frontal prism, to the
middle and inner prism allows assessment of the changes in lithology.
The overall relative low Qp may be related to the fluid budget of the
margin as expressed in fluid expulsion through mud volcanoes
distributed along the margin wedge. The fault pattern is intrinsically
related to the hydrogeological system of the margin where the
majority of focused fluid seepage occurs on the middle slope (Ranero
et al., 2008). Fluid flow constitutes one cause of attenuation, however,
only at frequencies below the frequency range of our study (Toksöz et
al., 1987).

6. Conclusions

We apply the reflectivity method and incorporate the Q
parameter to obtain a 1D model for Qp on the Costa Rican margin
wedge (Table 2). By comparison with previous studies (Christeson
et al., 2000) we document a lateral decrease of attenuation across
the margin wedge with distance from the trench, implying physical
and lithologic variations along the lower slope of the marine
forearc. This is related to material strength variations associated
with a change in lithology from the sediment-dominated frontal
prism to the igneous composition of the middle prism of the
forearc. Seismic velocities and Qp values of the margin wedge are
consistent with a high degree of fracturing as suggested by previous
studies (Ranero et al., 2008), which facilitates mass wasting and
subduction erosion processes.

Acknowledgments

We are grateful to all colleagues and participants of Cruise SO163
for their help with data acquisition and processing, particularly to the
skillful crew of the RV Sonne. We used the GMT software (Wessel and
Smith, 1991) and Seismic Unix software package (Stockwell, 1999) to
plot several figures. We also wish to thank Editor David J. W. Piper for
providing a very useful pre-review of the manuscript and two
anonymous reviewers whose suggestions contributed to improving
the original manuscript. J.Z. gratefully acknowledges a scholarship
granted by the German Academic Exchange Service (DAAD) and the
financial support from the National Natural Science Foundation of
China (40674051) and the Knowledge Innovation Program of the
Chinese Academy of Sciences (SQ200910).

Appendix

1. Monte Carlo analysis

A practical way to estimate the model uncertainty for tomographic
inversion is the Monte Carlo method (Tarantola and Valette, 1982;
Tarantola, 1987; Korenaga et al., 2000). The nonlinear Monte Carlo
uncertainty was estimated as an a posteriori model covariance matrix
(Tarantola, 1987), which can also be approximately expressed by the
standard deviation of a number of Monte Carlo realizations assuming
that all realizations have the same probability (Korenaga et al., 2000).
Commonly, 100 random initial velocity models are generated by
adding the predefined random numbers to velocity values and depth
ranges of a reflector on a 1-D referencemodel. In this study wemodify
a 2D forward modeling velocity field by adding the constant random
values at the same layer and also modify the depths of the different
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reflectors to construct 100 2D random velocity models. See main text
for further information. The following chart presents the detailed
process:
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