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Abstract: We present a novel approach of extracting a domain ontology frore-sagle the-

sauri. Concepts are identified to be relevant for a domain based onréngireht occurrence in
domain texts. The approach allows to bootstrap the ontology engineeirggsr from given
legacy thesauri and identifies an initial domain ontology that may easilyfinedey experts in

a later stage. We present a thorough evaluation of the results obtaineitinda biosecurity

ontology for the UN FAO AOS project.

1 Introduction

The management of large amounts of information and knoveléslgf ever increasing
importance in today’s large organisations. With the ongaase of supplying infor-
mation online, especially in corporate intranets and keoge bases, finding the right
information becomes an increasingly difficult task. Ongids have been proposed to
be a solution to this problem and have been successfullyeapial improve knowledge
management [1] and search in specialized domains [9].

However, the task of constructing an ontology still regsiimeuch effort and is of-
ten carried out in an ad-hoc manner. Only few methodologies 2, 10] to improve
the latter situation and are often extremely complex réggiiextensive training and
expertise.

We present a novel approach to acquire an initial applinaii@tology for the man-
agement of document collections. Our approach builds oretise of existing thesauri.
Many companies have elaborated taxonomies of productdgcesrand corporate the-
sauri to ensure proper use of terminology in internal anéresl documents. Such
resources form an important intellectual asset of the legsiand maybe reused to form
an initial ontology.

However, the utility of the ontology in document managemienudged by the
quality of document retrieval. This quality is largely influced by the consonance of
ontological terms with keywords occurring in managed doents. Unfortunately, this
consonance is not met in large-scale thesauri. Hence, vedaged an ontology pruning
approach, which removes unneeded terms from the thesaiarasheuristic analysis
of terms contained in a document collection. Thereby we enthat the ontology is
focused to the intended document collection.

The usefulness of ontology pruning is emphasized by thdtsethiat could be ob-
tained in the AOS project carried out by UN FAO, where we wérallenged to acquire
an initial ontology for document management in the biosigcdomain.

The paper is structured as follows. Section 2 details theipguapproach. We then
elaborate possibilities for evaluation of the pruning &agh in section 3. Section 4
presents the results of the evaluation carried out in théegbmof the UN FAO AOS
project [6]. We conclude summarizing our contribution amgtdssing possible future
directions.
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2 Pruning

2.1 Pruning in a nutshell

Pruning presents a completely automatic bootstrappingoaph for ontology devel-
opment. Input to pruning is an already existing vocabulght-weight ontology, the-
saurus or taxnomy), which constitutes a light-weight cphaalization.
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Figure 1: The high-level idea of pruning

The aim of pruning is to automatically extract the subsethefdonceptualization
which is relevant to the target domain (cf. Figure 1). Ndtyrahis assumes and re-
quires that the input conceptualization generalizes ttggetalomain.

The decision on whether or not concepts are relevant to theaiois based on
a heuristic analysis of document collections. These héesisperate on a frequency
analysis of words that can be extracted from the documertaiekier, the extraction
of relevant terms is based on two sets of documents, one afhwdontains domain
specific documents and the other generic documents. Thisesihat we may consider
the relative importance of domain terms (wrt. to generim&rin the pruning process.

Clearly, the identification of a representative set of doents, that represents the
domain of interest and that contains concepts relevantealtimain, is central to our
approach. Hence, this domain-specific corpus has to beutlgrehosen by subject
specialists in the area.

The choice of a generic document corpus is deliberate. Gereference corpora
used in the information retrieval community such as CELEXpwoblic news archives
have shown to be well-suited in our experiments. As mentdnefore, the generic
corpus serves as a reference for comparsion with the dorogius.

2.2 Pruning heuristics
Computing important concepts

The pruning heuristics are based on a frequency analysisrafepts. Concepts are
identified in the text via those words, which are used as theicalizations. The com-
putation of frequencies for concepts can build on measungsrigke simply counting
the occurrence of words in documents. The latter measureisk asTerm Frequency
(TF) in the information retrieval community. In our work we alssed a more elaborate
measurement known d$/IDF! [4], which punishes concepts that occur often in many
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documents. This is achieved by normalizing the the termueegy number attaching
with a term-weighting factor (IDF). For our purpose, we usageighting factor intro-

duced in [8] which relates the document frequency (DF) of racept with the size of
the document set:

|corpus|

TFIDF () = TF(x) x (57 ©

)

Comparing frequencies

In our approach different comparison strategies can beechbyg the user. First, the
user may consider different granularities. The granyl8ALL" compares the frequen-
cies regarding all documents in the respective sets. Onghesite end the granularity
"ONE" would consider a domain concept relevant if it occursrenoften in some do-
main document than in any generic document. Other gratielre.g. comparing the
average frequencies, are of course possible but are notaletged.

Second, users may specify a minimum multiplicity factathat specifies how much
more frequent a domain concept should be compared to a geswrcept. Hence, a
concept will be considered domain relevant only, if its vyl term frequency is at
least r times higher than its counterpart in the genericusrp

2.3 Concept Acquisition

The ontology pruner has to identify concepts in a documeaotder to compute concept
frequencies. Concepts are linked with (possibly multipg&)calizations. Whenever we
can identify such a lexicalization in a document the respedtequency of the concept
is incremented. This allows to consider synoyms for corsceytich are usually avail-

able in thesauri. For example, the English word "bank” hdsadt 10 different senses
connoting financial institutions, certain flight maneuvefaircrafts, etc.

All frequencies obtained for individual concepts are aggted upwards through
the taxonomy to ensure that top-level concepts are propeflgcted. Via this aggre-
gation we can ensure that top-level concepts that are ysuatlifrequently used in the
texts are not considered as being irrelevant for the tamyetadh.
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Figure 2: Identification of concepts in text



We evaluated two alternatives for the identification of daizations (cf. Figure 2),
one treats documents as a vector of waittke other tries to match lexicalizations with
document content using a TRIE-based structure [3]. Therla#tn cope with compound
terms such as "food safety” since whitespace can occurmifliRIE path.

In order to cope with different document formats, e.g. HTMLP®F, the first step
in the pruning process removes document specific markupnigad a plain text rep-
resentation. Then a stop-word list is applied to filter ouglaage specific fill words
(such as 'and’, ’in’, etc.). The remaining steps are spetifieach method of concept
acquisition.

The vector-based pruner uses shallow natural-languagegsing techniques to
stem words and builds up a concept frequency vector. The wectbrs of all docu-
ments are assembled into one term-frequency table whiceid as a basis for further
computations. The identification of concepts is accomplillising a term-concept hash
table, which allows to look-up concepts via their lexicatinns.

The TRIE-based pruner incrementally processes each poegged document by
means of a TRIE data structure. It counts the frequency piective concepts, when-
ever a leaf of the TRIE is reached (i.e. a label or synonym kas found in the text). In
the current implementation, each occurrence of a lexigtdin increases the frequency
count of a concept by 1, no matter where the lexicalizatiqreaps in the text.

3 Evaluation Desiderata

This section discusses how a sensible evaluation of thengui a conceptualization
can be carried out.

User Parameters

As discussed in the previous section the ontology prunioggss may be influenced
by the user using several parameters. The evaluation sletarifly the effects of the
three main parameters frequency weighting measure (THDF/ granularity (One,
All) and ratio on the output. Second, we may evaluate thetffef the two approaches
on concept identification (Vector, Trie).

Resource Selection

Naturally, the effects of pruning highly depends on the usecliment collections and
the input conceptualization. We have to ensure that therdentisets contain approx-
imately the same amount of textual data (cf. Section 4.1 js Gharantees that the
absolute number of terms is comparable in the TF measure. \W$iag the TF/IDF
measure the absolute numbers are relativized throughzbethe corpus, hence the
size of both corpora must not necessarily be similar.

Human Cross-Validation

The evaluation of the results of pruning cannot only be basedeasures like size
and other statistical characteristics of the output. btean empirical evaluation by
subject specialists who assess the output has to be cautie@mly subject experts can
evaluate the relevance of the extracted concepts and ofkbstriptiveness towards the
specified domain. It is impossible to evaluate each indddwtput in practise.

Therefore, we base the assessment on the comparision afuthieég output with a
gold-standard ontology which includes only the concepmifthe source ontology that
have determined to be domain relevant by the subject spssialhereby we can study
the effects of different parameters with respect to oveketveen pruned and assessed
ontologies.

2 each word is separated from others by whitespace or punctuation



4 Evaluation Results

We evaluated the pruning technique within the UN FAO AOS gxbjThe target do-
main of the output ontology has been biosecurity. This danraiolves aspects like
food safety, animal health and plant health. We have reugederal thesaurus on agri-
cultural terms as input ontology.

4.1 Pruner Input

Domain Corpus

Three sets of documents have been compiled for evaluatignopes by subject special-
ists, which capture the above mentioned sub aspects ofduinge The domain corpus
contains 90 documents and is 9.73 MB large.

Generic Corpus
Two different generic document sets have been compiled:

Generic Corpus 1 (Gen)rhe first set of generic documents has been chosen ran-
domly from generic news sites and the reuters 21578 testatih [7]. It contains 32
documents accounting a total of 9.55 MB of data.

Generic Corpus 2 (AG)A second generic document set has been chosen to test the
behaviour of our approach when comparing the domain corpiisancorpus from a
similar domain. This second generic corpus has been codhpileof randomly chosen
html news articles from the US Department of Agriculturecalments from different
FAO research areas, hence covering a broad range of agraduibpics. This adds up
to a collection of 215 documents at a size of about 4 MB.

Input Ontology

We used the UN FAO AGROVOC thesaurus as input for the evalogtf. Table 1 for
statistics). AGROVOC is a thesaurus and contains 3 rel&§ioes, which are frequently
instantiated: "related terms” expresses arbitrary refeips between concepts, "used
for” expresses that one concepts is used as a descriptoe dfyfionym relationship
which constitutes a taxonomy. The taxnomy of AGROVOC is aeaflat structure
with respect to the high number of concepts, since the maximepth is 8.

Types |HierarchicalNon-HierarchicgRelated TermdJsed FofTax. Dept
[I7506 | 3 | 17168 | 15285 13486 | 1799 | 8

Concept elatior] Relations Relations aJ Relations RelationTMaximuml*
R
|

Table 1: AGROVOC Thesaurus Statistics

4.2 Evaluation Settings

We carried out two evaluations. First, both Vector and hased concept identifica-
tions have both been evaluated using corBes with varying frequency weights and
granularities. The ratio has been varied using the disgadtes (1.0, 2.0, 4.0, 6.0, 10.0,
20.0, 40.0).

The pruned ontology with the highest number of concepts bas bhosen for em-
pirical assessment and evaluation by subject specialistgject specialists deleted all
concepts in the pruned ontology that were not relevant ferdibmain. This evaluated
ontology has been used as the gold-standard ontology. #ér@runed ontologies have
been compared with it testing the effects of different patmnsettings on the filtering
of relevant and more specific concepts.



# Concepts Pruner vs. Pruner Trie: # of Concepts
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Figure 3: Vector-based vs. Trie-based concept identification

4.3 Statistical Results
Trie vs. Vector-based concept identification

The peformance of both identification techniques is showRigure 3. Obviously, 3
clusters or groups of curves can be identified. The uppervesuepresent the results
of the Trie-based concept identification and generic cof@en). The curves in the
middle belong to usage of generic corpus (AG), whereas therld curves show the
results of vector-based concept identification.

Subset tests show, that all ontologies obtained via vdseed concept identifica-
tions are a total subset of the Trie-based identificatiovi@sly more concepts can be
recognized when compound words can be used.
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Figure 4: Effects of varying multiplicity ratio

Influence of user parameters

Within all three groups of curves, two sub groups can be ifledt Granularity ONE
always identifies more concepts than granularity ALL. Thagesof TFIDF vs. TF
as frequency measures makes no significant difference iev@loation. This can be
accounted to the fact that both weights are relativizedidindhe comparsion of domain
and generic frequencies.

The multiplicity ratio monotonically decreases the numbgkidentified concepts.
The minimal set of concepts is constituted by those condbptsan only be identified
in the domain corpus and do not occur in the generic corpuls at a

Closer study of the effects of varying the multiplicity @afcf. Figure 4) shows that
the development of the hierarchical relationships and idlated terms’ relationships
almost directly correlates with the number of concepts, rea® the 'use’ relationship
and the taxonomic depth do not vary significantly, in factglery little decrease only.

Influence of generic corpora

The use of (AG) corpus leads to smaller ontologies contgiamaverage of 2565 con-
cepts versus an average of 3234 concepts using the Gen c8ihset tests show that
none of the pruned ontologies resulting from the AG set israpiete subset of its Gen
counterpart. On average the AG outputs contain 213 conéefits a standard devia-

tion of 53) which are not found in the Gen output. On the ottard) an average of 883
(with a standard deviation of 235) concepts have been prusied AG instead of Gen.

This number is quite constantly distributed amongst alpotg. On the other hand an
average of 2351 concepts could be identified using both carpo



5 Conclusion

Our results clearly show that the ability to recognize commbwords drastically im-
proves the results. Manual inspection of the pruned oniefoalso shows that generic
corpora closely related to the intended target domain sscAG leads to a bigger
upper-level of the ontology, i.e. allow to generalize theuténg ontology.

The evaluation has been based on the largest resultingoggtoihich has been
automatically extracted from the ontology, given the usadmeter variations.

It would be interesting to see, if the largest pruned ontplagtually contains all
concepts that are identified by an exhaustive manual aseassifithe input ontology
itself. Given the restrictions of time and cost, howeves thunrealistic. A first empiri-
cal manual assessment [5] has shown that a generic docuetewhich represents the
surrounding area of the target domain (here the AG set)esaiscin identifying more
of the non-relevant concepts. This higher rate could hamglmachieved on a higher
total cost of losing a larger set of domain relevant concepts

In conclusion, no clear statement can be derived conceamngptimal parameter
setting. If the aim is to extract possibly all relevant imf@tion from the source ontol-
ogy, then the best approach is to apply the pruner with thet kestrictive parameter
setting and then further assess the result by subject expgrhowever, subject ex-
perts are not available and the goal is to rather retrievédogetiof the source ontology,
which includes the least possible amount of irrelevant epts; even on risk of loosing
valuable concepts, then a more restrictive set of parasmsteruld be chosen.

The experience collected with using different generic ocapshows that a slightly
different compilation of the document sets might leads ffedént results. For our ap-
plication it might therefore be interesting to identify elerdifferent domain document
sets representing each sub areas of the target applicattofgod safety, animal health
and plant health, separately and apply them to the prunezparate evaluation runs,
later merging the resulting ontologies. In further works tvaluation should be applied
in different domains, in order to see if the statements andlosions derived above still
hold.
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