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From Genetics to Genetic Algorithms
Solutionto Optimisation Problems Using Natural Systems

Jitendra R Raol and Abhijit Falisatgi

Genetic algorithms are search procedures inspired by
natural selection and genetics that can be used to obtain
global and robust solutions to optimisation problems.
They find applications in computer science, engineering,
economics, linguistics, psychology, biology, etc.

Robustness, the ability to strike a balance between efficiency
and efficacy, is necessary for any system to survive in many
different environments. Nature usually offers good soluti
whenever robustness is ‘'required. Biological systems are more
robust, efficient and flexible than the most sophisticated
artificial systems. Aitificial svstems have to learn from
biological ones to improve rheir performance and carry out
their functions for ionger periods of time. Genetic algorithm
are based on principies drawn from natural systems.

Generic algorithms (GAs) are computational oprimisation
schemes with an uncenventional approach. They were
developed by John Holland and his colleagues at rhe
University of Michigan. The algorithms solve optimmisation
problems imitating nature in the way it has been working for
millions of years on the evolution of life. Iaspired by
biological systems, GAs adopt zhe rules of natural selection
and generics to achieve robustness. Acting on the premise of
survival of the fittest, a population of possible solutions is
combined in a manner similar to the mixing of chromosomes
in a natural genetic system. The fitter population members
pass on their structures as genes {(Resemance, Vol.1, Na.l,
p 40 in far greater guantities rhan less fit members. The net

effect is evolution of the population towards an optimum.
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GAs operate by combining the information present in
different possible solutions for a given problem, in such a way
that a better solution is obizined in future generations.
Terminologies used in natural genetic systems (NGS) and
(GAs) are given in the box below. Often NGS terminology is
used freely in the description of GA.

Terminology in Natural Genetic Systems and Genetic

Algorithms

NGS {biclogical system) = .. | GA (artificial genstic system)-
chromosome - - | string o

genesis 0 -, 1 feature or detector

- | feature value -

_ string position
The strings of genotype o suctur o
artificial genetic _phenctype . parametar set, alternative solution, -
systems are o T a decoded sfructure. :
analogousto ) '
chromosomes. Comparison of Natural Systems and GAs Terminology

Chromosomes are long stretches of DNA that carry the
genetic information needed to build an organism (Resonence,
Vol.1, Neo.l). The strings of artificial genetic systems are
analogous to chromosomes. Chromosomes are composed of
genes. Each gene is a unit of information that takes different
values called alleles at different loci. In artificial systems,
strings are composed of fearures Or detecters that assume
different values { 0 or 1 in case of binary coding) located at
different positions on the string. The total genetic package is
called the genotype whereas it is called a structure in artificial
genetic systems. In natural systems, the organism formed by
the interaction of the total genetic package with its
environment is called the phenotype. In artificial genetic
systems, the structures decode to form a particular parameter

set or a possible solution.
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Operations in a GA

Chromosomes : Chromosomes represent encoding of
information in a string of finite length on which the
algorithm operates. Each chromosome consists of a string of
bits. Each bit may be binary 0 or 1, or it may be a symbol
from a set of more than two elements. Generally for function
optimisation problems, chromosomes are constructed from ‘
binary strings. A few examples of encoded parameters in a ’
binary string of length 6 are showxn alongside.

160010 1
016100° i

Population and Fitness - GAs operate by maintaining a
population of such possible solutions with chromosomes.
Population members are called individuals. Each individual is
assigned a fitness value based on the cost function. Better
individuals {solutions) have higher fitness values and weaker
individuals (solutions) have lower fitness values. A simple GA
is composed of the operations discussed next.

Chromosomes
represent encoding g
of information in a ;
string of finite length
on which the

Inttialisation and Reproduction -A population of possible initial .
: £ pop P algorithm operates.

solutions is created by randomly selecting information from
the search space and encoding it. Selecting the information
means assigning random values o the decision variables of :
the cost [unction. Reproduction is 3 process in which
individual strings are copied according to their fitness values.

Cost Functicn, Decisien Varlables Search Space T e

tn most 0f the praciical optimisaiion problem, to 'Algorithms') would eventualiy f‘nd an
ihe aim isto find optimal parameters ¢ increase optimum solution. The parameters of the }
the preduction and/or to reduce the expen- system thataecrce the cost are c:_ ed demsson i
diture/ loss, i.e. to get maximum profit by variables. The search space is a Euc!:dean'

reorganising the system znd its parameters. space (Resonance Voi 1 No‘} Geo 'et

ffe re nt

Since this wili finaily refiect on the cost, itis Beginnings'! in wh:ch para’neters take d
represented bty the cost function {Figure 1. A values and ezch point ,n this spacaisa poss‘b

I carefully witten anc convergent cormpuigtional  solufion ofthe pr\rbiem AR S
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Figure 1 A cast function
fix) has x as psrameter OF
variabie which when opti-
maily determined, will
yieid either maximum or
minimum value ofthe cost
function depending upon
the nature of the problem.
The function has a global
maximum OF 100 atx = 0.
Also it has local maxima of
37 atx = 63 and minimum

of-924 ar X =32.

in simple GAs, a
mutation is a
random alteration of
a value of the string
position.

This means that strings with a higher fitness have higher
probability of conwributing one or more offspring to the next
generation.

Crossover : After reproduction, a simple crossover may proceed
in two steps: i) members of newly reproduced strings in a
mating pool are mated at random, and ii) each pair of strings
undergoes crossover. In a crossover operation, a sire is selected
randomly along the length of the chromosome, and each
chromosome IS split into two pieces by breaking at the
crossover site. The new chromosomes are then formed by
joining the top piece of one chromosome with the tail piece of
another (Figure 2). Thus as in natuial genetics, the population
members are allowed to mate in a probabilistic manner, with
each combination producing offspring that are similar but not
identical to both parents.

Mutation - A mutation operator is included in most GAs. In
simple GAs, a mutation is a random alteration of a value of
the string position. This operator helps to gain information
that is not availableto the rest of the population. The purpose
of the mutation operator is to prevent loss of important
information by effectively increasing the population diversity.
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Genergtion - Each iteration in this optimisation procedure is
called a generation. In each generation, pairs of individual
chromosomes are chosen for crossover operation. The fitness
determines the likelihood for reproduction and crossover
probability for new offspring is applied to decide which
individual will undergo crossover. Mutation is randomly carried

out during the crossover operation (during or after has a subtle

distinction). A new pepulation evolves from these operations.

Survtval of the fures: - The individuals may be fitter or weaker
than other population members and must be evaluated and
placed at their relevant ranked place in the population. This
ranking process will involve some form of sorting routine that

Figure 2 Crossover cpers-
tion is exchanging the high
performance notions to
form new ideas in the

search for better perform-

ance. This operaticn is
included in GAs because it
efficiently builds new ideas
from the best partial solu-
lions ef previcus frials
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Figure 3 Multimodal
function-surface has more
than one maximum or

minimum. The aim of a

GA is to cbtain the values

of parameters that give a
global optimum,
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ze population are allowed 1o dis out and oniv

members of 1

members whe are it take part in the genstc operation. The
f

Fhaprt 12 the svetarion nf+h —11imzinng tevdie T Yty
neteffect s the eveliution of the population 1owards the global

Cpimum.
A Simple GA

A simple algorithm using binary coding technigue is as

follows:

1. Create population of N samples from a chosen search space —
denoting the decisicn variables.

2. Produce series of Gs and 1s to create chromosomes — enceding
the decision variables.

3. Calculare cost funcrion values and assien fitness to each
individual,

_4. Sort the individuals according te tespective fitness values and
P

apply the reproduction cperator.

Carry out crossover operation tzking two chromosomes at a tme.

Mutate the chromosomes during crossover with a given

probability of muration. '

7. Replace weakest member of new population by the best
member of old population. '

8. Replace old generation by new population.

9. Repeatstep 3 1o siep 8 for 2 given number of generations,

}I‘l
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Simulation ofa G4

Consider the problem of maximising the function (Figure 1)

F(x) =x% - 64x + 100,

where x varies from ¢ to 63.

This function has a global maximum value of 100atx =0, as
can be easily computed. To use a generic algorithm, decision
variables of the problem have to be coded in strings of finite
length. Fer this problem, we can encode the variables as a
binary string of Ienigth 6, V\e create an initial population with
4 samples by randomiy selecting them from the interval 0 to
63 and encode each sample. A binary string of length 6 car,
represent any value from 0to 63 (25-1); hence string length
is chosen as 6 for the example. Four encoded samples in the
initial population are:

5 = 000101
60 = 111100
33 = 1051001
8 =001000

These individuals are sorted according to their fitness values.
(They are arranged in the descending order of their fitness

values). In this case, the fitness value is the same as the cest

funcrion value. These sorted individuals are given as:

; No. x i String Fitness
I i '
L1 6 | 111100 ~140
P2 5 | 006101 . ~195
3 5 L 0o15co ~348
4 a3z 1 iocootr -523

T STMIgs are JroasSd over at

; : : N .
1 rAnGOUY Setied ) 10 g T asw SITgs:

To use a genetic
algorithm, decisicn

A e -
coded n siings 2
ek g
inile i2rgy
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CrOSEover 3ie REW SINNSS fitness of new strings
1
i
1141100 111101 ~83
i fa} e h
ooC0t 000100 -140

Similarly rhe 3rd 2nd 41hstrings are crossed over at crossover
sire 2, to get:

CTOSSOVer Site New sirings fitness of new strings
{
01000 200501 37
10|0001 101000 -860
No. X String Fitness
O A S 000001 37
> 51 . 111101 -83
3. | 4 =:| 000100 140 |
S 4 . 40 =i 101000 -860

W see that in one generation fitness is improved from —140to 37
(f (1) > f(60)). Before proceeding to the next step, the weakest
member of the population is replaced by the fittest member of
previous population, i.e. ,smng 10 100 O that has fitness —860 is
replaced by string 111 100, whose fitness is-140.

In the 2nd generation, the 1stand 2nd strings arecrossed over
ar site 1, to get:

crossover site new strings fitness of new strings
I
5|00001 011N -915
1(11101 100001 -923

Similarly rhe 3rd and 4th strings are crossed over at crossover
site 3 to get:

v W“ RESONANCE | August 1996
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crossover site new strings fitness of new strings
I
000]100 000100 -140
111]100 111100 -140

Replacing the weakest member by the fittest member of the
previous population (string 1000 0 1 with fitness value of
-923 is replaced by string 00000 I with fitness value of 37)
and sorting than according to the fitness values, we get:

'No'."_ _ X String "_'-Fitnéss
1 1 gooao " T Tart
2 4 000100 | 140
3 60 111100 | 140
4 29 . 011101 ¢| . 915

In the third generation, the =bcve process of crossover
(at site=4) is repeated (not shown here). The new set of
strings in the population, after replacement of the weakest by
the fistest member of the previous population is given as:

II 000001 37
I El 111101 83 l

For simplicity, the probability of the mutation is chosen as 0
(zero). We see that as genetic operations continue from one
generation to rhe nest, imoroved sclutions evolve. At x=0,
A

fixy=100, which is the desired resulr. Here, the probiem
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Stopping stratemrss

oy

One can siop the sezrch afier a certain number of generations.
However, for a {ixed population size, more generations might
be needed for convergence of the GA. The search can be
stopped when no further improvement in fitness is detecied.
There are several 1ypes of stopping criteria and the research
for an optimal criterion continues. Since GAs employ
muitiple concurrent search points, it is important to mainiain
the diversity of such points. A convergence critericn can be
based on the assumption that as the GA progresses there will
be a time when 2 large number of generations is needed to
bring a small improvement in the fitness value. This can be
ascertained from the gradient of a plot of best fitness against
the number of generations needed to obtain that fitness. One
can do an effecrive search if one expleits important
sirnilarities in the coding used in GAs. This leads one to the

important notion of a similariry template or schema.
GAs Without Coding the Parameters

GAs become complex because of the efforts involved in”
encoding and decoding the chromosomes. Also they do not

provide the variety of easy options, required to tackle the
spectrum of problems faced in science and engineering which

involve floating point numbers. For higher dimensional

problems this leads to very long chromosoimes. In such cases
real number parameters can be directly used in genetic
operations with some medifications in crossover and
mitutation operations. A cressover operation may involve only
averaging of the information. A mutation is done by adding a
small noise to the information. For a cost function varying
with a parameter X, if ‘A’ and ‘B’ are two individuals with X,
and X as parameters, when they are crossed over, the new
individual ‘C’ is created with parameter X, = (X, + X3)/2.
The best individual in population ‘A’ with parameter X, will

J\/W\/\, RESOMNANCE | August 1998
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undergo a mutation to create a new individual 'D' with
parameter X; where X; =X, + d,, { . Hered,, is a constant
and £ is a number chosen randomly between -1 to 1. In each
generation the population is refreshed by taking new samples
from the search space. A simple algorithm that does not code
parameters can be obtained from the genetic algorithm
described earlier, by incorporating the new crossover and
mutation operations as discussed above.

Results of the application of a GA (without coding of the
variables to the function of Figure 4) show that,increase in the
number of samples in the population, increases the success of
reaching the global optimum. In this case the number of
generations was 10 and the number of trials was  1000. The
required accuracy was set to 0.0001. The percentage of success is
defined as 100 times the number of trials in which the global
minimum reached is divided by the total number of ais. For
15 samples the success mas 100%. Some of these results have
been obtained using NALs parallel computer {(Flosolver}.

Concluding Remarks

Nature has been using Gas for miiliens of years and aleng the
way it has produced ccmplex, intelligent living organisms
capable of reproductiorn, self-guidance and repair. Although

Figure 4 Function with
more than one minimum.
The aim is to search for 2
global minimum. Function:
ffx) = cingx), for G<x<380;
afsin/x)] /2 for 3601000
it has a global minimum
fix)= 1.0 at ==270. it hes

two local minima.
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robusiness is the amount of compuiatios
not 2 preblem in the age of fast/paralie]l computers. GAs use
simple computaticnal operations and vet are powerful tools
for optimisation. Several versions/improvements in GAs are

NOW emerging,
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Zolliner illusion

~Cross hatching has re-
sulied in an illusion of
~distortion in a perfect
circle. N .
| G S Ranganath
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