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ABSTRACT

An expert system was developed for sensor failure management for

control systems. Keeping
system can be used in
modifications.
to investigate in
almost

real

1. INTRODUCTION

Some of the realistic problems in control
systems which are complex and subject to
failures in the connected measuring instru-
ments (sensors) require almost instantaneous
solutions for the dynamic systems to hsve the
desired performance. When a sensor fails,there
is a need to replace the failed sensor by a
redundant sensor for the purpose of failure
management; Mathmatical modelling and computer
simulation of control problems provide useful
solutions by which real time sensor failure
management control systems can be designed
using minimum human intervention. The computer
software, written for this purpose in conven-
tional, procedare oriented languages when imp-
lemented are time consuming and hence ineffi-

cient for on-line failure management systems.
Methods of artificial intelligence are more
effective resulting in qualitative decisions

by heuristic reasoning in complex situations.
Keeping the above facts in view,
based simulation software for
ment purposes, was developed. This expert sys-
tem is an interface of several TURBO-C and
TURBO-PROLOG modules which can be linked and
executed in real time on PC. The expert System
consists of 1} =simulation of sensor outputs,
2) observer computations and 3) sensor failure,

a knowledge
failure manage-

management .Figure 1 shows the block structure
of the expert system.

2. REDUNDANT SENSOR PACKAGES

Accuracy in sensgor output is an important
aspect in a feedback control system. Failure
in -one or moere.sensors resulting in faulty

feed-back signals can produce abnormal changes
in the dyraniic performance of the system. One
of the methods adopted to take care of such
critical situations is to provide multiple
sensors for .each signal Dath. ,resulting inp

the basic structure

A new strategy has been presented which
situations with many alternatives.

intact, the expert

immediate solutions for corrective measures.

time environment with suitable

is useful

provi‘ping
redundant measurements. If failure occurs in
a sensor and is detected, it can be disconnec-
ted and its counterpart in the redundan't
sensor package can be relied upon for the

is assumed here that all
those redundant sensors in different sensor
packages, which are used to measure the same
signal do not fail together. One of the
methods adopted to detect sensor failure is to
have a triplex sensor package system and
compare the three measured values. from
similar sensor types for equality.

However, analytical treatement of the control
problems provides some techniques by which the
above type of multiple (more than two)
hardware redundancy can be replaced by only
one pair of redundant Sensor packages{3}.
This will provide computational procedures for
easy detection, diagnosis and selection of the
proper sensor to get the correct output.

feedback signal. It

3. ESTIMATION USING OBSERVERS

The development of a failure management expert
system is tried for a linear second order
aircraft system with a single control input.
The state vector X has the components « (angle
of attach) and qgq (pitch rate) which are
measured simultaneously by two sets of sensors
providing pairs of identical values (provided
none of them fail) represented by

Y11 and Y12 { sensor type 1Y
and Y21 and Y22 ( sensor type 2 ),
Under no- fail conditions, it is obvious that

Yi1 = Y12 and Y21 = Y22 .

As already stated, for sensor failure manage-
ment purposes, apart from the sensor package

(measuring two outputs) and its counter part.
analytical design of ocbserversi4) to estimate
correct values of the output signals is also’
considered'. We have one observer for each
sensor {Fig.2}. Each observer driven by one of
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the' two outputs of a package estimates the
other output. Thus the sensor outputs and
their estimates through observers provide the
redundancy for comparison purposes.

outputs resulting
scheme to estimate the
the output signals can be

The twonets of observer
from the& analytical
desired values for
represented by :

Yllh and Yi2h (redundancy for sensor type 1)
Y2ih and Y22k (redundancy for sensor type 2}
If all sensors are good and if the dynamic

parameters of the system are known perfectly,
then all observer estimates will converge to
sensor measured values. In the event of the
failure of one of the sensors, observer
estimates of the other output, driven by the
failed sensor output will be in error. These
along with other sensor and observer outputs
are used to evolve an elegant scheme for
detection and diagnosis of sensor failure.
When a sensor is detected as failed, it is
switched off and its output signal is replaced
by the output of the corresponding sensor of
the same sensor type belonging to the other

sensor package. As already stated, design and
computation of observer equations involve
numerical computational procedures.

4. ESTIMATION OF THRESHOLD VALUES
If the mathematical model of the system is
accurate enough and sensors operate normally,
observer states converge quickly to outputs
from sensors. Thus differences betneen obser-
ver outputs and sensor outputs (observer resi-
duals) will be very small, oscillating around
desired values with a certain maximum devia-
tion. This maximum residual is the design
threshold. This can be estimated analytically
for each sensor.

Fig.3 represents the block diagram to compute
threshold values. Figures 4 & 5 show quick
convergence of observer outputs, corresponding
residuals and threshold values.

If failures have occured in one or more
sensors, there will be large deviations in
observer outputs resulting in large observer
residuals exceeding the <corresponding
threshold value. Analysis of these sensor and

observer outputs and observer residuals is the
essence of sensor fallure management scheme

which uses knowledge base and methods of
artificial intelligence.

5. SENSOR FAILURE MANAGEMENT THROUGH
KNOWLEDGE-BASED SYSTEMS

introduction that
reasoning detects

It is already stated in
knowledge-based symbolic

significant abnormalities in sensors,
pinpoints the failed sensor Oor sensors and
discardas the failed sensor{s}. A rule-based
approach is adopted to detect the defective

sensor. The inference engine makes such

decisions at each step based on

{1y the current sensor
status which

and observer output
is provided by the information

pre- processing software written in a
procedure oriented language; and

(2) the knowledge stored in the knowledge base

5.1 FORMATION OF FAILURE INDICATOR VECTORS
At any point of time, wunder no-fail
conditions, observer outputs converge to the
corresponding sensor outputs, which means that
each of the resultant-observer residuals is
less than the corresponding threshold value.
Due to existance of more than one sensor types
and their redundancy and the corresponding
observers, several such absolute differences
and hence several threshold bound conditions
can be obtained. However, it is a finite set
of absolute differences. with the number of
elements of the set depending on the number of
sensor types and packages. If fault occurs in
a sensor, some oOf the absolute differences
involving the erroneous values {in sensor and
observer outputslexceed the correspondin;
threshold wvalues while the remaining
differences (corresponding to outputs from
fault-free sensors) continue to be less than
the threshold values. Hence there exists only
two conditions snd each one of these threshold
bound and threshold unbound conditions can be
represented by one of the two arbitrarily
selected symbols. Thus the absolute
differences and the corresponding symbols form
tuo ordered =seta having a one-to-one
correspondance among themselves.

Under no- fail conditions, the symbol set
consists of only one symbol which cerresponda
to the threshold bound condition and repeats

as many time5 as the number of absolute
differences occur.

Consider all the conditions where only one of
the sensor fails, with the remaining sensors
in good condition (single sensor failure
conditions). When failure occurs in a sensor,
some of the absolute differences are threshold
bound and the remaining are threshold unbound.

Hence the symbol set consists of both the
symbols, with the repetition.of the tno
symbols. The number of times a symbol repeats

(symbol repetition factor) is the same as the
number of threshold bound or threshold unbound
conditions it represents. By the same
procedure, any other single sensor failure
condition will result in a.symbol set with
different ordering of the same tno symbols.
Redundancy in sensors, similarity in observer
constructions and the same procedures adopted
for the computations of the residuals in all
single sensor failure conditions results in
the property that the symbol repetition
factors continue to have the same values in
all the above cases,even though the ordering
is different for different cases. Thus we have
a specific vector of tuo symbolic elements for
the "fallure of a specific sensor, called
failure indicator vector. This means that
there exists a unique pattern of symbols
(failure indicator vector) for each sensor
under single sensor failure conditions.

Similarly, unique patterns of symbols (failure
indicator vectors) can be derived in cases of
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two senscors railing simultaneously {deoubie
sensor failure conditional. As before, eymbal
repetition factors for the two symbols are
same in all cases of double sensor failure
conditions, but are different from the ones
obtained .in single sensor failure conditions.
It is important to note that the absolute
difference of two values will be threshold
bound or unbound depending on whether both the
values are almost same or one of them 1is in
error. If both the values used for computing
an absolute difference are in error, nothing
can be said about their abosolute difference.
Such absolute differences whose behaviour
cannot be predicted should not be considered
in generating failure indicator vectors.

Thus at any point of time, a unique failure
indicator vector can be generated which forms
the input for the inference engine to act on

the knowledge base for sensor failure
management. The knowledge base itself
consists of fixed ordered symbol vectors for
single sensor failure and double sensor
failure conditions.

Appendix 1 illustrates the procedure for
sensor failure vector generation for
possible cases for a second order system and
the standard failure indicator vectors.

5.2 LOGIC FOR SENSOR FAILURE MANAGEMENT

The knowledge base consists of facts and rules
pertaining to single and double sensor failure
conditions. The facts consist of standard
failure indicator vectors whose elements are
the same symbols which are chosen to generate
failure indicator vecters.The patterns and
properties of the generated failure indicator
vectors form the basis to create standared
indicator vectors to be used in the facts in
the knowledge base. The'standard failure
indicator vector for a particular type of
failure may be formed by grouping together the
two symbaels depending on the corresponding
symbol repetition factors. When failure
occurs, the generated failure indicator vector
uill have the same symbols uith same
repetition factors as compared .to the
corresponding standard failure indicator
vector, but the elements are arranged in a
different (unique) order. Reordering is done
in the generated failure indicator vector
grouping the two symbols together tg match
uith the standard failure indicator vector.
The reordering sequence uhich is again unique
in case of a failure, will decide the failure
of a particular sensor (Tables 1 and 2 }.

During real time decision making proceas,the
inference engine starts uith rules which test

the double sensor failure conditions. The rule
acquires the failure indicator vector
generated in the procedure oriented software.

This vector undergoes suitable reordering
before the rule uses the fact containing the
appropriate standard failure indicator vector
for pattern matching purposes to detect and
diagnose the failure in pairs of sensors.

Ceonsider the case of two sensors failing at

different instances of time. resulting in
aingle sensor failure condition for some time
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and simultaneous failure of two sensors for =
different period eof time.The software takes
care Of such situmti:ions by switching over the
logics for single and double sensor failure
conditions whenever 1%t is needed.

With this procedure which pin points & failed

sensor or pair of sensors, the software
returns a flag, which 1is wused in the
reconfiguration procedure. Reconfiguration 1is

done by replacing the failed sonsor output by
the corresponding sensor output, depending on
the value of the flag.

6. RESULTS AND DISCUSSIONS

As already discussed, the techniques of
detection and diagnosis to identify a failed
sensor is a single step ,procedure in this
expert system. due to the uniqueness propertiy
of the generated failure indicator vector in
respect of the failed sensor.

The results show that wunder no fail’
Conditions, residuals always remain threshold
bound, which means that observer outputs are
almost equal.to sensor outputs. Figures 4 and
¥ show these small differences between sensor
and observer outputs and also convergence of
residuals uith a maximum value, in respect of
the two sensor types.

Failure signals of different
chosen to simulate failure in differenat
sensors. Each one of these is a deviation
pulse function and the appropriate failure
signal is added to the four sensor outputs
uith a multiplication factor. Depending on the
choice of o or 1 for the multiplication
factor a sznsor will be deemed as normal or
failed. Under double or single sensor failure
condition, the inference engine returns a
flag. The output from the failed sensor- is
replaced by that of corresponding redundant
sensor depending on the value of the flag.

magnitudes are

Figure 6 shows the sensor STli which has failed
after a certain stage. Since Yl1 1is in error,
output ¥Y2ih of the observer driven by ¥Yil s
also in error. Hence the corresponding'residu-
als resgll and res2i are threshold unbound.

However. :he output ¥Yilh of the observer
driven by sensor output Y21 is not in error.

Hence YIIlh is equal to ¥YiZh. figure 7 show
reconfiguration in which the sensor $T11! is

replaced by 8Ti2 after failure is detected,
uith a maximum residual value greater than
threshold limit at that moment. Similar
results were obtained in all cases of double
sensor failure conditions.

7. CONCLUSIONS

The kxpert system which has been developed by
interfacing many modules in Turbo-C and Turko-
PROLOG, is found to be very effective in terms
of programming efficiency and simple procedure
for logical reasoning. Keeping the basic
structure intact, the expert system can be
used in a real time environment with suitable
modifications. It is easy to enhance the
knowledge base for searching wvarious



alternatives. The failure management scheme

for a second order system considered in this
paper has two rules with- each rule having
several alternatives, with a scope for
expansion.

Generating failure indicator vectors permits
use of efficient pattern matching technique
available in PROLOG to detect®nd localize

simulated failures as & single-
The scheme applied here may a
to higher order systems with m
avoid complexity in gene
dimentional failure indicator
sensor packge may be corsidere o consigt of
subpackges with a set of two o®kthe szensors.
The tasks in sensor feilure management can
thus be accomplished with little changes in
the knowledge base. ‘

ep procedure.
be extended
cutputs. To
ing higher
ectors, each
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APPENDIX |
FIRST ORDER OBSERVER FOR A 2nd ORDER SYSTEM

Consider the following equations

x1 = allfxl t al2%xZ t blty
X2 = a2itxl t alZixz + bI2iy
and y = x2
To design observer for xI (to calculate %1):
Define ¥l = y - a22ty - b2%u =3 a21#x]

Lol
allitxi + at2sy T bituy t
112(yl - a2ltx1) veeal 1)

~
Observer: x| =

Define ?1::;:1-;:\1 observation error (residual),

and x1{o}) = =xi{o) - R1(o}.
71 = x1-%X1 = (ail - 11 ¥ aZl)txt
Xi(t) = Xl(orre-tnll = 11 % a2l)t

By proper choice of 11 (convergence coeffici-
ent), error x1{t} may be made to decay fast.

Define Convergence Factor = all = 11 % a21,
Convergence Coefficient 11 is computed by
taking a sufficiently large value for. the

converaence factor.
Equation {1) can be urittm =as

8(t) = (all - 11%¥a21) t (al2 ~ l1xg22 *+
11(a11-12#a21))y t (bi-11%62)tu ...(2)
and
x1 = 8 t ll#y e (3]
where
Y = x2.

Equation {2} is solved for & by a numerical
method. %1 is obtained by substituting @ in(3).

for x2
suitable

We can design the observer
by choosing a

Similarly,

(computation of x2)

convergence factor.
APPENDIX T1

FAILURE INDICATOR VECTOR FOR 2nd ORDER SYSTEM

Figure 2 illustrates a dynamic system with
duplex sensor packages and corresponding
observers. Each of the sensor outputs
represented by

¥YIl, Y21, Y12 and Y22

drives an observer resulting in observer

outputs represented by

Y2lh, YIllh, Y22h and Y12h.
If all the sensors are good then,

Y11 = Y12 = YIlh = Y1Zh o a{l)
and Y21 = Y2Z = Y2lh = Y2Zn e .(2)

These equality relations correspond to the twe
sensor types measuring the two states of the
dynamic system. Due to the observer
threshold values Eil and 82 corresponding to
the two sensor types, the quantities in the
equality relations (1} and {2} are not exactly
equal but their absolute differences taken in
pairs are bound by the threshold values.

Thus, the above equality relations reduce to
two sets of six inequalities (each set
corresponding to a sensor type) as followa:
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Representing the quantities in the LHS of
thene two sets of inequalities by dl, d2, d3,
d4; df and 26 and el, e2, e3. e4, e5 and es
respectively, we have.

1)

0 Y22 - Y22hl- E2 £ O

¥12hj- El g © [v2ih- Y22h -~ E2 < O

di &0 and ei < 0 (i =1, ..., 61

for no-failure condition.

If the sensor STIlI is bad, its output Yi! and
hence the corresponding observer output Y2ih
are in error. This results in some of the
absolute differences (involving the erroneous

values Y!1 and Y2lh) exceeding the threshold
values. Therefore,

di >0, d2 >0, d3 >0 but dd4=0, d540, d6<0
and

el €0, e3 <0, e5 %0 but e2>0, ed>0, e8> 0
Further, the conditions of 'less than' =and
‘greater than' can be represented by twe
symbols say i’¢' and 'I' respectively. With
this representation, when sensor STIl alone
faila, the vector of differences

£1, d2, a3, d4. d5, 46, el, =2, €3, e4, 5, e
w111 have a one-to-one carrespondance with
f.12.1.,0,0,0,0,1,0,1,0.14
This is 'generated failure indicator vector'.
Fable 1 gives the generated failure indicator
vectors in regspect 'of all single sensor
failure conditions.

Consider the chse of two sensors STII and s5T21

failing together. The sensor and observer
outputs corresponding to these are:

Y11, ¥21 and Y2Zlh, YI1l1lh
all of the four being in error. As before,

the absolute differences forming the failure
indicator vector are either threshold bound or
thresheld unbound. But, it is important to
note that nothing can be said about the
absolute differences

P11 - viiel and  fr2s - veia|
as they may be threshold bound or unbound.
This .is because, both the values involved in
these differences are in error. Hence, the
inequality relations involving these two
absolute differences will have to be ignored
resulting in the failure indicator vector
having less number of elements, compared to
single sensor failure conditions.

12

Table 2 gives the fa:ilure indicator vectors in
respect of ailt double sensor failure
conditions.

vectaors With symbol
failure

Table !l:Failure indicatoer

0 and 1 for single sensor
conditions

STt {1 1 1 0 0 0 ¢ t 0 1 ¢ 1%

Teable 2:Failure indicator vectore with symbol
0 and 1 fgor double sensgsor failure
conditions
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