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Determination Of Model Order for Dynamical System
R.V.JATEGAONKAR.I.R.RAOL, AND §. BALAKRISHNA

Abstract—The problem of model order determination. which is an
integrat part of system identification for dynamical system, of auto-regres-
sive and least square structures is investigated. Twelve model order testing
criteria available in the literature are criticalty evaluated from simuated
daia and Irom two different physicai processes, ¥iz., 1) human operater
responses in compensatory fracking manual control, and 2) wind runnel
mounted model responses to tunnel flow instabilities. The study Tevealed
that of ail the criteria tested, only a subset is adequate to establish reliable
model order. Based on this observation, a computationally effective work-
ing rule is proposed for model order determination for practical dynamical
systems.

l. INTRODUCTION

Time series methods are gaining considerable acceptance in
system identiiication in new of their inherent simplicity and
flexibility {1]-[6]. These iechniques provide external descriptions
of systems under study and lead to parsimonious representation
of the process. The accurate determination of the dynamical
order of time series models is a necessary first step in identifica-
tion and continues to be a subject of extensive contemporary
research.

A literature study reveals that many statistical tests are availa-
ble to find the model order for any given process. Selection of a
reliable and efficient test criterion has been elusive since most
criteria are sensitive to statistical properties of the process. Vali-
dation of most of the available criteria has generally been through
simulated data. However. these order determination techniques
have to be used with practical systems with unknown stiructures
and finite data length. It is therefore necessary to validate any
model order criternion using a wide variety of data base.

The work reported 1m: this paper was motivated by the need to
determine dynamic denvatives from free response of a wind
tunnel model 1o tunnel flow [8], and human operator model
determination from a fixed base simulator [9]. The data sets are
from two distinctly different real processes and are considered to
be good candidates for critically evaluating and comparing vari-
ous criena

1. MopEL ORDER DETERMINATION

In the absence of a priorr knowledge. any system that s
generaling Ume series oulput can be represented by an auto-re-
eressive {ARY or a least squares (LS) moded structure {1, [2]. Both
these structures represent a general #th order discrete linear time
mvanant system  disturbed randomly. The modet order de-
termination probiern is one of assigning model dimension so that
it adequately represenis the unknown system. A review of the
{iterature on order determination relevant to present studv is
summanzed i Tables I and 11 as subjective and objective tvpes
for convenience [7]. [ 1.

The subjective tests have been used in manv applications [1].
{31 (1] [12] and the man difficulty in using these have been the
choice of proper levels of significance. By assuming the same
statistical risk level. the subjective tests tend to iznore the in-
crease of vanability of estimated parameters for farge model
orders. [t & common 2 assame a 5 percent nsk ievel as aceepta-
ble tor F-test [3] and whiteness tests {121 [14] arbitranly. How-
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ever, the recently suggested whiteness test-2 [15] does consider
the cumulative effects of autocorrelations of residuals. The pole-
zero cancellations[3], [12], [I 1] are made visually and are subjec-
tive. A systematic exact pole-zero cancellation is possible [16], but
iS compuiationally complex. Fit error methods are useful but
again subjective. Some of these tests have been comparcd for
their quality in [l 1] and [12] using simulated second-order plants.

Table II summarizes the objective-type tests. in which a local
minimum of a criterion function is usually sought. The final
prediction error (FPE)criterion due to Akaike [17] is based on
one step ahead prediction and is essentially designed for white
noise corrupted processes. The Akaike information criterion (AIC)
{17} is a generalized concept based on a mean log likelihood
function. Both the FPE and AIC depend only on residual van-
ance and number of estimated parameters and may yield residu-
als which are correlated. Sometimes these tests yield multiple
minima. The criterion autoregressive transfer function (CAT) by
Parzen has been proposed as the best finite AR model derived
from finite sample data generated by AR model of infinite order
[E8).

The modified final prediction error (AMFPE)[21] has been
developed for avtorepressive moving average (ARMA) models in
terms Of estimated variances of the process correlation function
and estimated parameters. A simplified version of AMFPE has
been used in this paper to be applicable to AR models. CAT3is a
modification of CAT2 {20] to account for any ambiguity which
may arise for “true” first-order AR processes due to omission of
s terms,

The methods discussed SO far involve explicit parameter identi-
fication before criteria arc evaluated. The entropy test {22} 15 an
exception and is based on an information measure which is
related to time sertes of the process. In this study the entropy test
has been used for real process data.

I1I.  APPLICATIONS

Three applications of model order estimation are now consid-
ered through various criteria detailed in Tables | and 1I. The data
chains for the tests were derived from () a simulated second
order system, (2) human activity from a fixed base simulator and
(3) forces on a wind tunnel model exposed to mildly turbulent
flows. The AR model identification was carried out as in [2] and
the .S model igentfjcation as in I1). Theaﬁt:sz}éESd the criteria as

applied to model order estumation , ., an

Simulated Second-Order System

A second-order sysiem of known w, and § patched on an
analog computer was excited by a 200-Hz low-pas [iltered
Gaussian white noise. and the input-output pair were digitized
at a sampling rate of | ms,

The AR parameters were evaluated in a model order scun using
only the output data. Fig. | shows a plot of various indives ot the
criteria as a function of model order. The entropy. FPE. AMFPE.
CAT2. and CAT3explicitly indicate a mimymum at a model ¢rder
of 2. The prediction lit error shows a rmmrnum at model order of
2 and above. The F-test almost nearlv sausfies a 5 pervent risk
hypothesis at F, ;. Thus. the objective tests clearly indicaie the
correct modcl order. and the subyectve tests strongly suggest the
correct modcl order,

The LS model parameters were cevaluated next, agwin i an
ascending model erder scan, and the results are Hlustrated in Fig,
2. The pole-zero pattern in the upit circles clearly point o a
second-order svstem. The cancellavon of real pole-zero tor the
third-order model and a pur of complex pele-zero pwr for the
fourth-order model can be seen in Fizo 20 The F-test points 10 a
:ccl:ndurdcr svstem with F. . = 11389, The prediction and Jde-

terbninistie [it errees also suggest the sume model order.
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TABLE]

SURILCTIVE TESTS FOR MODE]

ORDER [HTERMINATION

Test £ rierion Features Comments
I Fest ) L I Invignificen: reduc- Two model orders o
o = T tien in oss funclion  be  cstimated  each
" by repeated  least (ST
No— 2. squares

s ny)

for V> HH). test F, | <23

for 93 percent confidence level.

2) Prediction fit S M
error 2 r‘ka/ 2 itk

A= A=

Locate the knee of
the cuerve it error
versus model order.

3) Deterministic fit B(g™ ")
error i)~ —(q_{.'u(n.
A(g7")
4) Whiteness test a) RLi13/ R0
= = 1.96/&.

Check for number of
autocorrelations out-
side specified band
for 95 percent confi-
dence level,

E
by X R

=1

< (k -+ 1.652K)R0)/N
Find »n satisfving
above condition with
5 percent risk level.

Insipnificam change
in fit error is sought.

Gives ability of the
estimated parame-
1ers 1o predict the
SYSIETN FCSPONSE.

Usclul for input-
cutpul model.

Accounts for the ef-
fects of nonlineari-
ties.  computational
ETTOLS.

The autocorretations
tend to be impulse
function if residuals
arc uncorrelaied,

Cummulative  effect
of auwocorrelations
of residuals is eval-
uated.

Results are identical
to whiteness tesl (a)
{dewatted discussions
in Sections III and
V).

The frequency specira were found from a transformation {2],
{8] for various models, and the w, and § derived from the AR/LS
spectia are plotted in Fig. 3. The system constants w, and { (for
n > 2) were directly evalvated from discrete parametric models
by appropriate transformation [24] and are shown in Fig. 3. The
correct value of system damping is predicted only by the chosen
model order. Further, the log-decrement method of free oscilla-
tion [23] correctly estimates the system constants. Thus both the
objective and subjective order 1est criteria provide sharp and
consistent model order since the simulated response data is
statistically well-behaved.

Human Activity in Manual! Control Task

The ume semies data for human response were derived from a
compensatory tracking experiment conducted on a fixed base
research simulator. Assuming that the human activity can be
represented by AR /LS models [9], the problem of model order
determination is addressed here. A record length of 500 data
points sampled at 50 ms was used for the analysis. The AR
parameters and indices of various order criteria are presented in
Figs.4and 5.

From Fig. 4 it can be noted that autocorrelation of the residu-
als suggest a sixth-order mode]. The whiteness test 2 confirms a
sixth-order AR model. The F-lest nearly satisfies the hypothesis
of a sixth-order model with F, ; = 3. The prediction fit error
flattens nicely after r > 6, and thus all the subjeciive tests of
Table I confirm the choice of a sixth-order AR model for human

In Fig. 5, the entropy FPE, AIC, CATZ, and CAT3 explicitly
point to & fifth-order model. However. the AMFPE suggests a
sixth-order model. It is pertinent to note that entropy test has a
very well-defined minimum.

The same data were used to fit LS models in a model order
scan from 1 to 8, and the results are shown in Fig. 6. The F-test
points to a second-order model with F, o = 4.2, which does not
improve for higher order hypothesis. From a pole-zero cancella-
tion analysis. as in Fig. 6, a second-order model js suggested. Fit
error analysis alse indicates the same choice. Further, residuals
were found to be correlated by both the whiteness tests for all
model order choices.

The effect of the model order on the frequency description of
the LS pilot models is shown i Fig. 7. It is clear that these
remain essentially the same for second and higher order models.
Though the AR pilot model differs from the LS pilot model in
model order, the order choice is consistent within each structure.

Dynamic Stability Derivative Measurement from Wind Tunnel
Model Force Data

Estimation of pitch damping derivatives using random flow
fluctuations inherent in the tunnel flow has been recently pro-
posed and validated [8]. This experiment uses an aircraft model
mounted on a single degree of freedom flexture having a domi-
nani second-order response. Since the excitaton to the model is
inaccessible, and AR model is the obvious choice, and an order
test has been carried oot usine a 10 samnle data chain The
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step prediction con-
sidering, both the er-
rors due to inmova-
tion part Of the pro-
cess and errors due
to inaccuracies N
estimating parame-
ten.

Generalized concept
of FPE. Estimate of
mean log likelihood.

Minimization of one
step ahead predict-
ion error from co-
variance matnx and
estimated variance of
the process itself.

Minimization of 1in-
tegrated  relative
mean square error
between nth order
AR model and theo-

retical A R{oo)
model.
Modified CATI.

Computationally su-
DETIOL.

Includes value in the
definiion of CAT2
to aveid any possible
ambiguity for " true”
first-order AR pro-
cess.

Minimization of the
difference in adjac-
ent  entropics.  Not
based on the smdv
of residuals of est-
makng procedure.

TABLEII
OBseCTIVE TESTS FOR MODEL DETERMINATION
Test Criterion Features Comments
DFinal prediction Minimization of av- Developed for uni-
error FPE(n, N) = N =7 = 162 erage error for one variate processes

corrupted DY white
mise. The penaly
for degrees of free.
dom is significantly
reduced for large N.

Doer not explicitly
depend on number of
data N. Could be
used for processes
corrupted by color
noise.

Compuiaiionally dif-
ficult.

For any arbitrary
model order #, ail »
models to be esti-
mated

For real physical
processes  that are
seldorn  true  first-

order AR type. The
advantages are not
very significant.

The order of the AR
model can be judged
before estimating the
AR parameiers.

*See Appendix

AMFPE critenia point to a tenth-order model. The F-test also
indicates a tenth-order modei.

Since the response is known to be dominantly second order.
the natural frequency was determined by evaluating the spectra
using a frequency transformation of the discrete AR models. The
natural frequency is plotted In Figo % as a functon of medel
order. It van be seen that estimased from AR spectrum stabilizes
10 a constant value for # > 10. The predicied 1ime response and
the error time history is shown in Fig. 9.

The effect of record fength on AR medel fitung is shown in
Fig. 1L For a sample length of 4600, the vanous model order
critena point 10 a filteenth-order AR model. The entropy crite-
aen and the nawral frequency determined from AR specirum
coniirm the same model dimension. This increase in model
Iimension as a function of record length has wiso been notwd n

carlier studtes {19].

IV, Discussion

In the previous sectien, tvpical results frem AR and IS model
order determination studies were presented. Based on these and
large number of simmlar other results. an cifert is now made to
investigate the relative ments of the vanous model order de-
termination critenta generallv used in the lterawre. Since the
same test procedures have been used on three different daa
sources, it is hoped 1o derive some generai understanding of the
various crter.

For a simulated second-order svstem. 2l the wst methods
consistently predict the correct model vrder. In the case of data
from physaical sastems, given o model siructure. alb the tese
criteria predict same model orders though ey seem o differ for
different model structures, Further. in the case of AR modehne.
data length affects the medel order.
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Fig. 2. Pole-zero pattermn and other model order tests for LS model of

simulated svstem.

Regarding the criteria themselves. the analviical equivalence of
FPE and AIC has been known [19]. and the present analvsis
confirm their idenuical behavior. FPE and CAT2 show good
agreement. but evaluation of CAT2 for a given model order

S reguires estimation of alt the n models. In contrast. FPE evalua-

on can be achieved by a limited order scan. CAT3 is of limited
eance since reat processes are seldom “irue” first-order AR
snen The AMFPE meant for colored noise did not show any
senificant advantage over FPE in the current studv. In our view
FPE cmerges as a reliuble test criterion, Further, the entropy test
WIns out o be an cifective pre-estimation test method.

Among the subrective tests investizated., fit error tests tend o
be highiy biased and are vonsidered 10 be of limited utlity. The
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F-test becomes objective once a level of significance is assigned.
Comparison of whiteness tests 1 and 2 reveal no marked dif-
ference for the data base used in this study. The siudy furiber
indicates that pole-zero cancellation in LS models do aid in the
selection of lower cquivalent model orders when so desired.

Based on the experience gained in the study. the followinz
working rule is considered adequate for selection of the proper
model order te fit typical experimental data.

Order determingtion:

evaivate entropy criteriont {AR onlyo,
cvatuate FPL.

perform Forest.,

check for pole-zero cancellations.
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Model validation:

time history prediction,
test residuals for whiteness

V. CONCLUSION

Comparison of frequency plots for LS models of human operator.

The ambiguous problem of the determination of the model
order of practical dynamical systems with & prioriry assumed AR
or LS structure was analyzed using 12 contemporary model order
test criteria. The data base was derived from physical situations
with widely different dynamical characteristics. This model de-
termination effort has provided a basis on which the utility of the
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Criteria lor AR model order determination of random response.

different test criteria can,be compared and evaluated. 'For the
typical dvnamical system considered, and similar situations, a
minimal set of test criteria has been proposed as a working
procedure tc determine and validate realistic model orders without
expending significant computational effort.

AIC
AMFPE
AR
ARMA
CAT

FPE

5

NOMENCLATURE

Akaike's information criterion.
Modified final prediction error.
Autoregressive.

Autoregressive moving average.

Statijtical F-test svibh¢
Fina} prediction error.

CritT'cu autoregressive transfer function.



IEFE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETI_CS. VOL. SMC-

52ar=K

AwmeLiTuDE

— ACTuAL
o FRECICTCD
e ERATR

sl |
2 o

SAMPLES —a

12, NO. 1, JANUARY /FEBRUARY 1982
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LS Least squares. _
r Model order of AR /LS description
N  Number of samples.
g~ " Back shift operator.
rResidual of estimation procedure.
Autocorrelation Of residual.
Loss function.
Svstem cutput.
w, Natural frequency, radians, second.
{ Damping ratio.
o= Variance.
{A(47"). B4™"} Polvnomials with regression coefficientsof the
output and imput sequences.
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APPENDIX

The modified final prediction crror (AMFPE) iS evaluated for
AR models as [21]

1 + 4
AMFPE = ——
I =4
where
noon agv
A=Y ¥ 90 a0
= 2 Tada, 2= 1)
and
o T v .
er(i ﬁj)‘ No— e }A—|}"\*1
'O
g% max{. y).
The eniropy eriterion for AR models is evaluated from the
correlation matrx [S,]asi22]
Vo— . -
entropy = log N, oy T loglS o —log s
N—=2n- = -
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AR model of random response, N = J6(K),
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Near-Nash Feedback Control of a Composite System
with a Time-Scale Hierarchy

UMIT OZGUNER, MEMBER. LEEE

Abstrace— 4 large-reale composite svstem structure encountered in eco-
rontic systems, manufacturing processes, power sysiems, Plc.. which has a
rwo-time-seale hierarchy. is considered. A dynamic game with quadratic
tost rileria associated with each subsysiem is set up and the Nash
feedback srategy analvzed. It is shown that a near-Nash solution can he
obtained from low order independent control problem, in the fast time-
scale and an independent game. related to a low order subsvssem, played in
the stow time scale. Furthermore. 5 decentralized information structure
turns out to be sufficient to implement the feedback controls.

I INTRODUCTION

An important concept in the area of analysis and control of
large-scale interconnected systems is that of hiererchy. Although
this concept can be viewed in a number of ways. one special
class, that of a rime-scale hierarchv, is especially suited to
mathematical formulation. Interconnected systems with an inher-
ent time-scale hierarchy aiso appear a lot in practice. especially in
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Fiz 1. Four-level hierarchy of imerconnected svaiems.

economics. Consider a medel of 2 number of companies togethe:
with the effects of gevernment regulavion. One gan view thy
compames’ day 1o day decistons regarding their pricing policy,
etc., as constituting a lower level fast time-scale problem. whercas
the regulating decision of the government plus the interactons
through the market are higher ievel slow phenomena. Consider
also a hierarchy (Fig. 1y formed. say. within 2 company 1o carny
out a specific project. Each level will be acting on a faster time
scale than the one above. and slower than one below. If the tasks
in each level are uncoupled. necessary uggregate information will |
be supplied from above and a direct information link will o
have to be set up. §

Recent resulis in singularly perturbed svsiems {11, {2} have
provided a suitable framework lor a mathematical model for then
above. Sandell p1 /. [3] have indicated that two-ume-scate filieringa
might be viewed as a hierarchy. A presentation of the quadraticr
regulater for multi-time-scale Interconnected swstems with dua
consideration of the hlerarchy involved and the necessary mfor-¢
mation transfer was given by Ozgiiner [i. [5). The observe fe
problem was also investigated {6]. The maln extension provides:l
to the results of Chow—Kokotovic [I]. [2] is based on assurmng o ;
structure where uncoupled subsystems eX|st in any time scale s
This results in the analysis/conire! problem also decoupling i
each time scale. Furthermore, the necessary information transfg
10 implement the near-optimal control is clearly identified. ;

Especially in view of the applications in economics as inc
cated. fora number of problems 3 dynamic game sctiing seet -
more natural than the optimal control problem solved by Ozom
in [5]. Someinterest has recently been shown in the area of
problems lor singularly perturbed systems. Gardner and Cruz.,
and Khalil and Kokotovic [8] investigated the well-posedness
Nash solutions and Ozgiiner [9] considered the simplificat
provided by specific cost criteria.

In this correspondence we will consider near-Nash feedb
solutions to a quadratic game for a two-time-scale system v = 4
multiple subsystems in the lower (laster) level in the hierar
The subsystems in the lower level will he shown 1o have cor _
(regulator) problems to solve in the fast time scale. whereas — —
actual game is in fact played in the slow time scale. All regu= _,
problems and the game will be independent of each other ar
much lower order than the original problem. Furthermore®* —¢
feedback solutions will require an inlormation pattern compi— R)
with rhe interconnection structure. 1

ther ha

II. THE TWO-TIME-SCALE MULTISUBSYSTEM GAME denu fy

We consider a specific structure of m — 1 lower level, "?l cost
ently “fast” subsystems interconnected through the d\nan

a higher leve]l “slow™ subsystems (Fig. 2). The mathec s

2f(



