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Abstract—Transparency is crucial to ensuring fair, honest modelling of coercion-resistance and focus on remote elec-
elections. Transparency is achieved by making information (e.g. tronic voting protocols. The quantitative framework by Ken
election result) public. In e-voting literature, this publication is Mauw and Pang [12] combine knowledge reasoning along the

often described in terms of abulletin board. While privacy of . .
voting systems has been actively studied in recent years, resulgn lines of [9] and trace equivalences of [10], [11] to formally

in various analysis frameworks, to date there has not been an model voting protocols and define yote-privacy and _receipt-
explicit modelling of bulletin board in any such framework. freeness for the voters. It can precisely measure privacy fo

Privacy implications of bulletin boards are thus understudied. voters by establishing choice groups. However, to this,date

Jo:wlgpif\ﬁgﬁevegngepz)rite?g rﬂ‘g | Sf;n%ﬂﬂgfmoﬂégf dfg‘n“;e(‘:’;ortﬁr‘;f explicit modelling of a bulletin board and its effects on s
! 9 p privacy has not been studied.

coercion-resistance. The usage of the extended framework is
illustrated by an application to the Prét a Voter voting system. o o . ]
Moreover, we present an information-theoretical measure of Contribution and paper organisatiorin this paper, we first

privacy loss in elections. shortly discuss the usage of bulletin boards in voting ard th
setting of our work (Sect. II). Our main contribution is to
extend the work by Jonker, Mauw and Pang [12] to account
A prime requirement for election systems is to ensure voteftsr bulletin boards, focusing on the syntax and semantics
have reason to trust the result of an election. Correctrleag a extensions (Sect. Ill and Sect. V). We formalise privacy
cannot achieve this — a correctly functioning process negd motions, in particular, we show how to formalise coercion-
inspire trust. Transparency of the voting process is the kegsistance in the framework in a natural way. In addition,
to foster such trust. In evoting literature (e.g. [1]-[5$uch we introduce and formalise a new privacy notion: forced vote
transparency is often achieved by making election infoimnat spoiling (Sect. V). These extensions make the frameworlemor
(such as the final result) public via a so-called bulletinrdoa complete and expressive for modelling and analysing exjsti
Similarly, privacy is of paramount importance for fair and/oting systems. To illustrate the usage of our definitions, w
honest elections. Without voter-privacy, a malicious dgam apply the enhanced framework to tiiét a Voter voting
threaten or bribe voters, and find out whether or not theystem by Ryan [4] (Sect. VI). Furthermore, we discuss an
complied with his bidding. Such threats undermine the veigformation-theoretical measure of privacy loss in elausi
purpose of voting. There exist several notions of privacyy a few examples (Sect. VII) and conclude the paper with
type properties in voting. Vote privacy is the property thasome future research directions (Sect. VIII).
an outside observer cannot determine how a voter voted.
Although this seems sufficient to ensure privacy, Benalah an Il. BULLETIN BOARDS AND OUR SETTING
Tuinstra [6] introduce receipt-freeness, which expregbas In e-voting literature, bulletin boards are used in any in-
a voter cannot gain any information to prove to an intrudatance where public access to information is desired. Eleamp
that she voted in a certain way. Receipt-freeness aims itelude publishing information from the election authiest
prevent vote buying, even when a voter chooses to renourcg. non-interactive zero-knowledge proofs [13], and amge
her privacy. Another stronger notion of privacy is coereioning the final result. Furthermore, in some systems, the voter
resistance [7], stating that a voter cannot cooperate wigh tis expected to publish information. For example, in [3], the
intruder to prove how she voted. voter's vote is publicly announced. Thus, both voters and
Many voting systems have been proposed claiming &ection authorities should be able to add information ® th
satisfy certain privacy properties [1]-[4], [7], [8]. A doim bulletin board, as well as obtain information from the biiie
approach is necessary to consistently evaluate such clailsard.
Various frameworks have been proposed to this end (e.g. [9]Hn line with the privacy framework of Jonker, Mauw and
[12]). For instance, Delaune, Kremer and Ryan [11] fornealid?ang [12], we aim to capture the effects of a bulletin board
vote-privacy, receipt-freeness and coercion-resistamgiag at the level of interactions between agents, not its interna
observational equivalences of processes. Backes, Haihcl workings. The original framework considers three différen
Maffei [10] use the same framework to have a more precigges of communication channels: public, (sender) anomgno
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and untappable. Thus, to add information to the bulletirrdboa peT = Thro

we assume that any of the same types of channels may be TEer, T = T+ (p1,02)
used. This means that any publication sent over a public or T+ (p1,92) = Tho
anonymous channel can be blocked by the intruder. In additio T (p1,¢2) = T

to these three channels, sometimes the assumption is used TEe, TEk = TH{pite
that election officials can post directly to the bulletin tha TH{pi}br, THE! = Tk

For such direct connection, we introduceumblockable send An agent's knowledgeKk is a set of terms closed under
Finally, we assume that the bulletin board is public, that iglerivability. This is defined a& = {¢ | K - ¢}.
information on the bulletin board may be read by any party Terms are communicated between agents or send to/read
as soon as the bulletin board has received the informationfrom the bulletin board. These communications may

We model the contents of a bulletin board as a list of termsgcur over public, anonymous, untappable, umblockable
using functionlist2set to convert lists to sets. A list is denotedchannels. The class of communication everfs is given by:
asL = (ai1,as,...). Appendinga, to the end of listL is  Ev ={ s(a,d’,¢),7(a,d’, ), as(a,d’,p), ar(a’, ), ph(i),
denoted as.’ = (L, a,). Interaction with the bulletin board us(a,a’, @), ur(a,d’, ), ubs(a, a’, p), ipub(p)
is modelled as regular interaction with an agent, though we |a,a’ € Ag U {BB}, ¢ € Terms,i € N},
purposfully omit an agent specification of the bulletin lwbar Where s, 7, as, ar, us, ur denote sending and receiving over
Note that this modelling of a bulletin board also implies n8ublic, anonymous and untappable channels, respectively,
security guarantees on the part of the bulletin board (thg., “bs denotes sending over an unblockable channel, jar(d)
board does not sign its contents), and its communicatioas &€notes an agent ready to start phaseinally, ipub denotes
subject to the intruder’s whim (as per the standard DolefP€ intruder adding a term to the bulletin board.
Yao intruder).Any desired security properties will havatse Th? behaviour of an agent Is Qeternjlned by the order
from how the bulletin board is used, thus ensuring that th{@ Which events occur. This order is defined by the agent's
model does not introduce security where there is none. ~ Process. The clasBrocs of processes, ranged over 8 is

The intruder is modelled as a standard Dolev-Yao iffVen by the BNF
truder,who has full control of the public network (note that P = 4|ev.P| P+ P
untappable channels anet under his control). P <@, =@p> Py | ev.X(0as---,0n)

Here, § denotes a deadlockev.P denotes action prefix,
P, + P, non-deterministic choice, anf’;, <1 o, = @, > Py
In this section, we recall the framework [12] and extend #onditional choice (behaving & if ¢, is syntactically equal
to account for interaction with bulletin boards. Changes wito ¢, otherwise asP,). Finally, we have guarded recursion.
the original framework are marked boldface. We assume a class of process variables, which is ranged over
We useV to denote the set of voters, who make a choidey X. For every process variabl& with arity n, there is
of their preferred candidate(v) € C. Similarly, Aut denotes a defining equation of the fornX (vary,...,var,) = P,
the set of authorities. The terms communicated in a votingth the syntactic requirement that the free variablesPof
protocol are built up from variables ifars, candidates irC, are preciselyvary, ..., var,. Without loss of generality, we
random numbers idVonces, and cryptographic keys iKeys, assume a naming convention such that all free variablesein th
ranged over bwar, ¢, n, k, respectively. The clas$erms of defining equation of a process variable are globally unique,

[1l. SYNTAX OF THE FRAMEWORK

terms, ranged over by, is given by the BNF thus limiting their scope to that defining equation. Subttin
is extended to events and processes in the obvious manner.
pu=var | cln| k[ (p1,02) [ {#te: A voting system specifies for each agent the agent's state.

The state of an agent is a tuple of its knowledgénw, (a
set of terms) and its behaviour (i.e. the order in which event
are executed) as determined by its procBss

Definition 1 (voting system [12])The class of voting sys-

Terms may be paired(¢1,p2)) or encrypted with a key
({#}r)- The set of variables of a term is given byfv(yp).
Terms encrypted withk can be decrypted using the invers

key k1. For symmetric encryptionk™ = k, whereas in . .
asymmetric encryptionpk(a), sk(a) denote the public and ti;:;:ﬁ;?f}:;O;éyﬁzggngtg(xﬁ;"ﬁ;f Z%CSi)c.eAs Vztsmgiven
secret key of agent, respectively. Signing is denoted a%y choice functiony: ¥V — C. This instantiation is denoted

encryption with the secret key. ) ! :
yp y__ is 1A VS”, which, for each voter, substitutes the voter choice
Variables represent unspecified terms. An example is the

voter’s choice: it is represented by variahle until instanti- vériableve by the choice specified by in her process.

ated. Variables are instantiated by substitution. The tgubs VS (a) = { VS(a) ifagV,

tion of var by ¢ is denoted asar — ¢, the application of a (m1(VS(a)), m2(c(VS(a))) ) else.

substitutiono 1o a termgp_ aso(p). i Here, m; denotes an extraction function that extracts tHe
A term ¢ may be derlve_d from a set of ternis (notgtlon component from a tuple, and = ve s ~(a)).

T + ) if it can be derived by repeatedly applying the

following rules: 1The distinction between these channels will become cleaeit. 3V.



IV. FORMAL SEMANTICS Unblockable publications are modelled analoguous, ugieg t

In this section, we highlight the extensions to the formdtbs(a, BB, ) action.
semantics of the framework. The operational semantics-is de2) read: An agent can try to read the bulletin board. If
fined in two layers. First, the semantics of an individualragesuccessful, this extends his knowledge with the full cotsten
is defined in a context with an intruder with knowledgg Of the bulletin board. Reading may be done anonymously or
and a bulletin board®B. Based on these semantics, we defingntappably, if the bulletin board supports such channels.
the semantics of a voting system. The operational semauftics
a voting system can be seen as the parallel composition of all (K1, BB, knwe, r(a, BB, var).P,) r(a,BB,list2set(BB))
agents. For. the agent_ semantics, we pres.er_1t only a sgbset ?fKI, BB, knw, U list2set(BB), P,)
the semantic rules. Given these, the remaining semangs rul
can be easily adapted from the original framework. To capture the flavour of how process flow rules are updated
. with respect to the original framework, below we provide the
A. Agent semantics . .

] ) semantic rule for guarded recursion.
The semantics of agents describes the effect of the events) guarded recursion:An invocation of process variabl&

on the agent state. Recall that agent state is defined asea tyjth argument listy, . . ., ¢, can be executed by agentif

containing a knowledge set and a process. Furthermore, g corresponding process in the defining equation ofy
consider the agent in context with the intruder and the balle can execute, under the specified arguments.

board. Hence, for agent semantics we consider transitibns o

states of the form(K,, BB, knw,, P,), representing intruder 0 =Vary /> ¢ 0 ovary — ¢n
knowledge, the bulletin board’s contents, and the agetate s X(vary,...,varp,) =P fv(p1) =... =1fv(p,) =10
respectively. Intruder knowledge is represented by a set of  (K1,BB, knw,,o(P)) = (K}, BB, knuwy,, P')
terms, the bulletin board by a list of terms, and the agené¢ sta (K7,BB, knwa, X (01,...,0n)) —> (K}, BB, knw!,, P')
by a tuple of agent knowledgeww, and agent procesB,. ,

In the assumed intruder model, each tappable communi&- System semantics
tion by an agent is a communication with the intruder. Hence, The formalisation of the semantics at the system level
the semantic rules below take the intruder's knowledge intemains largely unchanged with respect to the original &am
account. The states considered below thus consist of a tuplerk. Nevertheless, as the core modelling of the bulletiaro
of intruder knowledge ; and agent state. is at the level of the system semantics, we present the full

There are some restrictions on the terms that may occursystem semantics. The main difference at this level is the
an event. A termp occurring in a send event must be closedddition of the intruder publishing event. To express this,
(ftv(p) = () at the moment of sending. introduce the state of a voting system.

1) publish: An agent may try to publish a closed tegmif Definition 2 (voting system stateYhe state of a voting
and only if the agent can derive from his own knowledge. system is a tuple of intruder knowledge, a bulletin board
This is denoted as a send to the bulletin bdaBd For a public  (which is a list of terms) and a mapping of agents to agent
publications(a, BB, ¢), the semantics rule is as follows. states (a voting system), as follows.

knw, - ¢ ftv(p)=10

s(a,BB,p)
(K, BII?’ hntwa, S(Baé B]f?@)-]];a) The knowledge and current process for each agent are given
(K1 U{p}, BB, knwa, Pu) by VotProt. We denote the attribution of statgnw,, P,)

The rule for anonymous publicatioms(a, BB, o) is similar: to agenta asa: (knw,, P,). The current state of agentin
these terms also end up in the hands of the intruder (alb@tstem statg K7, BB, S) is denoted asi: (knw,, P,) € S.
without revealing the sender). Terms are added to the bullethe initial state of voting systerS with respect to choice
board by the intruder usingub(y) (see system semantics) function~ is (K9, e, US?), for initial intruder knowledgels )
as public and anonymous channels are under the intrudejisd the empty list.
control. In case of an untappable publication, the intruder The operational semantics of voting systems describe how
has less control: he cannot stop the publication, but he wille state of a voting system changes due to the interactions
(immediately) become aware of it (as the bulletin board i jts agents. The state of a voting system is given by the
public). The difference with an unblockable send is that thgtruder knowledge and the state of each agent. Typically, t

intruder cannot identify the sender of an untappable messagitial intruder knowledge contains public keys of all atgn
only from the communication eveAtUntappable publications compromised keys etc.

State = P(Terms) x Terms* x VotProt.

are modelled as follows: The operational semantics of voting systems in the context
knwa o fv(p) =0 of a Dolev-Yao intruder (limited to public and anonymous

(K1, BB, knwa, us(a, BB, ).P,) us(a,BB,p) ch?nk?ellls)d is given below. The semantl_chrl]llebs |gN§ rise to

(K1 U {¢}, (BB, @), knwa, Py) a labelled transition system (LTS), with labels denoting

the events. Untappable communication is modelled as
2|ntruder observations are captured at the system semaetiek | synchronous communication, hence theand ur events are



replaced byuc events (denoting untappable communication) 4) phase synchronisationAs in the original framework, a
in the set of labeld.abels of the transition systemLabels = phase transition can only be executed if all authorities are
{uca,d',¢) | a,a’ € Ag U {BB} A @€ Terms}UEv\ ready for it. The phase transition is then executed by all
{us(a,d’, ), ur(a,d',p) | a,a’ € AgU{BB} A € Terms}. authorities and by all agents readpd willing to do so. Its
Both untappable communications and phase synchronisatighnantics rule is referred to the original framework [12].
are synchronous events by more than one agent. The other ) ) _ )
events are executed without synchronising with other agentN€ System semantics gives rise to an LTS for each voting
We distinguish the non-synchronous eventszas,,,., which ~System. An execution of the system is a path in this LTS. A
is defined as follows. path is represented by a sequence of labels and is callecka tra
The class of traced’r consists of sequences of labels. The

' o) traces of voting systen¥S instantiated with choice function

Evnsync = { S(a'a a/a 90)7 7"(0,, a/y ()0)’ CLS(, aly Qp)a CL’/’(CE 5

|a,a’ € Ag U {BB}, p € Terms}. ~ (denotedVS™) are given by
The below system semantics uses the agent semantics to defing@’S”) = {a € Labels* |a =aq...ap_1 A
the dynamic behaviour of the system. The rules may involve 380, ..., 5n € State: so = (K9,e,V87) A

agentsa,b € Ag, which we omit from the premises of
the rules. Note that the premise of the rules involves agent
state transitions (a three-tuple of intruder knowledgesnag We denote the intruder knowledge and the bulletin board in
knowledge and agent process), and may specify restrictidhe last state of a traceas K¢ and BB, respectively.
on the system state (a mapping of agents to agent states). Traces model the dynamic behaviour of the system. The
1) non-synchronous event3he operational semantics fornext section determines the privacy of a given voter in argive
any ev € Evnsyne, including reading the bulletin board, istrace. This is then extended to establish the privacy of arvot
analoguous to the original framework. in a voting system.

VO <i<n:s; -5 s}

ev

(K71, BB, knwa, P) <% (K, BB/, knu,, P') C. Quantifying Voter-Privacy
ev € Bupsyne  a:(knwg, P) € S The extended formal model developed above enables us to
v express if an intruder can distinguish two executions of the
(Kf’ BB} 5) _> PR ) system. In comparison with the original framework, the only
(K7, BB {a: (knwg, PO} U S\ {a: (knwa, P)}) difference is that some of the newly introduced labels ate no
(completely) visible to the intruder. As before, these demn
have been marked iboldface
The distinguishing ability of the intruder is formalised as
the intruder’s ability to reinterpret terms: two terms, ¢
(K1, BB, knw,, P) us(a,b,p) (K1, BB, knw,, P!) ?re indistinguishaple to the intruder if the intruder maiyeg
wr(ab.o) : is knowledge, reinterpret the one as the pther and viceavers
(Kr,BB, knwy, Py) —— (K7, BB, knwy,, Py) (for precise definitions, see [12], [14]). This is capturgdeb
so = {a: (knwg, P),b: (knwy, P,)}  so € Sb # BB reinterpretation functiom, used e.g. ag, = p(s)-
uc(a,b,p) Some events in a trace are hidden from the intruder. In
(gl’gg’s). i P b: (knaw'. P! g particular, the intruder cannot see any communications ove
(K1, BB, {a: (knwa, Fy), b: (knwi, Pj)} U5\ 50) untappable channels, nor the sender of an anonymous com-

3) publishing: In the case of public and anonymous charunication. The observable part of a tracés captured by

nels, a term is added to the bulletin board directly by tHB€ functionobs(t) (see [12]). ,
intruder (instead of agents), as follows. Definition 3 (trace indistinguishability)Tracest, ¢’ are in-

distinguishable for the intruder, notation- ¢’ iff there exists

2) untappable communicationstntappable communica-
tions between agents,b whereb # BB are modelled as
synchronous communications betwee@and b.

KiFo fv(p) =0 a reinterpretation such that the traces are equal ungdeand
(9 the final intruder knowledge as well as the final contents of
(K1,BB,S) —— (K1, (BB, ¢),95) the bulletin board in both traces (denotad, BB for tracet,

. S
In the case of an untappable send to the bulletin board, trheespectlvely) are equal undpras well. Thus ~ ¢" ff

semantics rule is as follows. obs(t) = p(obs(t")) A Kt = p(KY) A BBt = p(BBY).
a: (knw,, P,) € S This is extended to distinguishing sets of traces as follows
(K1, BB, knw,, P) us(a,BB,¢p) (K',BB', knwa, P!) D_efinition 4 (choice group [_12_]):Given voting systgnVS,
wc(a.BB.7) choice functionsy,~’ are indistinguishable to the intruder,
(K1,BB,S) ——= notationy ~, ' iff

K},BB' {a: (knwa, P.)} U S\ {a: (knwg, P, ,
(KT ta:( JHUS A fa:( ) Vte Tr(VSY): 3t € Tr(VSY ): t ~t' A

The case for an unblockable send is analoguous. vt e Tr(VSY): 3t € Tr(VS™): t ~ t/



Thechoice grougfor a voting systemVS and a choice function ¢ ~o4 t' iff
v is given by cg(VS,v) = {7 | v ~uws 7'}. The choice ot Tor (7
group for a particular voterw, i.e. the set of candidates Hou(t), Han(t') € Tr(S) N K " = (K ME )) A
indistinguishable fromv's chosen candidate, is given by o (0bs(t)) = p(ILoa(obs(t'))) A BB' = p(BB")

Here,I1p4(t) is the trace derived from which consists onl
9, (VS,7) = {7/ (v) | /' € cg(V5,7) }. o mctiome b e o . y
V. FORMALISING PRIVACY

£-Tlpa(t) if €€ FBooa

Moa(€-t) = X

A conspiring voter behaves differently from a regular voter onlt-1) { Hoa(t) otherwise

as she will communicate with the intruder in certain circumwhere Ev o, is the set of all events executed by ageats
stances. The original framework explored the ways in which4 with any communication partner. We write~$* ~' for
voters can conspire in depth. Here we only recall two optiom$ioice function indistinguishability andg (1S, ~) for the
that have a bearing on the case study. In each of these w¥mice group of voten in voting systemVS based on the
cases, the conspiring voter shares all her knowledge withabove definition of trace indistinguisability ~“* ¢. Note
the intruder (which can be expressed s, I, knw,)). The that~y :ﬁg 7' is equivalent toy ~,s v/, and thereforecg49
two cases are as follows: is equivalent tocg,,.

1) v shares her knowledge at the end of the protocol, We express absence of forced abstention for a given set

2) v shares her knowledge at the beginning of the protoc8if 0bserved agent§X as follows: voteru cannot be forced
to abstain if her choice group contains, but is not limited

to, abstention. By denoting abstention #&) = L, this is
formalised asLe cg*(VS,y) A |cgPA(VS,v)| > 1.

b) Simulation attacksin a simulation attack, the intruder
casts a vote himself. Simulation attacks are resisted if the
intruder cannot tell whether the vote he cast affects theltres
or not. We extend the domain efto include the intruder.

The extended set is referred to ®s. The intruder's choice
g’ (VS,7) = {7/ (v) | 7 € cg(Ai(v,VS), )} group cg; the_n captures the inf[rud_er’s u.ncertainty abput his
own vote. Using this, a system is simulation-attack-resistf

Juels, Catalano and Jakobsson [7] introduce the privagie intruder cannot tell whether his vote is counted or net, i
related conceptoercion-resistanceThis extends beyond re-

ducing privacy of the vote. It includes receipt-freeneshi¢h {Lv(D)} Ceg; (VS 7).
is captured by the framework) as well as prevention of: ¢) Forced random voting:in forced random voting at-
« forced abstentionthe intruder prevents the voter fromtacks, the intruder forces the voter to vote randomly. This

In the first case, the last action ofis to share her knowledge,
while in the second case, it is her first action. In line witk th
original framework, we writed;(v,VS),i € {1,2} to denote
a voting system\’S where voterv is a conspirator of type 1
or type 2. For voting syste¥S, and choice functiory, the
choice group of conspiring votar with respect to different
conspiracy types € {1, 2}, is given by

voting. means that whenever the voter process can make a choice,
. _SImulatlon attack.the_ voter gives her private keys to theejther conditionally or non-deterministically, the intier in-
intruder, who votes in her stead. structs the voter how to proceed. This can be expressed in

« forced random votingthe intruder forces the voter to voteterms of the framework by rewriting every process that
for a random entr¥/in a list of encrypted candidates. denotes a choice for a specific agent. I'st,, be a process

These attacks can be captured in the framework as followgransformation function for forcing a specific agent’s cesi.

a) Forced abstention:Forced abstention is trivial if the Then we have, for any process representing a choice (i.e. any
intruder has a full view of the network (the intruder knowsavhProcessP such thatP = Py + P, or P = Py d¢q = @u> Pa),
participated). Hence, forced abstention only makes séitise i Apa(v,P) = r(I,v,var).Apma(v, Py)
intruder has incomplete knowledge of the communications. avar = true > Apg(v, P2),

Thus, any non-trivial case of forced abstention needs to ) ) )

consider a set of voters whose interaction is not observd§1€rev is the agent forcedvar is a fresh variable andruc
Correspondingly, we write04 C Ag for the set of observed IS a constant terng Terms. Using this, the choice group of
agents. This limited view (captured Hyo4) constrains the the voter can be determined as before.

intruder’s ability to distinguish two traces. Now, two test A, Forced vote spoiling

andt’ are constrained-view indistinguishable with respect to
OA (notationt ~p t'), if there exists a reinterpretatiop
such that the observed traces are reinterpretable, anchtide
content of the bulletin board is reinterpretable as wellugh

In addition to coercion-resistance, we distinguish a new
rivacy attack “forced vote spoiling”. Whereas in forced ab-
tention the intruder aims to force a voter not to commueicat

here the intruder aims to force the voter to produce an idvali
s _ o ballot. If the intruder cannot observe a voter at all timesrdy

The intruder does not need to know which candidate is chasehong h lecti forci b . b ible. b
as it is a random choice. This attack forces a more uniforntidigton of M€ ??Ct'onsi entorcing a §tent|on may not be possible, bu

votes, benefitting unpopular candidates at the expensemflaiocandidates. requiring proof of an invalid vote may very well be. If a



system accepts invalid ballots and allows these to be made [t v [ B8 ] | counter |

public, this can be a devastating attack on voter privacy. We {i} sh(w)

express this by introducin@ as an invalid ballot. If necessary, {mi, {mi o) bokiw)

various different invalid ways of filling in the ballot may be | b
expressed as, T/, T”,.... Using this, a system resists forced L=mi(v(v))

vote spoiling if the intruder cannot tell whether a voteraabt 0 {m oo

invalid or not, i.e.{T,~v(v)} C ¢g,(VS,7). (0} i }ori)

VI. CASE STUDY: VOTERPRIVACY IN PRET A VOTER

The PEt a Voter (PaV) voting system [4] aims to combing |
privacy and verifiability. A ballot in PaV has two columns: encrypted votes
a per-ballot randomized listing of the candidates on thg lef
and space for a mark by the voter on the right. Below the — — — —
right column is anonion a ciphertext which decrypts to the
left-hand side order of candidates.

After authenticating, the voter chooses a random envelope
containing a ballot and enters a voting booth, where she snagannot be expressed in the framework and, in general, cannot
her chosen candidate. Still inside the booth, she sepata@espe assured technically. Therefore it must be ensured via
two columns of the ballot and destroys the left-hand columprocedural means. Consequently, we expect to find that the
The right-hand column only contains the voter's mark and th@yptographic measures of PaV by themselves are insufficien

Onion, and iS deposited in the ba||0t bOX. The voter I’eceiVQ"? guarantee privacy in the ana'ysis beIOW, and thus we expec
an official copy of the ballot as a receipt. After the electioghe analysis will find a privacy risk.

is closed, the ballots are mixed using a mixnet, and then ) )
(threshold) decrypted, after which the result is announced B.- Measuring privacy of PaV

Privacy of PaV: Voter-privacy in PaV requires that the We show that in any non-trivial settirfgthe choice group
order of candidates is only known to the voter, an assumptisize of any non-unanimous choice functionl. This implies
which the case study will point out. PaV can defeat forcetiat PaV does offer at least some privacy in non-trivialisgt
random voting by allowing the voter to request new ballots Lemma 1 (privacy of PaV)Suppose€V| > 1 and|C| > 1.
until the desired order is obtained [15]. Forced abstergioth Then for any choice function; such that there are voters
simulation are handled by polling station procedures. &@drcva, vb such thaty; (va) # ~1(vb), we havelcg(PaV,v1)| > 1.
vote spoiling is achieved by requiring the voter to return Lemma 2 (voter-controlled privacy of PaVIlFor any non-
with an official receipt of a spoilt ballot. This attack may berivial setting (i.e.|V| > 1,|C| > 1), the following holds:

defeated by disallowing invalid votes. However, this would 1) PaV is notresistant against type 1 conspiring behaviour.
force all voters to cast valid votes. 2) PaV is notresistant against type 2 conspiring behaviour.

A. Modelling P&t a Voter Tq conserve space, we skchh a proof of the second lemma;
_ ) ) detailed proofs are available in [16].

Fig. 1 offers a graphical representation of our PaV model, .o+ (type 2 conspiracy) A process modelling type 2
in which phase transitions are denoted by dotted "”eSt'Firéonspiring behaviour begins with sending her knowledgado t
the voter authenticates herself and requests a randort baflg. jer 6(v, I, knw,)). Note thatsk(v) € knw,. Therefore,

i by sendingi signed. The registrar sends ballgtwhich e intryder can open the ballot as sent by the Registrar to
contains a permutation; and the corresponding onionr;( the voter (s, {m: } () }pk(v)). Therefore, the intruder knows
e”CWPted for the counter). The_z voter selects her preferrgglion candidate ordefr; the voter received. Consequently,
candidatey(v), and sends the right-hand column (modellegl,q jnirder is then able to determine precisely how thervote
as a pair containing the index corresponding to her canglida,eq. The same reasoning holds for type 1 conspiracy (eari
m;(v(v)), and the onion) to the registrar. The registrar returng, ;| knowledge). -

an authentlcateq copy to the voter. . . While Lemma 1 shows that PaV offers some privacy, the

After the voting closes, the registrar publishes all thﬁroof of Lemma 2 indicates that the permutation puts
received votes. We assume the Registrar has an untapp%w\gacy at risk. However, in PaV, the risk of exposing the
connection with the bulletin board (meaning that the inérud ;. between voter and:; is mitigated by procedural means
cannot interfere with this). When this phase is finished, tQEhreddingri). This has an impact on adapting PaV for remote
counter reads all ballots from the bulletin board, mixesrthe voting, where the lack of a controlled environment means
decrypts them and publishes the result. As this case styf4; payv cannot ensure that the candidate order cannot be
focuses on privacy, not verifiability, we view this lattePpess |inie 1o a voter. One method to alleviate this is to prove the

as merely sending the decrypted ballots to the bulletindoag, qer of the candidates to the voter using designated verifie
Note that the above model does not capture the provision

that the voter destroys the left column of the ballot. This A setting with more than one candidate and more than one voter.

decryption

Fig. 1. Model of voter interaction in PaV



proofs. To prevent any information leakage, such proofsilsho al. [11] and Backet al. [10]). We illustrated applicability of
be communicated over untappable channels. A voting systéime extended framework by analysinggPa Voter. In addition,
along these lines, predating PaV, was described in [3]. we proposed relative entropy as a privacy measurement in
voting. We showed that combining choice group with election
result can cause a significant reduction in privacy, evennwhe
The concept of choice group quantifies voter's privacy, ut some privacy remains. These ingredients together provide a
too imprecise — it doesn’t account for distribution of votéss  powerful analysis tool to evaluate privacy of voting system
voter’s choice group only contains one candidate who receiv  For future directions, we are interested in further applica

VIl. A PRIVACY MEASURE

votes, that voter has no privacy, irrespective of the size tibns of information-theoretic analysis to privacy of vi
the choice group. To address this issue, we propose a r&wtems. This may, in particular, be used to investigateethe
privacy measure usinglative entropy Our method quantifies fects of various counting methods and ballot forms on pgivac

the amount of probabilistic privacy information revealedtie

loss, such as thealian attack (see e.g. [6]). Furthermore, the

intruder if a voter cooperates with him according to one ef tiframework can be extended to model conspiring authorigias (

conspiring behaviour classes [12].

Definition 5 (Relative entropy [17])Let 6,6’ be two dis-
crete probability distributions on a st Therelative entropy
of #” w.r.t. 8 is defined by

D(0',0) =) 0'(s)-log 0'(s) [1]
) 2 9(3) .
sES
Intuitively, the largerD is, the more information;’ leaks [2

compared ton. We assume a conventidnlog, 0 = 0, and
require that the domains of and ¢’ are the same, i.e., [3]
dom(6) dom(¢’). In general, D(¢',0) # D(6,6"), so
relative entropy is not a true metric. It does satisfy sdvera}4]
important metric-properties, e.g., itis always non-negagand
equals zero only i) = ¢'. (5]
Our main idea is to measure how much information the
intruder can obtain after interacting with a compromisetero [6]
during the election, together with the information he olsssr
from the election results published on the bulletin boarisT [,
boils down to calculating the relative entropy based on the
published election results and the choice group computed fg
a particular voter. (8l
Example 1 (Dutch elections)Consider the results of the [9]
2010 parliamentary elections in the Netherlah®uppose the
choice group of votev only includes religious parties, in casuig)
CDA, CU, SGP and EPN. If the distribution of vot@swas
uniform over the whole elections, i.¢(CDA) = ... = &, 1
then knowing the vote is for a religious candidate inducés]
a new distribution’ such that for all non-religious parties
¢, n'(c) = 0. The relative entropy is the®(n’,n) = 2.17. [12]
However, votes were not uniformly distributed, but as fol-
lows. Total: 9,416,001; of which CDA: 1,281,886; CU: [13]
305,094; SGP:163, 581 and EPN:924. Using these numbers
for distribution n (i.e. n(party) = Pt B we obtain |14
D(n',n) = 4.75. Thus, while the choice group did not change,
the privacy loss more than doubled when the actual distabut
of votes was taken into account.

[19]
VIIl. CONCLUSION [16]
We extended the framework of [12] to account for informa-

tion made public via bulletin boards and to capture coerciop7]
resistance (somewhat similar to the approaches by Delaune

5Available from http://www.verkiezingsuitslagen.nl/

extension from conspiring voters). Finally, we are intezds
in modelling how a coalition of voters can execute a defensiv
strategy against a coercer requesting specific behaviour.
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