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Simulation of physical properties of the chalcogenide glass As2S3 using a density-functional-based
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We have used a density-functional-based tight-binding method in order to create structural models of the
canonical chalcogenide glass, amorphous As2S3. The models range from one containing defects that are both
chemical~homopolar bonds! and topological~valence-alternation pairs! in nature to one that is defect-free
~stoichiometric!. The structural, vibrational, and electronic properties of the simulated models are in good
agreement with experimental data where available. The electronic densities of states obtained for all models
show clean optical band gaps. A certain degree of electron-state localization at the band edges is observed for
all models, which suggests that photoinduced phenomena in chalcogenide glasses may not necessarily be
attributed to the excitation of defects of only one particular kind.
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I. INTRODUCTION

Amorphous chalcogenides~particularly the sulfides, se
lenides, and tellurides! exhibit intriguing physical properties
that are not observed in their crystalline counterparts. So
of these unusual properties are extensively used in electr
and photonic devices1 and there are many potential applic
tions.

Perhaps the most interesting optoelectronic behavio
these materials is the metastable structural changes resu
from the absorption of near-band-gap light.2 The microscopic
changes in the atomic structure involved are not gener
observable directly, but they are reflected in measurable
tical, electronic, and mechanical properties.3,4 A fully consis-
tent microscopic theory accounting for the optoelectronic
havior in chalcogenide glasses, however, is still lacking. I
therefore of great interest to employ computer simulation
order to generate and study structural models of such m
rials. Provided that these computer-generated models c
pare well with available experimental data, they could all
one to monitor the photoinduced structural changes in
greatest possible detail at the microscopic level. Needles
say, such detailed information is not generally presen
available from experiments.

In order to study optoelectronic effects, one needs to p
form quantum-mechanical calculations that are very ti
consuming. This imposes a severe constraint on the ac
sible system size of the simulated models. It is possi
however, that small samples may be sufficient to capt
much of the interesting photoinduced behavior due to a h
degree of localization of the photoexcited electron-h
pairs.5,6 A few ab initio studies of amorphous chalcogenide
paying particular attention to electronic properties, have b
performed by Drabold and co-workers~see, e.g., Refs. 7–9!.
Although the model sizes used in these investigations h
not been greater than about 200 atoms, their results a
well with experimental data.

In this paper, we use a density-functional-based tig
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binding ~DFTB! method10 in order to generate and analyz
several models of amorphous diarsenic trisulphide (a-As2S3)
with a controlled and systematic change in the defect c
centration. Apart from being widely regarded as the cano
cal chalcogenide glass, this particular material was cho
for analysis for the following reasons. First, we have o
tained reliable high-quality neutron-scattering structural d
for this material.11,12 Second, the properties ofa-As2S3 are
expected to be similar~but not identical! to those of
a-As2Se3, amorphous diarsenic triselenide, which have be
studied theoretically in Ref. 8, and it is of interest to corrob
rate this similarity in independent simulations. Third, t
necessary input DFTB data for sulfur have been previou
generated and extensively tested.13

Although the DFTB method is semiempirical, it allow
one to improve upon the standard tight-binding descript
of interatomic interactions by including a DFT-based se
consistent second order in charge fluctuation~SCC! correc-
tion to the total energy. The flexibility in choosing the d
sired accuracy while computing the interatomic forces brin
about the possibility to perform much faster calculatio
when high precision is not required, and refine the resu
needed.14

II. METHODOLOGY

A. DFTB

The SCC-DFTB method is described in deta
elsewhere.10,13 In this study, the tabulated data sets for A
As, As-S, and S-As interactions were generated accordin
the procedure outlined in Ref. 13, and we used the same
data set as in that work. The confinement radii for the
pseudoatomic densities (r d59.8 a.u. andr w54.5 a.u.), as
well as the As-As repulsive pair potential, were determin
in accord with other ongoing efforts related to GaAs system
The cagelike As4S6 molecule was used to calculate the As
repulsive pair potential, so that after finding the minimu
©2004 The American Physical Society02-1
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S. I. SIMDYANKIN et al. PHYSICAL REVIEW B 69, 144202 ~2004!
energy configuration of the molecule in all-electron dens
functional-theory–local-density-approximation~DFT-LDA!
calculations using the NRLMOL program,15 a regular scaling
of the As-S bond lengths was performed, keeping the ove
Td symmetry. Then the acquired potentials were tested
other clusters, such as As2S and As4S4 molecules, with an
overall good agreement of the binding energies and confi
rations between SCC-DFTB and the reference all-elec
DFT-LDA NRLMOL results. When these data sets were us
in order to optimize the geometry of the crystal structure
orpiment (c-As2S3) in SCC-DFTB, the agreement with th
experimental structure16 was within 2%.

B. Preparation of structural models

In experiments, bulk glasses are usually prepared from
melt by rapidly cooling~quenching! the sample. Although it
appears impossible to achieve experimentally realistic c
ing rates in molecular-dynamics computer simulations, so
empirical procedures result in models that can be in g
agreement with experiments. In order to prepare reali
models ofa-As2S3, we use an algorithm akin to that use
e.g., in Refs. 7, 8, and 17.

The structural model ofa-As2S3 was obtained in the
course of anNVT ~constant number of particles,N; volume,
V; and temperature,T) molecular-dynamics simulation with
periodic boundary conditions. Since we are not intereste
statistical properties of thermal fluctuations, the tempera
was controlled simply by scaling the velocities of the co
stituent particles every few time steps with the time interv
between the scalings taken randomly with a mean value
ten time steps. We used a time step of 100 a.u.'2.4 fs
(1 a.u.52.4189310217 s) and the Verlet algorithm in orde
to integrate the equations of motion.

The starting configuration was a system of 200~80 ar-
senic and 120 sulfur! atoms in a cubic supercell, with a sid
length of 17.25 Å, obtained by rescaling a crystalline co
figuration of orpiment ~monoclinic, space group 14
P121 /n1) with 13235 20-atom unit cells. The crystallin
coordinates were obtained from the Inorganic Crystal Str
ture Database and correspond to those reported in Ref. 1
order to obtain a cubic supercell, we approximated
monoclinic unit cell of orpiment by an orthorhombic on
simply by neglecting the small deviation of the angleb
590.68° from the right angle. Then we used the experim
tal glass density ofr53.186 g/cm3 from Ref. 18 in order to
obtain the side length of the cubic supercellL5(N/r)1/3

517.25 Å and the coordinates of atoms from the cub
with dimensions 11.48319.15321.28 Å were scaled by 1.5
0.9, and 0.81 in thex, y, andz directions, respectively. The
use of the crystalline initial configuration gives the corre
stoichiometry and the rescaling of a noncubic supercel
order to obtain a cubic one serves the goal of eliminat
possible anisotropies in physical properties. Note that in R
8, the authors cut a cubic supercell from a crystalline ph
of As2Se3 isostructural to orpiment, thus achieving the abo
two goals, but disrupting the periodicity with respect to t
periodic boundary conditions. After thorough equilibration
14420
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the simulated liquid state, however, the use of either of th
two prescriptions should lead to models with similar statis
cal properties.

The initial configuration was melted and equilibrated fi
at T53000 K for 3 ps, and then the resulting configurati
was allowed to equilibrate atT51000 K for 12 ps. The
equilibration criterion used was the convergence of the av
age potential energy to a constant value. At such high te
peratures, the accuracy of the calculations appears to be
significant for the subsequent generation of low-tempera
structural models. Therefore, at this stage, a minimal ba
set of onlys andp orbitals on both the As and S atoms w
used, and the tight-binding scheme of Sec. II A was u
without the SCC correction in order to speed up the calcu
tions. It was necessary, however, to use the SCC correc
during the initial 1.5 ps of theT53000 K run, since the large
forces resulting from the presence of small interatomic d
tances in the distorted starting configuration otherwise led
numerical instability.

While preparing computer-generated models of glasse
is customary to mimic real experiments by reducing the te
perature over time intervals whose length, however, is l
ited by the available computer time. We found that, due
the unrealistically small length of such time intervals, th
approach is rather impractical. Instead, we used the avail
computer time to perform an annealing run at one fixed te
perature which is low enough for the process of the bo
network formation to be activated and high enough for
topologically connected network to grow sufficiently rapidl
First, we performed a run corresponding to 6 ps atT
5700 K with the SCC correction and the minimal (sp) ba-
sis. Keeping in mind that the simulation was done at cons
volume, this temperature was chosen to be somewhat ab
the melting temperature of orpiment at atmospheric press
(Tm5592 K according to Ref. 19!. We empirically found
that annealing the configuration for the following 6 ps a
higher temperature ofT5800 K slightly improved the qual-
ity of the network by increasing the fraction of heteropo
bonds in the model. During these two runs, we used
smaller time step of 50 a.u.~1.2 fs!. Finally, the temperature
was nearly instantaneously reduced toT5300 K, quenching
the system within a metastable basin on the potential-ene
hypersurface. The resulting model~model 1 in the following!
remained stable while, during a run corresponding to 120
500 configurations separated by ten time steps of 100
~24 fs! were stored for subsequent analysis. In the last r
we used the SCC correction and increased the basis se
including thed orbitals for sulfur atoms. This basis set e
tension provided a major improvement in the description
hypervalent sulfur molecules13 as well as silicon-oxygen
compounds.20 While d orbitals on sulfur atoms give notice
able improvement, it appears that they are less importan
arsenic and we restrict ourselves to including onlys and p
orbitals for the As atoms in order to speed up the calcu
tions.

Model 1 contains three topologically identical coordin
tion defects, namely, intimate valence alternation pa
~IVAP’s!, where a singly coordinated sulfur atom is attach
to a threefold coordinated arsenic atom, thus increasing
2-2
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SIMULATION OF PHYSICAL PROPERTIES OF THE . . . PHYSICAL REVIEW B 69, 144202 ~2004!
coordination number of this arsenic atom to 4. Apart fro
the IVAP’s, the amorphous network is topologically ideal,
the sense that each sulfur atom is bonded to two neigh
and each arsenic atom is bonded to three. There is, how
a certain degree of chemical disorder in this system wh
manifests itself in the presence of nine As-As and six S
homopolar bonds.

In the context of photoinduced metastability, a great d
of significance is attributed to the presence of topologi
and/or chemical defects.2 It is therefore imperative to creat
models both with and without such defects in a theoret
investigation that attempts to be conclusive. We produ
additional models by ‘‘surgically’’ removing the IVAP de
fects and homopolar bonds from model 1. Model 2, wh
does not contain any topological defects, was obtained
removing the three singly coordinated sulfur atoms fro
model 1 and rescaling this 197-atom model to the origi
density. This procedure did not affect the stability of t
amorphous network.

In order to eliminate the chemical defects, we iterative
applied the following algorithm that utilizes the ideas21 used
to create models of binary amorphous solids~e.g.,a-SiO2)
from one-component continuous random networks~e.g.,
a-Si!.22 First, a sulfur atom was inserted in the middle
each As-As homopolar bond. Second, each S-S bond
replaced by a single sulfur atom located at its midpoint
that each local As-S-S-As configuration turned into As-S-A
Third, the distance between each newly introduced S a
and its two nearest arsenic atoms in the newly created
S-As units was reduced in order to increase the bond
character of the As-S bonds stretched by the above man
lation. We set a constraint on the length of the modified A
bonds so that it did not exceed 2.5 Å. Fourth, the modifi
configuration was relaxed in a molecular dynamics run aT
5300 K for 2.5 ps, until the potential energy reached a p
teau. After the first iteration, the 200-atom sample~which we
call model 3 in the following! contained only one As-As an
one S-S bond that were spatially well separated~the mini-
mum As-S distance among these four atoms was 4.6!.
Only two iterations were sufficient in order to obtain a mod
with all-heteropolar bonds, which we refer to as model 4
the following. The defect statistics for models 1–4 are su
marized in Table I.

C. Data analysis

A common way to assess the quality of a structural mo
is to compare experimental and calculated static struc

TABLE I. Defect statistics for models 1–4.

Model
1 2 3 4

No. of atoms 200 197 200 200
No. of As-As bonds 9 9 1 0
No. of S-S bonds 6 6 1 0
No. of IVAP’s 3 0 0 0
Total No. of defects 18 15 2 0
14420
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factors. We have calculated the structure factorS(Q) by Fou-
rier transforming the radial pair-correlation functiong(r )
~also often called the pair- or radial-distribution functio!
defined as~see, e.g., Refs. 23–25!

g~r !5
V

4pr 2N2 K (
iÞ j

bibj

^b&2
d~r 2r i j !L , ~1!

where the sum is over all pairs of atoms in the sample
volumeV separated by distancer i j , N is the total number of
atoms, and the angular brackets denote an ensemble ave
In the case of neutron scattering, which is of interest herebi
is the coherent scattering length of atomi and ^b& is the
average scattering length. This function gives the probab
of finding a pair of atoms a distancer apart, relative to the
probability expected for a completely random distribution
atoms at the same density. For a binary alloy, e.g., As2S3, it
is of interest to decomposeg(r ) in terms of the partial pair-
correlation functionsgab(r ),

g~r !5(
a

(
b

b̄ab̄bgab~r !, ~2!

where the double sum is over atomic types andb̄a
5caba /^b&, with ca5Na /N being the atomic fraction ofa
atoms. From Eq.~1!, it follows that

gab~r !5
V

4pr 2N2cacb
K (

iaÞ j b
d~r 2r ia, j b!L , ~3!

where the indexia runs overa-type atoms only. The value
of the scattering lengths used here werebAs56.58 fm and
bS52.847 fm~see, e.g., Ref. 26!. In practice, we use a stan
dard algorithm, where thed function in Eq.~3! is replaced by
a function which is nonzero in a small range of separatio
and a histogram is compiled of all pair separations falli
within each such range~see, e.g., Ref. 27!. Analogously, the
bond-angle distribution function can be calculated as a
togram of all bond angles in the system.

While bond-angle distributions provide information o
the short-range order of an amorphous material, ring sta
tics have been generally used as a measure of the med
range order. Ann-membered ring is a closed loop withn
atoms~or bonds!. Here, we count only the shortest-path~ir-
reducible! rings,28 i.e., those which do not have ‘‘shortcuts
across them. In order to identify such rings we use the al
rithm given by Franzblau,28 as implemented in the program
‘‘statix’’ by Jungnickel.29,30 The basic idea is to travel alon
the network paths~bond chains! containing a tagged atom
and identify all the rings of length up to a given maximum
For each ring, it can then be verified whether it is an irred
ible one~containing no cross links!.

Experiments also provide information on the vibration
and electronic densities of states~VDOS and EDOS! which
can be compared with the results obtained from simulati
In addition to this, simulations allow one to assess the deg
of localization of the vibrational and electronic eigenstat
We compute both the vibrational and electronic densities
states by using the following definition:
2-3
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S. I. SIMDYANKIN et al. PHYSICAL REVIEW B 69, 144202 ~2004!
g~v!5C(
n

d~v2vn!, ~4!

where the constantC is determined by normalization,vn are
eigenfrequencies of the Hessian~dynamical! matrix of an
energy-minimum configuration in the case of the VDOS
Kohn-Sham eigenfrequencies~or energies! corresponding to
this configuration in the case of the EDOS, and the sum
over all eigenstates. In practice, in order to obtain a smo
representation ofg(v), thed function in Eq.~4! is replaced
by a Gaussian function centered atvn .

In contrast to the eigenstates of a perfect crystal, wh
extend over the entire sample, some eigenstates in disord
solids are localized at relatively small groups of atoms. T
degree of localization can be quantified by the inverse p
ticipation ratio that is defined in terms of dynamical-mat
eigenmodes or Mulliken partial charges, for vibrational
electronic excitations, respectively. For a vibrational moden,
the inverse participation ratio can be defined31 as

pn
215S (

i 51

N

uui
(n)u4D Y S (

i 51

N

uui
(n)u2D 2

. ~5!

When the displacement eigenvectorsui
(n) , n51,2, . . . ,3N,

are normalized to unity (( i uui
(n)u251), pn

2151 for a mode
totally localized at one atom andpn

2151/N for a completely
extended mode, such as a rigid-body displacement.

In the case of the electronic properties, the linear com
nation of atomic orbitals concept employed in the DFT
program allows one to separate the contributions from in
vidual atomic sites and orbitals to the total charge for a p
ticular eigenstate, and to decompose the total EDOS in te
of the local electronic densities of states. Using the Mullik
population analysis~see, e.g., Ref. 32!, the inverse participa-
tion ratio for an electronic staten can be written as7

pn
215(

i 51

N

uqi
(n)u2, ~6!

where the contribution to staten from atomic sitei, qi
(n) , can

be expressed in terms of the wave function coefficients in
tight-binding basiscmn and the elements of the overlap m
trix S:

qi
(n)5 (

mP i ,n
Smncmncnn . ~7!

Here, in the double sum, the indexm runs only over the
atomic orbitals located on atomi and the indexn goes over
all orbitals. As in the case of the vibrational inverse parti
pation ratio, the electronicpn

21 is equal to 1/N for a totally
delocalized mode and approaches unity with increasing
gree of localization. The partial chargesqi

(n) allow one to
detect on which atoms most of the charge is localized fo
particular eigenstate. By refraining from summing over t
atomic orbitals, i.e., overm in Eq. ~7!, one can identify the
type of the atomic orbitals, e.g.,s or p, most actively partici-
14420
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pression:

gm~v!5C(
n

d~v2vn!(
n

Smncmncnn . ~8!

III. RESULTS

A. Structure

By using the construction method described in Sec. II
we obtained four models ofa-As2S3 which are distinguished
by the presence and concentration of topological and che
cal defects~see Table I!. We also created 60- and 100-ato
models with similar concentrations of homopolar bonds as
models 1 and 2, and without coordination defects.

Figure 1~a! shows that the pair-correlation function~PCF!
corresponding to model 1 compares well with two indepe
dent neutron-scattering experimental results. The disc
ancy between the two experimental PCF’s allows one to
timate the uncertainty in the experimental data. The m
difference between the experimental and simulated resul
in the height of the first peak. Since the experimental PC
are obtained by Fourier transforming the measured st
structure factor, where the large-Q oscillations are damped
by applying a window function, this reduces the height of t
first peak ing(r ) and also broadens its width.

Although the PCF’s corresponding to models 2–4 a
quite similar to that for model 1~which is why we do not
show here the PCF’s for models 2 and 3!, there is one con-
spicuous distinction in the shape of the first peak that
pends on whether or not the system contains homop
bonds @see Fig. 1~b!#. While this peak is symmetric for
model 4 with all heteropolar bonds, there is a shoulder
either side of the peak in the PCF for model 1. From F
1~c!, it is seen that the shoulders in the first peak of the to
PCF originate from the homopolar As-As and S-S bon
which produce small peaks in the respective partial PCF’
this position. It is remarkable that the calculated PCF
model 1 virtually reproduces the right-hand side of the fi
peak in the PCF from experiment 1@see Fig. 1~a!#. This
result supports one of the conclusions of Ref. 12~experiment
1! that the low- and high-r sides of the base of the first pea
in the PCF can be ascribed to S-S and As-As bonds, res
tively. Table II further demonstrates that the agreement
tween the structural characteristics of model 1 and exp
ment 1 is very good and, in particular, that the As
coordination numbers for these two samples are practic
the same. The larger discrepancy in the S-As coordina
number and the low-r side of the first peak in the PCF arise
from the relatively small system size and the fact that
numbers of As-As~nine! and S-S~six! homopolar bonds are
not equal to each other in model 1. The position of the fi
peak in the partial PCFgS-S(r ) also plays a role here. As i
seen from Fig. 1~c!, this peak shifts towards the low-r end
when d orbitals on sulfur atoms are included into the ba
set. When aT5300 K run is performed without thed orbit-
als in the basis set, the position of the first peak ingS-S
2-4
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coincides with that of the first peak ingAs-S, and the shoul-
der on the low-r side of the simulated totalg(r ) is not seen
at all.

It is instructive to compare the structural data also inQ
space, as this often emphasizes features that are not ob
in an r-space representation. Figure 2~a! shows the reduced
structure factors~or interference functions! F(Q)5Q@S(Q)
21#, related to the PCF’s in Fig. 1~a! by a Fourier trans-

FIG. 1. ~a! Total pair-correlation functions for model 1 and th
neutron-diffraction experiments 1~Ref. 12! and 2 ~Ref. 18!. ~b!
Total pair-correlation functions for models 1@the same as in~a!#
and 4.~c! Partial pair-correlation functions for model 1.gS-S(r ) and
gAs-S(r ) are shifted upwards by three and six units, respectively
14420
ous

form. Again, the agreement between model 1 and experim
1 is very good. From the rate of decay ofF(Q) from experi-
ment 2, it is apparent that the data in Ref. 18 are reported
F(Q) multiplied by a window function.

F(Q) for model 1 exhibits a first-sharp diffraction pea
~FSDP! at about the same position,Q'1.5 Å21, as found in
the experiments. The magnitude of this peak depends on
system size and is expected to increase for a larger mo
This statement is supported by the observation of this t
dency as the peak develops in our 60-, 100-, and 200-a
models@see Fig. 3~a!#. Figure 3~b! demonstrates a systemat
displacement in the position of the FSDP towards the highQ
end as the number of defects is reduced from model 1
model 4. In Ref. 33, it was observed that the FSDP in x-
diffraction intensity curves for ana-As2S3 thick (8 mm)
film reversibly moved towards the low- and high-Q ends
upon illumination and annealing, respectively. The result
Fig. 3~b! is consistent with the above observation, if we su
pose that the defect concentration is reversibly increased
decreased upon illumination and annealing, respectively.
height of the measured33 peak, however, increased as its p
sition wave number,Q1, decreased after illumination, whil
in the simulations we observed the opposite tendency for
height of the FSDP to increase upon elimination of defe
and increasingQ1. A possible reason for the different beha
ior of the height of the FSDP is that the simulations of t
bulk a-As2S3 were performed at constant volume, while th
experiment was done for an amorphous film at atmosph
pressure.

Another distinction between the different interferen
functions presented in Fig. 2 is seen in the range 7 Å21

&Q&8 Å21. F(Q) appears to be very sensitive to structu
differences in this particular range of wave numbers, as
apparent from Fig. 2~b!, where the interference function fo
model 1 is compared with that for model 4, and from Fig
3~c! and 3~d!, whereF(Q) is magnified in thisQ interval,
and the differences between the curves are prominent.
though the differences between the partial interference fu
tions for models 1 and 4@shown in Fig. 2~c!# are each rather
subtle in this Q interval, they become more pronounce
when combined into the totalF(Q) @see Fig. 2~b!#. The
small peak, which is seen inF(Q) for model 1 at Q
'7.5 Å21, diminishes from model 1 to 4, so that it is pra
tically not seen in the case of the stoichiometric model 4@see
Fig. 3~d!#. The presence and position of this small peak m
be attributed to the presence and spatial distribution, res
tively, of homopolar bonds in the system. Similar peaks
seen inF(Q) at aboutQ57.5 Å21 for both experiments
mentioned here@Fig. 2~a!, Refs. 12 and 18# and in the ex-
periment reported in Ref. 11. While, in all these independ

TABLE II. Values of average bond length and coordinatio
numbers for the first coordination shell found from peak fitti
~experiment 1! and direct calculation~model 1!.

Sample r As-S ~Å! ZAs-S ZS-As

Experiment 1 2.27 2.8 1.8
Model 1 2.279 2.81 1.88
2-5
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experiments, these peaks virtually coincide, in the differ
models presented here they do not agree so well@see Fig.
3~c!#, as, perhaps, can be expected in the case of small
tem sizes.

Another structural characteristic that is of interest, a
that is easily accessible in computer simulations, is the bo

FIG. 2. ~a! Reduced structure factors~interference functions! for
model 1 and the neutron-diffraction experiments 1~Ref. 12! and 2
~Ref. 18!. ~b! Total interference functions for models 1@the same as
in ~a!# and 4.~c! Partial interference functions for models 1 and
The functions corresponding to S-S and As-S correlations
shifted upwards by three and six units, respectively.
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t

ys-

d
d-

angle distribution~see Fig. 4!. Although we have no experi
mental data for this distribution, the known structure of
corresponding crystal can serve as a guide in assessing
quality of our models—many statistical distributions asso
ated with amorphous models agree overall with the resp
tive broadened distributions for the counterpart crystals~see,
e.g., Refs. 34 and 35!, which also applies to the bond-ang
distributions presented here. In addition to this, Figs. 4~c!
and 4~d! show that the geometry optimization with DFT
results in a crystal structure that agrees with the experime
one to within about 2%, not only in bond distances and l
tice constants, but also in bond angles.

It may appear reasonable to ascribe the asymmetry of
distributions for S-As-S and As-S-As angles in the form
the shoulders on the low-angle side to the presence of f
membered As-S-As-S rings, as has been observed in tetr
drally bonded chalcogenide semiconductors, e.g., GeS2.17

Although such four-membered rings would definitely co
tribute to the low-angle part of the distribution due to ge
metrical constraints, their number in our models is not
large~see Table III! and, for that reason, the relative fractio
of angles involved in these rings is rather small~about 7% of
S-As-S angles and 13% of As-S-As angles!. We therefore
conclude that the asymmetry of the heteropolar bond-an
distributions is inherent to this type of material, as is e
denced in the case of both crystal and amorphous structu

Interestingly, there are no 12-membered rings in our m
els of a-As2S3, while only such rings exist in the crysta
structure of orpiment. This is another strong piece of e
dence that models 1–4 do not contain any memory of
initial crystalline atomic arrangement. Also there are
three-membered rings, which were previously reported to
found in a model ofa-As2Se3,8 whose presence would con
tribute a few small angles and would increase the numbe
homopolar bonds.

Special significance can be attributed to the presenc
five-membered rings in models 1 and 2 with an apprecia
concentration of homopolar bonds~models with all-
heteropolar bonds contain only an even number of atom
all rings!. When such rings share some of the bonds,
resulting local structure is close to that of cagelike molecu
~e.g., As4S4 or As4S3), as found in the vapor phase and
some chalcogenide molecular crystals. Figure 5@cf. Fig.
8.8~b! in Ref. 36# shows two such bond-sharing rings. Upo
breaking the two bonds connecting the rings to the rest of
network, the distance of 4.54 Å between the two freed
senic atoms could be reduced, thus producing another As
homopolar bond and this group of atoms would then form
As4S4 molecule. Evidence of the presence of such molecu
in bulk AsxS12x glasses from Raman-scattering experime
has recently been reported in Ref. 37. Our result shows
the As4S4 fragments may not only form discrete cagelik
molecules but also be embedded into the amorphous
work. We verified that the vibrational signatures of the As4S4
fragment from models 1 and 2 are similar to those from
isolated As4S4 molecule, apart from a few very symmetr
modes of the latter.

re
2-6
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FIG. 3. Closeup of the parts ofF(Q)5Q@S(Q)21# most sensitive to changes in the local structure. The FSDP region for~a! the 60- and
100-atom models, model 1 and experiment 1, and~b! models 1–4, respectively. The region nearQ'7.5 Å21 for ~c! the 60- and 100-atom
models, model 1 and experiment 1, and~d! models 1–4, respectively.
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B. Vibrational properties

VDOS for models 1 and 4 is shown in Fig. 6~a!. It has the
two-band form generally observed in amorphous semic
ductors. The vibrational spectrum for our models is ess
tially superimposable on the calculated VDOS~Ref. 8! for a
model ofa-As2Se3 if the energy in Fig. 6~a! is downscaled
by a factor of about 0.67. All main features—the position
the gap between the acoustic and optic bands, as well a
relative width and height of VDOS within these bands
agree with available inelastic neutron-scattering experim
tal data.11,38 Note that the experimental curve in Fig. 6~a!
corresponds to a measurement at room temperature, wh
the results obtained from simulation are calculated for
energy-minimum configuration in the harmonic approxim
14420
-
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tion. An attempt to measure the VDOS ofa-As2S3 at tem-
peratures as low as 25 K was made in Ref. 11, and
tendency for the narrowing and heightening of the optic ba
and the flattening of the top of the acoustic band was c
tured, although the experimental uncertainty was rat
large.

The inverse participation ratios~IPR! @see Figs. 6~b! and
6~c!# show that the vibrational eigenmodes are significan
localized in the gap between the acoustic and optic ban
and the high-E end of the spectrum. The first three highe
energy modes in model 1 are localized on S-S bonds, w
the next two~with the largest IPR! are localized on IVAP’s.
The VDOS’s for models 1 and 4 differ mainly in the absen
of the just-mentioned highest-energy modes from the sp
TABLE III. Ring statistics—number ofn-membered shortest path~Ref. 28! rings for n<22. Columns
containing only zeros are not included.

Ring size~n!

4 5 6 8 10 14 15 16 18 19 20 21 22

Models 1 and 2 5 6 1 1 1 2 2 3 1 2 6 1 1
Model 3 8 0 5 1 1 2 2 3 4 0 6 0 3
Model 4 8 0 5 1 1 2 0 5 4 0 6 0 3
2-7
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FIG. 4. Bond-angle distributions. Solid lines in~a!–~e! and dashed lines in~c! and~d! correspond to models 1 and 4, respectively. T
height of vertical lines topped by circles is proportional to the number of distinct angles within one degree in the crystal stru
orpiment. Solid vertical lines and circles correspond to the experimental data from the crystallographic database and Ref. 16, and
vertical lines and open circles correspond to the structure optimized by the DFTB method.
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trum corresponding to the stoichiometric model 4. T
highest-energy mode (E550.5 meV) in model 4 is localized
on a relatively complex structure involving three AsS3 pyra-
mids in a chain As-S-As-S-As, where both As-S-As ang
(118° and 122°) are at the large-f end of the bond-angle
distribution shown in Fig. 4~d!. Within the optic band, the
modes with IPR greater than 0.2, atE543.8 meV in model 1
and atE542.9 and 45.7 meV in model 4, are localized
four-membered rings. In the band gap, the mode at the to
the acoustic band in model 1 is localized on an As-As-S
chain, and the mode at the bottom of the optic band is lo
ized on an IVAP. The mode at the top of the acoustic band
model 4 is predominantly localized on a four-member
ring, and the mode at the bottom of the optic band is alm
entirely localized on a six-membered ring.

C. Electronic structure

The electronic density of states for model 1, as well as
inverse participation ratios for these states, are shown in
7. The calculated total EDOS is in good agreement with
density of valence states39 measured by x-ray photoemissio

FIG. 5. Fragment of model 1: two bond-sharing five-membe
rings and the two AsS3 groups connected to this structure. Th
shading of the As atoms~all with three neighbors! is darker than
that of the S atoms~all with two neighbors!. The HOMO level is
mostly localized on the two S atoms that are marked black.
distance between these two atoms is 3.42 Å.
14420
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spectroscopy. The total EDOS is also very similar to that
arsenic selenide in Ref. 8, where an experimental result40 for
that material was presented to be in agreement with the
culated one.

The local EDOS’s for different elements and orbital type
shown in Fig. 7~a!, confirm the analysis presented in Ref. 3
The top of the valence band is due to the nonbonding lo
pair p orbitals of the S atoms, and the rest of the valen
band is attributed to the bondingp orbitals on the S and As
atoms.

The s band is composed of two subbands. The lowE
subband at about2(15212) eV is essentially ans type sul-
fur band, and the subband at about2(1228) eV is pre-
dominately due to the arsenics orbitals. In Ref. 8, the fact
that thes band of selenium is below thes band of arsenic
was attributed to the greater nuclear charge of Se. Since
electronic structure of arsenic sulfide, a compound conta
ing a much lighter chalcogen, virtually coincides with th

d

e
FIG. 6. Vibrational densities of states~a! and inverse participa-

tion ratios~b!, ~c! for models 1 and 4. The experimental data in~a!
are obtained from Ref. 38.
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SIMULATION OF PHYSICAL PROPERTIES OF THE . . . PHYSICAL REVIEW B 69, 144202 ~2004!
for arsenic selenide, the above explanation is incorrec
strong repulsion between As and S/Ses levels due to chemi-
cal ordering is more likely to be responsible for the sepa
tion of thes band into high~As! and low~S/Se! subbands.39

Note that the twos subbands are perfectly separated o
when the chemical ordering is perfect, i.e., in models w
all-heteropolar bonds, as seen in Figs. 8~d! and 8~e!. The
degree of admixture of As and Ss orbitals within the low and
high subbands, respectively, is about 30%@see the ‘‘As,s’’
and ‘‘S,s’’ panels in Fig. 7~a!#, again in agreement with Re
39.

The conduction band is composed of about equal con
butions from the antibonding As and Sp orbitals and the Sd
orbitals. Perhaps, if the Asd orbitals were included in the
basis set, there would be a contribution from them too. Wh
this might not significantly affect the structural and groun
state electronic properties of our models, this remark co
be of greater importance for excited-state simulations.

The EDOS’s for models 1–4 and for the crystal structu
of orpiment are plotted in Fig. 8. It is seen that the over
similarity is preserved for all these structures. The main d
ferences among the EDOS’s corresponding to the amorph
structures are the widening of the optical band gap~see also
Table IV! and the clearing of the gap within the low-ener
s band as the number of defects diminishes.

FIG. 7. Local and total electronic density of states~a! and in-
verse participation ratios~b! for model 1. The Fermi energy is at th
origin. The experimental data in~a! are obtained from Ref. 39.
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Localization of the electronic states near the optical ba
gap edges is of great interest for studies of photoindu
phenomena. A closeup of the inverse participation ratios
energies near the band edges for models 1–4 is shown in
9. If topological ~or coordination! defects are present in
model, as in model 1, some of the states, especially at
bottom of the conduction band, are localized at them@see
Fig. 9~a!#. This tendency was also emphasized in Ref. 8
comparable, or even greater degree of localization, is
served in model 2@see Fig. 9~b!# where there are no coordi
nation defects, but there is an appreciable concentratio
homopolar bonds~or chemical defects!. As the number of
chemical defects goes to zero from model 2 to model 4, i
seen that localization at the top of the valence band rem
qualitatively similar, whereas at the bottom of the conduct
band it becomes less pronounced@see Figs. 9~b!–9~d!#.

The general picture is that, at the top of the valence ba
the eigenstates are predominantly localized at what can
called sulfur-rich regions, where several sulfur atoms
closer than about 3.45 Å, i.e., their interatomic distances
on the low-r side of the second peak ingS-S(r ) shown in Fig.

FIG. 8. Electronic densities of states of the models ofa-As2S3

and orpiment.

TABLE IV. Band-gap energies in eV estimated as the diffe
ences between the LUMO~lowest unoccupied molecular orbita!
and HOMO eigenvalues and as the differences of the band
edges at the level 0.5 eV21 in EDOS normalized so that the max
mum value within the valence band is equal to unity.

Model 1 2 3 4 Crystal

E~LUMO!-E~HOMO! 1.60 1.80 2.00 1.99 2.51
Half-maximum gap 2.67 2.72 2.74 2.74 3.13
2-9
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1~c! or some of these atoms form homopolar S-S bonds.
instance, most of the highest occupied molecular orb
~HOMO! level in model 1 is localized at two sulfur atom
separated by 3.42 Å and which are part of the molecule
fragment depicted in Fig. 5. By inspecting the projected~lo-
cal! IPR’s in Fig. 7~b! at the optical gap edges, it is seen th
the IPR’s are greatest for the S atoms. It appears that
localization at the top of the valence band is facilitated by
proximity of the lone-pairp orbitals in the sulfur-rich re-
gions.

At the bottom of the conduction band, the states tend
localize at four-membered rings in all models, and at S
homopolar bonds~some of these bonds are in five-member
rings! and IVAP’s when such defects are present. In mode
all three conduction-band states with an IPR greater t
0.025@see Fig. 9~d!# are localized at four-membered rings

IV. CONCLUSION

We have generated several models of amorphous ars
sulfide by using a density-functional-based tight-bindi
method. All models agree very well with the neutro
scattering experimental structural data. We observe a
dency for formation of quasimolecular structural grou
which suggests that amorphous chalcogenides can be vie

*Electronic address: sis24@cam.ac.uk
1Handbook of Advanced Electronic and Photonic Materials a

Devices, Chalcogenide Glasses and Sol-Gel Materials, Vol.
edited by H.S. Nalwa~Academic Press, San Diego, 2001!.

2Photo-Induced Metastability in Amorphous Semiconductors, ed-
ited by A.V. Kolobov ~Wiley-VCH, Weinheim, 2003!.

FIG. 9. Inverse participation ratios at the band edges for all
four models. The vertical dashed lines in~a! demarcate the levels
mostly localized at IVAP’s, with each line type corresponding to t
same IVAP.
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agreement with experimental results.

In models containing both homopolar bonds and topolo
cal defects, a significant degree of electronic-state local
tion has been observed near both band-gap edges. Altho
the coordination-number defects are optically active, th
presence may not be necessary for exhibiting photostruct
changes when there is a sufficient concentration of homo
lar bonds in the material. This statement is supported by
observation that, upon removal of the coordination defe
from the system, the degree of electronic-state localizatio
not reduced in the resultant continuous network model w
homopolar bonds. Furthermore, the valence-alternation
fect concentration is estimated to be rather small (1017 cm23

in Ref. 19! compared to the atomic density of about
31025 cm23. This indicates that, in the volume occupied b
our 200-atom models, it is less likely to find a topologic
defect than to come across none.

A stoichiometric continuous network model has allow
us to identify the structural motifs where electronic eige
states predominantly localize at the optical band edges, in
absence of coordination and chemical defects. These
sulfur-rich regions for the top of the valence band and fo
membered rings for the bottom of the conduction band. El
tronic properties of this glass model with all-heteropo
bonds are very similar to those of the corresponding crys
line phase, orpiment, most notably the clean gaps in bos
andp bands. Although the valence band in this case conta
about as many localized states as in models with defects
conduction band has very few of them. It is expected tha
there were no four-membered rings in this structure, all sta
in the conduction band would be virtually delocalized.

Therefore we conclude that perhaps the dominant con
bution to photoinduced effects originates from the prese
of electronic states localized in the vicinity of homopol
bonds, in support of the theoretical models where the pho
induced structural changes are attributed to the presenc
homopolar bonds in these materials~see, e.g., Refs. 2 an
41!. Although electronic states can also localize in a
heteropolar regions and in the vicinity of the topological d
fects, the contribution of such states is likely to be rath
small due to the low degree of localization in the conduct
band and the low concentration of such defects, respectiv
Verification of this conjecture requires excited-state calcu
tions and is beyond the scope of the present paper. We
to do these calculations in the future.
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