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Motivations

"Navigare necesse est!"
Ancient Romans

If one compares wired and wireless/mobile communicatiemsisl differences can be
recognized in such fields as security, power consumptiodjumeaccess, channel behavior
etc. However, the most differently handled resource is hdfith. In case of wired networks
link capacity can overcome almost any limitations by deplgyoptical fibres. In contrast
wireless bandwidth is strongly restricted thanks to on an@dhregulation and on the other
hand to enormously large licence prices. Therefore, splegfficiency is one of the most
significant key parameters of every mobile system. Spégteéfficient wireless solutions
are fairly complex, they consist of techniques applied iggital and data link layers.
Call Admission Control (CAC) methods are very important sinaytbnsure Quality of
Service (QoS) while increasing spectral efficiency so theyide tradeoff between two
competing aspects. Quantum computing and communicatimsappeared in infocom
systems. They offer completely new principles and techesquhich are not available in
classical computing and communications. Therefore, itosthvattacking wide range of
computationally complex problems of infocom systems fratadase searching to useful
signal detection in multiuser environment.

1"Shipping is a must!"
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1.1 QUANTUM COMPUTERS AND COMPUTING

"Man is the best computer we can put aboard a spacecraft...tl@dnly one that can be
mass-produced with unskilled labor.

Wernher von Braun

In order to understand the importance of quantum computidgcammunications let
us focus shortly on the history of computers, computing amdraunications. The most
important steps towards an electronic computer were doriagdWorld War 1l when the
large number of calculations in the Manhattan project neglan elementary new equipment
which is fast enough and adaptive (programmable). Manyeclseientist were engaged
with this problem. We mention here among them the polymatimhiann because he played
important role in quantum mechanics as well but at this mdnversay thank to him for the
invention of the 'control by stored program’ principleThis principle combined with the
vacuum tube hardware formed the basis of the first successfuputerd. Unfortunately
the tubes strongly limited the possibilities of miniatatibn hence first computers filled
up a whole room, which strongly restricted their wide apgtiiens. Therefore scientists
paid distinguished attention to the small-scale behavioraiter. Fortunately the invention
of semiconductors and the appearance of the transistor4@ 9 Bardeen, Brattain and
Schockley open the way to personal computers and other bihdguipment.

One day in 1965 when Gordon Moore from Intel was preparingaiksand started to
draw a plot about the performance of memory chips suddertpbkerved an interesting rule
called Moore’s Law. Asitis depicted in Fig. 1.1 he conclutieat since the invention of the
transistor the number of transistors per chip roughly deditgvery 18-24 months, which
means an exponential increase in the computing power of gtarg Although it was an
empirical observation without theoretical proof the Lawerses to be still valid nowadays.
However, similarly to the case of steam engine farseeingrxried to determine the
future of this technology. They estimate serious problermsrad 2015. What reasons may
stand behind this prophecy?

No matter how surprisingly it sounds this trend can be trdmek simply to drawing
lines. The growth in processors’ performance is due to tbetfeat we put more and more
transistors on the same size chip. This requires smallesiadler transistors, which can
be achieved if we are able to draw thinner and thinner — evarhrtiunner than a hair — lines
onto the surface of a semiconductor disc. Next the currehini@ogy enables to remove

2The third area where he is counted among the founding fattoaled game theory.
3As an interesting story we mention here that Neumann was ealéntmental arithmetic, too. The correct operation of the cdetpu
under construction was tested by multiplying two 8-digit nemsb Typically Neumann was the faster...



QUANTUM COMPUTERS AND COMPUTING 3

4 N
4M

10
T 16OM 64M
10° o p ansistors per ch

256M 116
10°
&)
166
46 | 8 q

10

Electrons per device

‘\\\w\ 7 \\ ~ /,/7
10° \A\t ‘:\,

1988 1992 1996 2000 2004 20082012 2016 2020

Year
\_ J

Fig. 1.1 Moore’s Law

or retain parts of the disk according to the line structurei\amg to transistors, diodes,
contacts, etc. Apart from the technical problem of drawngjsthin lines one day our lines
will leave our well-known natural environment with well-dwn rules revealed step by step
during the evolution of human race and enter into a new woténe the traveller must
obey new and strange rules if he/she would like to pass thi [&he new world is called
nano-world, the new rules are explained by quantum meckamd the border between
the worlds lies around nanometdf(?m) thickness. Fortunately scientists have already
performed many reconnaissance missions in the nano-sgiterthus we have not only
theoretical but technology-related knowledge in our haradied nanotechnology.

From a computer scientist point of view who has algorithnmd programs in his/her
mind the growth in the capabilities of the underlying hardsves vital. If we have an
algorithm which is not efficient enough often Time alone sslthe problem due to the
faster new hardware. We can say that we got used to Moore'sduaing the last decades
and forgot to follow what is happening and what will happenhwthe hardware. For
decades, this attitude was irrelevant but the deadlinedaogdh it is near to its expiration.
Fortunately experts called our attention to the fact thailldnave to face serious problems
if this trend can not be maintained. One thing is sure, howeiie closer we are to the
one-electron transistor (see Fig. 1.1) disturbing quargfiects will appear more often and
stronger. Hence either we manage to find a new way of mingztioin or we have to learn
how to exploit the difficulties and strangeness of quanturatraeics. Independently from
the chosen way we must do something bec&m®puting is a musir as ancient Romans
said"Navigare necesse est!"

In compliance with the latter concept Feynman suggestedvastraightforward ap-
proach. Instead of regarding computers as devices workmagmthe laws of classical
Physics — which is common sense — let us consider their aperas a special case of a
more general theory governed by quantum mechanics. Thusaydecomes open from
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hardware point of view. On the other hand hardware and softahlvays influence each
other. Since new hardware concepts require and enablesafevase concepts we have
to study quantum mechanics from computer science pointeyf.viMoreover it is worth
seeking for algorithms which are more efficient than thestlotassical counterparts thanks
to the exploited possibilities available only in the quantworld. These software related
efforts are comprehended lgypantum computing Once we familiarized ourselves with
guantum-faced computing why keep away communications fhemew chances. Maybe
the capacity of a quantum channel could exceed that of a repygabsed classical cable or we
can design more secure protocols than currently applied. @peantum communications
or Quantum information theorries to answer these questions.

Concerning the subject of this Thesis — which is the appbeoatif guantum comput-
ing in solving classical infocom problems — quantum compmuénd communications have
passed several important milestones. Top experts havemgreally validated algorithms
which overcome the classical competitors. For instancerevalale to find an item in an un-
sorted database or factorize large numbers very quicklan@um principles allow solving
easily a long discussed problem, namely random number gemge.g. [8]. Furthermore
as we mentioned before implementation of certain algostheached such a stage that one
can buy a corresponding equipment in the appropriate shogurkately many questions
are waiting to be answered thus the reader will find not onlytems but open questions
in this book. Nothing shores up more convincing the sprapdirthe new paradigm than
the fact that more and more publications appear in popaianrse magazines and journals
[15, 9, 67, 69].

1.2 CALL ADMISSION CONTROL IN WCDMA ENVIRONMENT

Wireless communication systems and networks are spreadlirgyer the World as last

mile/feet access solutions to global infocom networks. Néoterminals allow resilience

connectivity for users while providing near wired-magdgransmission rates. However,
merging wired and wireless networks require subtle inteneation because different QoS
provisioning capabilities may cause serious problemseirterfaces. In order to avoid
dramatic packet loss at the bottlenecks QoS paramete@cget loss probability, average
packet delay, packet delay variation) matching has to biopeed. Fortunately several
network management control mechanisms have already beeduced in wired networks

to guarantee QoS contracts, e.g.: Call Admission Control (CAC)d#s whether a new
incoming call (service) request can be accepted witholatimg QoS contracts with already
active subscribers? User Traffic Control (UTC) supervisesthdrea given user keeps the
QoS contract with the network or not (e.g. his/her peak ormtensmission rate remains
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under the agreed limits)? Congestion Control acts when paoketion occurs somewhere
in the network. It decides which packet should be droppedaridh ones should be kept
because of their high priority? When combining wired netvgarith wireless access points
(so called base stations) mobile equivalents of the abstedlifunctions must be involved
under Radio Resource Management [70].

Spread spectrum systems conquered the wireless/mobild vemently and there is
no doubt they will dominate during the next decades. Thesrdfétter spectral efficiency,
they tolerate wide range of demands claimed by multimedpiegtions and they are able
to adapt to time-varying resource requirements of custem&he price we pay for that
resilience is increased computational complexity. Thithéssituation in case of CAC as
well. The optimal solution exists only theoretically thark its complexity, hence efficient
suboptimal solutions are requested.

1.3 STRUCTURE OF THIS THESIS

This Thesis is organized as follows:

Part | is devoted to quantum assisted solutions of problems grisimfocom systems. It
has the following structure: Chapter 2 contains the stateefitt literature survey
for Chapter 3, 4 and 5. Chapter 3 introduces the generalizgtioblem of the
Grover algorithm and proposes a general solution. Quantusteace testing and
its application for finding extreme values of a function&datse are discussed in
Chapter 4. Finally Chapter 5 demonstrates how to apply quaotunputing to solve
a computationally complex telecom problem.

Part 1l is related to Call Admission Control in WCDMA environment. WCDMA-CA
related literature is summarized in Chapter 6. The uplink CAsblem is formulated
in Chapter 7. Chapter 8 provides abstract formulation of CA®lgra and effective
bandwidth based CAC is explained with its shortcomings. Téw@ dynamic CAC
method isintroducedin Chapter 9. In Chapter 10 we show howtlyaynamic CAC
in spread spectrum WCDMA environment assuming general ntigkipve fading and
traffic conditions. Furthermore as practical results logmd and Rayleigh fading
and ON/OFF sources are considered. Important extensidesms of downlink and
soft handover are discussed in Chapter 11. Chapter 12 comsiaiugation results
which shore up the efficiency of the proposed solution.

Chapter 13 concludes the Thesis and summarizes open problems foeftgaearch.

Appendices contain summary of theses, definitions, detailed derimatiand proofs of
theorems.
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Introduction to Quantum Based
Searching and its Applications

L. K. Grover published his fast database searching alguriitst in [45] and [43] using the
diffusion matrix approach to illustrate the effect of theo@er operator, that took (v/N)
iterations to carry out the search, which is the optimal tah, as it was proved in [103].
Boyer, Brassard, Hoyer and Tapp [63] enhanced the originalidhgn for more than one
marked entry in the database and introduced upper bound&idarequired number of
evaluations.

After a short debate Bennett, Bernstein, Brassard and Vazjewa the first poof of
the optimality of Grover’s algorithm in [14]. The proof wasfined by Zalka in [103] and
[102].

Later the rotation in @-dimensional state space (with the bases of separately-supe
positioned marked and unmarked states) SU(2) approachimiszduced by Boyer et al in
[63]. Within this book we followed this representation foatcording to its popularity in
the literature.

During the above mentioned evolution of the Grover alganignnew quest started to
formulate the building blocks of the algorithm as generalypossible. The motivations
for putting so much effort into this direction were on one thémget a much deeper insight
into the heart of the algorithm and on the other hand to owveectihe main shortcoming of
the algorithm, namely the sure success of finding a markéel s not be guaranteed. In
[44] the authors replaced the Hadamard transformation avithrbitrary unitary one. The
next step was the introduction of arbitrary phase rotatiarthe Oracle and in the phase
shifter instead ofr in [40]. To provide sure success at the final measurement &chesall
[36] run the original Grover algorithm, but for the final tuarspecial Grover operator with
smaller step was applied. Hoyer et al. [49] gave anothemioges solution of the problem.
They modified the original Grover algorithm and the initigtdbution.
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To give another viewpoint Long et al. introduced thelimensional SO(3) picture
in the description of Grover operator in [38]. The achievataevere summarized and
extended by Long [61] and an exact matching condition wase@for multiple marked
states in [39]. Unfortunately the SO(3) picture is lessyesque and it misses the global
phase factor before the measurement. In normal cases itrinesause any difficulty
because measurement results are immune of it. Howeveisipianed (we plan) to reuse
the final state of the index register without measuremertt@sput of a further algorithm
(operator), it is crucial to deal with the global phase. Efere, Hsieh and Li [56] returned
to the traditionak-dimensional SU(2) formulation and derived the same magcbondition
for one marked element as Long achieved but they saved thgkifeal phase factor. One
important part of these solutions, however, was missingmélg, they required that the
initial sate should fit into the-dimensional state space defined by the marked and unmarked
states with uniform probability amplitudes. This givesgiifreedom for designers but
encumber the application of the generalized Grover algorias a building block of a
larger quantum system.

Therefore another very important question within this¢gpoved to be the analysis of
the evolution of the basic Grover algorithm when it is stftem an arbitrary initial state,
i.e. the amplitudes are either real or complex and follow aytrary distribution. In this
case sure success can not be guaranteed, but the probatdlitgcess can be maximized.
Biham and his team first gave the analysis of the original Gralgorithm in [21] and [27].

In [28] the analysis was extended to the generalized Grdgerithm with arbitrary unitary
transformation and phase rotations.

| have combined and enhanced the results for generalizege@Gsearching algorithm
in terms of arbitrary initial distribution, arbitrary uaity transformation, arbitrary phase
rotations and arbitrary number of marked items to constanctinsorted database search
algorithm which can be included inside a quantum computysgesn in [82, 81]. Because
its constructive nature this algorithm is capable to getaanplitude distribution at its input,
provides sure success in case of measurement and allowsatmanits output to another
algorithm if no measurement s performed. Of course, this@gch assumes that the initial
distribution is given and it determines all the other parersaccording to the construction
rules. However, readers who are interested in applyingdgbireed unitary transformation
as the fixed parameter should settle for a restricted seiti istates and suggested to take
a look at [56].

Grover’s database search algorithm assumes the knowlétlgermumber of marked
states, but it is typical that we do not have this informatioadvance. Brassard et al. [35]
gave the first valuable idea how to estimate the missing nuwiarked states, which
was enhanced in [36] and traced back to a phase estimatibe @rover operator.
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A rather useful extension of the Grover algorithm when weidkxt to find mini-
mum/maximum point of a cost function. ir and Hoyer suggested the first statistical
method and bound to solve the problem in [13]. Later basechisnrésult Ahuya and
Kapoor improved the bounds in [2]. Both paper exploits thé@restion of the expected
number of iterations introduced in [63]. Unfortunately tdese algorithms provide the
extreme value efficiently in terms of expected value thuszasonable upper bound for the
number of required elementary steps can be given. This femtgy restricts the usage
of such solutions in real applications. Therefore | introgdi another approach based on
quantum existence testing [82, 53].

Recently Grover emphasized in [46] that the number of eleanginitary operations
can be reduced which lunched a new quest for the most eféeGtigver structure in terms
of number of basic operations.

The Grover algorithm has been verified first experimentailya iliquid-state NMR
system [52] and [57] with a few gbits. Bhattacharya and hikeagjues reported the imple-
mentation of the quantum search algorithm using classati€r optics in [68].

Subscribers of the next generation wireless systems willaanicate simultaneously,
sharing the same frequency band. All around the world 3G ladyistems apply DS-
CDMA because of its high capacity and inherent resistanagt¢oference, hence it comes
into the limelight in many communication systems. Nevdebgdue to the hostile property
of the channel, in case of CDMA communication the orthogdnaletween user codes at
the receiver is lost, which leads to performance degradationulti-user environment. A
good overview of wireless channel models can be found in20] while state of the art
mobile systems such as GSM, IS-95, cdma2000, UMTS, W-CDM®&, ate surveyed in
[48, 62, 89].

Single-user detectors were overtaxed and showed ratherpsosformance even in
multi-path environment[91]. To overcome this problemgoent years multi-user detection
has received considerable attention and become one of tsiemmortant signal processing
task in wireless communication.

Verdu [91] has proved that the optimal solution isN¥-hard problem as the number
of users grows, which causes significant limitation in gcattapplications. Many authors
proposed suboptimal linear and nonlinear solutions su€reasrrelating Detector, MMSE
(Minimum Mean Square Error) detector, Recurrent and Hoppfidural Network based
detectors, Multi-stage detector [10, 65, 91, 4], and theregfces therein. One can find a
comparison of the performance of the above mentioned algosiin [37].

The unwanted effects of the radio channel can be compenbgtetans of channel
equalization [3, 75, 5]. The most conventional method farctel equalization employs
training sequences of known data. However, such a scherngesagnore bandwidth to
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transmit the some amount of payload. Furthermore, in nusiér CDMA systems the co-
ordination of users is practically hard task. Consequetitére is a tremendous interest in
blind detection schemes for multi-user systems, whereainitig sequences are needed.
Our quantum based MUD proposal belongs to this latter gregpibse it does not requires
any information about the channel. The basic idea whickegrédack MUD to set separation
was published in [77, 78] and analyzed [80, 79]. This chaipteoduces a refined version
which extends (deterministic) set separation to (prolsilm) hypothesis testing published
firstin [82, 32].



Searching in an Unsorted Database

"Man - a being in search of meaning."
Plato

Searching was born together with the human race. In ordeurtove from day to
day in a very hostile and dangerous environment prehistoeis spent most of their time
on seeking for such resources as food, fresh water, susédohe for tools, etc. The world
around us was nothing else than a lawgesorted databaseEfficiency of the originally
applied two basic methods, namely random and exhaustivelspeoved to be rather poor.
The only way to achieve some improvement was the involvemmiemiore peoplegdarallel
processing The first breakthrough in this field can be connected to tis¢ $ettlements
and the appearance of agriculture which brought along teetion to make and keep order
in the world. A field of wheat or a vegetable-garden compared to a meaddweied the
order which increased the probability of successful seagcimost up td. Therefore our
ancestors were balancing during the last 10 thousand yeasgén the resource require-
ment of making order and seeking for a requested thing. Hewyeat the dawn of third
millennium our dreams seem to become true due to quantumwtorgp Grover’s database
search algorithm enables dramatic reduction in computakioomplexity of seeking in
an unsorted database. The change is tremendous, the algssquiredO(N) database
queries in case we haveé different entries has been replaced®i/N) steps using quan-
tum computers.

1Ancient Greeks referred this change as the born of cosmesi(oo=order) from chaosxaoo=disorder). So to use cosmos as a
synonym of universe is not unintentional.

11
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This chapter is organized as follows: Section 3.1 providsisaat introduction to the
original Grover algorithm explaining the related architee. Finally Section 3.2 focuses
on the generalization of the basic algorithm providing ssuecess measurements and
enabling arbitrary initial state of the algorithm which dag quite useful when deploying
the searching circuit within a larger quantum network. t8sbsection 3.2.1 explains
the new parameters enabling the generalization. Next th#auof iterations is derived
in Subsection 3.2.2. Finally design considerations anawuarscenarios are discussed in
Subsection 3.2.3.

3.1 SUMMARY OF BASIC GROVER ALGORITHM

In order to give a solid reference for the generalized seagciigorithm, first the original
Grover algorithm is introduced and evaluated. The objett®fSrover algorithm is to find
the index of a requested item in an unsorted database of\sizEhe multiple occurrence
M of the searched entry is allowed. Classically one néédiatabase queries to find one
of the marked statésvith certainty. However, with the Grover algorithm, thiskacan be

carried out inO(,/N/M) steps.
The algorithm has to be launched from the state

1 N-1
I a) = i ; N (3.1)

where|~) refers to the fact that we prepare a quantum register congaall the possible

indices, andq) = % stands for the auxiliary gbit required for the proper ogerat

of the algorithm. During the search the algorithm repeagsstircalled Grover operatéf
depicted in Fig. 3.1 and defined as

G £ HPHO, (3.2)
where
O=1-2) |x)(z] (3.3)
z€eSs

represents the so-called Oracle which inverts (multipligls — 1) the probability amplitudes
of the marked states, where the sestands for the set of the marked entriég.denotes
then-gbit Hadamard gate defined as

1
Hiz) = (=1)"2),

2Entries, which are solutions of the search problem areaatierkedstates according to the literature and the ones which deeaot |
to a solution are referred to asmarkedones.
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Fig. 3.1 Circuit implementing the Grover operator

wherexz refers to the binary scalar product of the twdbit integer numbers considering
them as binary vectors (sum of bitwise products modulo 2)e phase shifter gat&
performs a similar operationt@in (3.3) butit flips only the probability amplitude belongin
to |0)

P = (2[0)(0] —I). (3.4)

In order to determine the optimal number of Grover gatesihe least number which
minimizes the probability of failed sear@h, we introduce a two-dimensional geometrical
representation of the search. First we divide the indicés two sets, one) for the
marked and anothe6] for the unmarked ones i.e. we build two superpositions aising
uniformly distributed computational basis states

A 1
a1 .

where|a) and|3) form an orthonormal basis of a two-dimensional Hilbert gpaedepicted
in Fig. 3.2.

Now let us follow the effect ofG on |y) in Fig. 3.2. Since the Oracle flips the
probability amplitudes of all the marked indices formifi, thus because of the Oracle
|v) will be reflected at an axigy). The two Hadamard gates together withP in the
middle perform the so-calleidversion about the averageansformation which is nothing
else than a reflection ontg). Therefore providedly) is angular tda) with an angle 0192—”
then the two reflections together produce a single rotataatds|5) by an angle of2,.
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Fig. 3.2 Geometrical interpretation of the Grover operator

Sure success search requires in this approach an indeteragisted fronj~) to | 3)
since a measurement ¢fi) always provides one of its basis vectors (indices). Thus the
number of rotations ensuring absolute success can be eakilylated in the following way

T . Q
- 5 +Jm— =
=2 7 2 3.7
3 SR (3.7)
which is minimal ifj = 0. Typically ., = [, must be an integer thus
. T _ Y
Lopt = UO-I = \‘2 972 “ ) (38)

where|-] denotes the rounding function to the nearest integer.

Because of this correctiaii’ |y) will be angular td3), hence the measurement may
answer with a wrong (unmarked) index. The probability obean be computed as the
squared absolute value of the projectiorG8f»t|v) onto axis|a)

P. = (a|G*ort|y) = cos? ((2Lopt +1) %) ) (3.9)

where the only missing parameter can be obtained as

_ M
(), = 2arcsin ( W) . (3.10)
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Combining these results a quite surprising fact can be rectanelyL,,, = O ( %)

compared to the classical cagg 1, ).
If M is not given as an input parameter then phase estimatiod Qaaatum counting
can be applied with the help of whidll can be found in a computationally efficient way.
In possession of all the required results regarding thetliaiver algorithm. We can
now focus our attention on its generalization.

3.2 THE GENERALIZED GROVER ALGORITHM

During the previous analysis of the basic Grover algoritheraapired to find a suitable trade
off between computational complexity (number of rotationgnore precisely number of

database queriésand uncertainty (probability of errdt.). We tried to use as few iterations
as possible meanwhile ensuring as high probability of ssxae achievable. Moreover we
have some limitations that may prevent the application efadever quantum searching

algorithm in many practical cases.

e Unfortunately sure success can not be guaranteed merekcihaege of increased
number of rotations in the basic Grover algorithm. We haeppsed some techniques
(e.g. extended database with '"dummy’ entries) a in [82] Wipiovides sure success
asymptotically but they requir@(N) rotations to achieve this. However, there are
technical problems where we are not permitted to exceedsagiwhile the number
of Grover operators has also to be upperbounded.

e According to the potential applications of Grover’'s datdaearch algorithm in
practice, larger quantum systems should be taken into atadhere the input index
register of the algorithm is given as an arbitrary outpuesbha former circuit and the
output of the algorithm can feed another circuit without emgasurement. Therefore
we need a modified Grover algorithm which allows arbitrangiahstate instead of
the original H|0).

In order to tame the above listed problems the original Gralgorithm will be generalized
and discussed in the next subsections.
3.2.1 Generalization of the basic Grover database search al  gorithm

Before investigating the possibilities how to introduce sdneedom into the Grover algo-
rithm enabling its generalization let us summarize our Kedge about the Grover operator

G2 HPHO,

where
P = 2|0)(0] -1,



THE GENERALIZED GROVER ALGORITHM 16

O&T-2) |z)(x

z€s

These definitions were motivated by considerations emgrduring the design of the
searching algorithm. Furthermore it is known that the Hagl@htransform is nothing else
than a special QFT. Therefore it seems to be reasonable laxcesthe original operators
with more general ones. New parameters can be involved snaty which could be the
base of a more efficient solution.

1. We allow an arbitrary unitary gaté instead of the Hadamard gate

2. We let the Oracle to rotate the probability amplitude$efrnarked items in the index
register with angle in lieu of = (the original setup), wheré € [—x, ]. Thus (3.3)
is altered to

O—IgET+ (2 —1)) |a)(x (3.11)
z€s
where subscript refers to the fact that the Oracle modifies the probabilitpétodes
of the computational basis states formiy. The matrix ofl; is a modified identity
matrix with diagonal elements; , = 7% if x € S.

3. Analogously to the Oracle above, the controlled phase Bawhich was working
originally on statg0) should be based on an arbitrary basis sfateesulting in a
multiplication bye’? instead of-1, wheref € [—, . In more exact mathematical
formalism

P— 1,21+ (¢ = 1) n)(nl. (3.12)
The matrix of/, is a modified identity matrix with diagonal elemehy,, = ¢/? if
T =n.

4. Finally the initial state of the index register at the ihpfithe first Grover gate is
considered as

N-—1
1) 2 yele), (3.13)
x=0

where>" N V|4, |* = 1 as appropriate.

Next the two basis vectorisy) and|3) comprising the indexes leading to unmarked
items (setS) and that of ending in a marked entry ($9tshould be redefined, which were
originally set in (3.5) and (3.6), respectively

@) = ——=> nsl), (3.14)
\/ Zzes |719:| zeS
8) = ——=> l2). (3.15)

\/ ers ”le‘ zes
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Observing the new basis vectdrs) and |3) orthogonality is still given between them,
(a|8) = 0, since during the pairwise multiplication within the inn@oduct one of the
probability aplitudes is always zero.

Remark In order to avoid the division by zero in (3.14) and (3.15) require that
at least one non-zero probability amplitude exists for ttegked and unmarked indices.
If all the entries are marked then we have only ve¢thrand a measurement before the
search will result in a marked state with certainty. Contréttye database does not contain
the requested item at all then only vecfal exists. As we will discuss later at the end of
Section 3.2.3 both scenarios can be recognized by meanshafsa pstimation. Therefore
in the forthcoming analysis we assume that both vectors #rasis neither of the two sets
are empty.

Now it is time to construct the generalized Grover opergtérom previously defined
gates(G — Q)

Q 2 -ULUIzj=-U I+ (e 1) n)(n|) Ul
= —(UIU" + (¢ = 1) Uln)(n|UY) I
= —(I+ (e —1) [u){ul) Is, (3.16)

where
1) = Uln) (3.17)

and relation/T = U~! is exploited in consequence of the unitary property.

In possession aV-dimensional? first we have to prove that its output vector always
remains in the-dimensional space of) and|3), which helps us to preserve our rotation
based visualization. This requires the proof of the follogviheorem:

Theorem 3.1. If the state vector§y) and|5) are defined according to (3.5) and (3.6) and
both of them contain at least one nonzero probability amggt as well as the unitary op-
erator U and an arbitrary staten) are taken in such a way that|,) lies within the vector
spacel’ spanned by the state vectdeg and|j3), then the generalized Grover operatQr
preserves this 2-dimensional vector space. Inotherwordsfp|v) € V,Q|v) € Vistrue.

Proof. Following the geometrical definition of inner product, thejection of U|n) on

vector|3) can be calculated a@|U|n) - |3). SinceU|n) is defined in the vector spadé

and it has unit length, therefore vect@fn) — (5|U|n)|5) is parallel to|«) and it can be
computed in the following way

Uln) = (BIUMIB) = \/1 = (BIU|n)[*|ev),
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from which|«) can be expressed in the nontrivial case i.¢(#U|n)| # 1 as

o) = ! (Uln) — (BIUmIB)) -

L— [(BlUlm)?

Vector|u) is considered as an arbitrary unit vectofin

|12}, = cos (Q) |a) + sin () /| 8), (3.18)

whereQ), A € [—m, x| and the superscrit refers to the2-dimensional representation of
originally N-dimensional|.). The global phase was omitted in (3.18) since it does not
influence the operation and the final result.

In order to reach the well-tried rotation based picture a@frsking the generalized
Grover operator should be determinedimvhere the requireg-dimensional Grover matrix

is searched in the form of
Q2 _ [Qll QlZ] ‘ (319)
QQI QQQ
Now we are able to compute the effect@fon the basis vectorg) and|3). Provided
the resulting vectors remain # then this property will be valid for their arbitrary linear
combination (superposition)) = a|a) + b|3) because of the superposition principle.
Therefore we applyy for basis vectof/) first

QIB) = = (I+ (¢ = 1) ) {pl) I5]5). (3.20)

As I3 multiplies® every index leading to a marked entry &Y, i.e. | 3) is an eigenvector of
I5 with eigenvalue=’® thus

I5]) = €°|3). (3.21)
Substituting (3.21) into (3.20) we get
QIB) = = (¢ = 1) (ulB) 1) +18)) - (3.22)

Applying (3.18) and relatioriu|3) = (5|p)" = sin (Q) e =74

{
QB = —el® (eje ) sin (Q) e A (COS (Q) |av) + sin (Q2) ejA|ﬂ>) —e?13)
)

= —? (e )sm(Q cos () 7" |a)

.

Q21
= [( 1) sin? () + 1] |5). (3.23)
Q2

Moreover, the other two entries {@ can be determined by feedidgwith |a)

Qlay = = (I + (¢ = 1) [){ul) Isla), (3.24)

3The OracleO did the same using multiplication facterl.
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where Is|a) = |a), because only those indices belonging to solutions of thecheng
problem are rotated bi; others are left unchang&dExploiting the relation

(ular) = {a]p)* = cos (Q) (3.25)
we get the missing two elements

Qla) = - [1+ (¢ —1) cos® ()] |a) + — [(e? — 1) cos () sin (2) e/*] |B)  (3.26)

s .

65:1 Q‘IQ
Now, the reader may conclude from (3.23) and (3.26) tjat) and@Q|5) did not leave

vector spacé’, therefore all their linear superpositions = a|«) + b|5) transformed by
Q still remain inV. ]

Based on equations (3.23) and (3.26) we have m&}pxn a suitable2-dimensional
form

1+ (e — 1) cos? (Q) el? ‘(eja —1) sin () cos (£2) eA
(e7% — 1) cos (Q) sin () e €9 [1+ (e — 1) sin® (Q)]

e?? cos? (Q) + sin? (Q) eIt =il (eje _ 1) sin(229)

N I (ej9 — 1) ejA—Sin(Zm) el [eje sin? (Q) + cos? (Q)}

Q = -

From this point forward) always refers to th-dimensional Grover matrix, if not indicated
otherwise.

3.2.2 Required number of iterations in the generalized Grov  er algorithm

Having obtained the 2-dimensional generalized Groveraipet), we try to follow the
rotation based representation of the search. Thereforeptimal number of iterations
(Grover gates), required to find a marked item with sure success should beederi
Starting from initial state-y;) sure success can be provided if

(alQ"

which stands for having an index register orthogonal to #etor including all the indices
which do not lead to a solution. Because and|j) are orthogonal angly;) € V/, this
assumption can be interpreted@s|y, ) is parallel to)3) i.e. Q% |y,) = ¢/°|3). Inthis case
sure success can be reached after a single measuremem()3aenitary and therefore it
is a normal operator too, hence it has a spectral decompositi

Q = q1|1) (1| + @2|v2) (Y], (3.28)

4Thus|a) and1 are eigenvector and eigenvaluelgfrespectively.
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whereg, » denote the eigenvalues @Qfand|v, ») stand for the corresponding eigenvectors,
respectively. Thus the following equalities hold

QY12) = q12[¥12), (3.29)

where (¢1|1)s) = 0, because of the orthogonality property of the eigenveatbrany
normal operators. The eigenvalues which can be determioetthe characteristic equation
det (Q —¢I) =0are

1o = —e(3°F7), (3.30)

In addition we claim the following restriction on angle

s (152) @) (s (152) - s (159)). @

In possession of the eigenvalues the next step towards timeadmumber of iterations
is the determination of the normalized eigenvectgrs;), which are

“Nla) +sin (2) ), (3.32)
D) + cos (2) |), (3.33)

[ih1) = cos (2) ¢/l
|1)9) = —sin (2) el

vl Nle

where
sin® (2Q) sin” (%)

sin”(z) = 2 (1 —cos (§) cos (§ = T) — 2cos (2Q) sin (§) sin (§ = 1))

The detailed derivation of the eigenvectors and eigengata® be found in Appendices
16.1 and 16.2.

Having the required elements of the spectral decompositi@p in our hand we are
able to calculate the operator representing/thimes repetition of)

Q' = 4y

) (] + e ] = (-1)' ().
e2(2-1) (e7'T cos? (z) + e sin? (2))  jsin (IT)sin (22) ei(3-1)
gsin (IT) sin (2z) e (5-4) e sin? (2) + e cos? (2) |
(3.34)

where we exploited the fact thé;|v») = (2|11) = 0. Based on (3.34) the optimél
enabling sure success can be derived using (3.27) whichHfiigefliif both — the real and
the imaginary — parts ofx|Q" |y,) are equal to zero.

Let |y,) be defined as an arbitrary unit vectorlinstanding for the initial state of the
index gregister

|71) = cos <Q2 ) |a) + sin (% ) e B). (3.35)
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Thus (3.27) becomes

Q ()
(a|Q%|y) = cos <77> b+ sin (?7) e Qle =
= cos (1) [T cos? (2) 4 e T sin )]
+ jej(%_A-FA’Y) sin (I57) sin (2z) sin (%) = 0. (3.36)

First we calculate the real part of (3.36)

R {{alQ"

. /
-

cos(lsT)

— sin (A,y —A+ g) sin (I5Y) sin (2z) sin <%>

)} = cos (%) [cos (I,) cos® (2) + cos (1,T) sin® (2)] —

= cos (%) cos (I;T) — sin (%) sin (s T) sin (2z) sin (AW —A+ %) =0, (3.37)

which is followed by the imaginary part

& {<a|le|,ﬂ>} = cos (%) [sin (1Y) cos> (z) —sin (Is7) sin® (Z)l+

.-

-~

sin(lsY) cos(2z)
A A o\ . : (Y
+ cos | A, — A+ 5 ) sin (IsT) sin (22) sin 5 )= 0. (3.38)

Let us first consider thain ([,;T7) = 0 = cos ({;T) = 1. In this case the real part of (3.37)
is simplified to

Q Q
oS <77) cos (IsYT) = cos (77) =0=Q,=0=%kn,

while the imaginary part equals constantly 0. Thereforegbenario represents the situation
where all the entries are unmarked. Contramyif(/,Y) # 0 then

Cx ls
& {sjl’gST’)V1>} = cos (AV — A+ g) sin (2z) sin (%) + cos (%) cos (2z) = 0.
(3.39)
Equation (3.39) does not depend Qnwhich makes it suitable to determine the so

called ,matching conditioh(MC), the relationship betweefrand¢
cos (A7 — A+ g) = —cot (2z) cot <%> ,

. <¢> cos (2€2) + sin (212) - tan (%) cos (A —A,)

and thus

2) = . (3.40)

cot (£) — tan <%) sin (2€2) sin (A — A,))
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It is worth emphasizing that according to (3.3 seems to bér periodical in function of
6, which implies4r periodicity for ¢ as well when determining form 6 becausél" also
depends o. This seems to be inconsistent with the fact that eigensgalueshould be
27 periodical inf and ¢, see (3.30). This problem can be resolved(if) is calculated
for the rangg—2, 27| in function of¢ € [—2, 27]. Practically+27 should be added to
¢ if it has a cut-off at certaids. The points wheré (¢) has cut-offs within the range of
[—27, 27] can be determined easily in the following manner

¢ =+m = tan <§) = to0.

Since the numerator of the matching condition in (3.40) isstant ind, hence the denom-
inator has to be zero to achieve the conditipr= +-co. The cut-off angle$.,, , can be
derived from denominator of (3.40) as follows

o (2) = o (% )i o

thus the cut-off angles ip-27, 27| are

Q
0.0, = 2arccot (tan (%) sin (29) sin (A — A7)> , (3.41)
Ocoy, = 0Oco, £2m. (3.42)

We depictedp(d) with and without thet-27 correction in Fig. 3.3. The cut off points are
in this case) = +7. By means of this correctiofr periodicity of T is achieved, hence
the eigenvalues and eigenvectorgpfeven() itself can boast ar periodicity iné.

Now, the way is open to determingfrom (3.37) supporting a final measurement with
P, = 1. The matching condition (3.40) should also be consideradiihg to

Q
cos (lST + arcsin (sin (g — A+ A,Y> sin (%))) =0,

which is equivalent to

Q
I,YT = ig + im — arcsin (sin (% — A+ A7> sin (%)) , (3.43)

where+im,i > 1 can be omitted from the right hand side, because it wouldtresa
biggerl, than absolutely necessary. Unlike the basic algorithm @sher 0 could result in

a more accurate measurement — in exchange of increased nafmb&tions — in case of
the generalized algorithin= 0, 1 can provideP. = 0. Expression (3.43) can be interpreted
in the following way. The generalized Grover operdi@j rotates the new initial state; )’
having the initial angle

Q/
77 = arcsin (Sin (g — A+ AW) sin (%)) (3.44)
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Fig. 3.3 The matching condition betweenand# with and without correction assuming
Q =0.5, % = 0.0001, A, = 0.004, A = 0.004

in a planel’’ spanned by the basis vectdss’ and|3)’ with a rotation anglé towards|3)’

as it is depicted in Fig. 3.4. It has to be remarked thatand|3)’ are real valued axes

Whl|e |a) and|3) are complex valued. Because of the arbitrary S|gsu®( —A+A,),
- can take different values depending on

v = arcsin (sin (% —A+ A7> sin (%)) , (3.45)

wherearcsin(-) is defined as

larcsin (+)| <

ro]

If v is positive the initial angIeQQi could be(r — v) or (v), in the other case the possible
values ard —7 + v) or (—v) (see Fig. 3.5). Substituting matching condition into (3.1
becomes obvious that

Te [0, 7] it 2 <1 or IIl. quadrant
5,0) it 2 Il or IV. quadrant

and because-|3)’ is as appropriate for final state a$3)’ therefore+|3)’ can be reached
from any interpretation o% by means of an overall rotation smaller thagsee Fig. 3.5).
T can be seen in function éfin Fig. 3.6. The number of iteratiosensuring sure success
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Fig. 3.4 Geometrical interpretation of the generalized Groveaiien

can be expressed from (3.43) as

arcsin (sin <@ — A+ A7> sin (%)) ‘
T 7

where the absolute value operator omitted in the denomih&icause

s

2

ls =

(3.46)

0 <arccos(:) <

has been assumed.

However, we need an integer number of rotations in practie@eover it is worth
investigating the effect of different variables determan, especiallyy which is restricted
by the matching condition, therefore the next subsectiaedicated to these questions.

3.2.3 Design considerations of the generalized Grover oper  ator

In order to build the generalized Grover operator one hasfioe?, ¢ and|x). On one hand
the first two parameters have fixed relation via the matchamglition, on the other hang
provides sure success therefore the design procegscah be traced back to minimizing
I in function of @ and|x). To achieve this goal we investigate several scenariosrdifj
in the amount of available information.

The basic Grover algorithm

As the first scenario we analyze the original Grover algari{see Section 3.1) as a
special case of the generalized one. Thus we have the folipsatupt) = ¢ = 7, U = H,
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Fig. 3.5 Different possible interpretations 6f,)’
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Fig.3.6 T vs. 0 assuming) = 0.5, % = 0.0001, A, = 0.004, A = 0.004
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In) = |0). Furthermore we know that input statg) equals the axis of the inversion about
averagey) thatisA = A, = 0 as well ag2 = % = aresin (/M/N).
In possession of this information let us calculate the gpoadingY using (3.31)

=1 =—1 =1
7\

™~ ™~

7 \ . -
cos(T) = cos (9_T¢> +sin® (Q) - | cos (M—Tqb) - (#)

Q Q
= cos® (277) — sin? (2%) = cos (2,), (3.47)

from whichT = €2, and thus the optimal number of iterations from (3.46)

T — |arcsin (sin (2 —A+A,)sin (%)) ‘ T Qy

2 2

lopt = T - 0O )

Y

which is nothing else than the required number of rotatigns (3.8) in the basic Grover
algorithm. Unfortunately choosing the predefined fixedtretad = ¢ = = it does not
guarantee sure success by all means, because the matchditjiocomay be violated.

Providing sure success by modifying the basic Grover atbori

Now we try to measure one of the marked entries With= 1. To achieve this we keep
all the previous parameters excé@nde are adjusted according to the matching condition
i.e(0) becomes afunction & Remember thd?, is available from performing a quantum
counting (see Section 4.1) with= ¢ = 7. The optimald,,, which minimizesl; can be
computed solving

dis(6(8),8) _ OL(6(6),6) do(8)  Ol,(#(6).9) _
df 96(0) do 90 ’

i.e. we determine the minimum point &fin Fig. 3.7. In order to be able to substitut&)
into (3.31) and (3.46) one has to evaluate the matching tondB.40) assuming the given
parameter setup

<¢) cos (2&) + sin (2%) - tan <&) cos (A —A,)
tan| - | =

2

(cos(Q,) + 1 — cos(€,)) = tan (g) ,
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Fig. 3.7 Number of iterationg, vs. 6 assuming the matching condition is fulfilled and
Q= 0.0001, & =0.0001, A, =A =0

where we exploited basic trigonometric relatian(3) = 2=. We reached an important

result, namely to provide sure success we needqo. Substituting this special matching
condition into (3.31)

- () ) (39 (55)
= cos(¢) sin® (%) + cos? (%) .

Now we can turn to minimizé, in ¢

5 — ‘arcsin (sin (%5) sin (%))‘
arccos (cos(gzﬁ) sin? (%) + cos? <%>> '
However, instead of beginning long lasting derivations téader may realize that the
denominator has maximum ibs(¢) = 1 = ¢ = 7 and the numerator has minimum if
sin (£) = 1 = ¢ = « therefored,,, = ¢, = m, which is the original setup of the basic
Grover algorithm.Thus the basic Grover algorithm proves to be optimal in teahthe
number of database queries if we have no a priori informatibawd the database i.e. itis
really unsorted.

We depicted,(9) in Fig. 3.7. Sincd,,; = ls(6,,) is not an integer for sure, the
nearest superior integér,,; has to be taken into account. In consequence of this deferral
the matching condition is harmed, which requires the cafibn of anglef and¢. In

Ls(0) =
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possession of,,; we can calculatey,, from (3.46) and substituting it into (3.40) we get
0,,:- Obviously there are two such values fobut we presented only one of them in Fig.
3.7.

Finally we would like to emphasize that to achieve a suressgsearching algorithm
we did not need to increase the number of database queriggmcedto the basic algorithm,

instead the Oracle and the phase gate were modified!
Starting from an arbitrary initial state

The initial state of the index greqister was set19) = H|0) in case of the basic
Grover algorithm since we had no information about the stimecof the database i.e. it was
considered being unsorted. However, as we mentioned intifueluction of this subsection
there are practical problems where we have some pieces @jraipformation about the
database. Based on this information one can preprocessregnegister amplifying the
probability amplitudes of the marked states — even not umifp— producing an arbitrary
I71), see (3.13). Is it possible to exploit this fact by means ef generalized Grover
algorithm or shall we loose this advantage when returninthéouniformly distributed
initial probability amplitudes of the index gregister o&tbasic algorithm? To answer this
question we have to determifieg and|u) in possession ofy, ).

Obviously if we were familiar with which states are markedl ammarked then we
were able to calculatg:) in such a way that a single rotation would provide sure siwces
As an example let us consider the basic Grover algorithmviéed the axis of the inversion
about the average is chosen(io= %EQ% then the reflection aboui:) after applying the
Oracle (reflectindy;) onto|«)) will resultin | 5) (see Fig. 3.2).

Unfortunately when searching is needed this informatiomoisavailable. Therefore
the best we can do is to sgt) = |y;) thatisQ) = % andA = A,. Since the matching
condition and thus,,; depend only on the difference betwe&rand A, therefore their
actual values do not influence the desigriafe. A — A, = 0. Since|v;) is known hence
|y can be easily produced using an appropriateln order to minimize in 6 the only
missing parameter Q. We showed in (3.30) that the eigenvalueg)dfiave the following
formq; o = — (%) Hence using a phase estimation wWith- ¢ = 7 it gives backY
unambiguously from whick? can be computed exploiting (3.31) and bearing in mind the
actual values o# and ¢, namely(Q) = w (see (3.47)). Next the same technique
can be applied as for the enhanced basic Grover algorithraterrdineg; ,, 0, , and the
corresponding. .
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Searching for Extreme Values in an
Unsorted Database

"Creativity exists more in the searching than in the finding."
Stephen Nachmanovich

Many computing and engineering problems can be traced lmaek toptimization
process which is aiming to find the extreme value (minimum aximum point) of a so
called cost function or a database. We list here only sewveeitknown cases of these
type of problems. For instance global infocom networks meqto find the optimum
route between two terminals located on different contisémtterms of the shortest path
or optimal signal detection on the air interfaces of statéhefart mobile networks needs
to perform maximum likelihood hypothesis testing based wdiffig the largest conditional
probability density function (pdf) among sa§*° pdfs. Unfortunately because of their huge
computational complexity these problems are typicallyaared by means of suboptimal
solutions. However, quantum computing and related pagaiteessing capabilities offers
a more efficient way to solve the above mentioned problem.

From this point on we use notiomatabaseandfunctionas synonyms from the dis-
cussed problem point of view.

This Chapter is organized in the following way. Phase estonabased quantum
counting is discussed in Section 4.1 which can be used baitstend alone algorithm or
enables minimizing the error probability when searchingafgiven entry in the database.
A special and often used case of counting is when we are stegtavhether a database
contains a certain entry at all. It is called existence ngséind it is explained in Section
4.2. We show how to use quantum existence testing when onteigsted in the largest or
smallest entry of an unsorted database/cost function iiddet.3.

29
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4.1 QUANTUM COUNTING

"You see, the chemists have a complicated way of countingeaidf saying 'one, two,
three, four, five protons’, they say, 'hydrogen, heliunmjlitn, beryllium, boron.”

Richard Feynman

Readers having followed carefully the previous analysis @@r algorithm may hit
on animportant shortcoming. Namely in order to determieeftimal number of iterations
L1, in (3.8) we require indirectly exact knowledge about theeof multiplicity A/. One
may imagine engineering problems where it is availabletfustis typically not the case.
It looks like as if we have fallen into a very serious trap whioay call the conduciveness
of all the already achieved results in question. Fortugajeantum computing is dropping
a rope to escape from this serious problem because it ssppowith an algorithm being
able to computé/ efficiently.

4.1.1 Quantum counting based on phase estimation

It is widely known that the matrix of the Grover operator candxpressed in the basis of
la) and|3) as

G - [ cos(€2,) —sin(2,)

sin(§2,)  cos(§2,)

Furthermore it is easy to show th@thas two eigenvalues namely’**. Recalling phase
estimation from [87, 82] which aimed to determine the phateriming to a given eigenvalue
of an operator we are out from the trap. A phase estimatiotymgpl/ = G and using
appropriate parameters and initialization will give bagjoad estimation of?., with high
probability which is in direct connection with/ via (4.1).

M
sin (%) = @ = (), = 2arcsin (\/%) : (4.1)

We depicted the quantum counting circuit in Fig. 4.1.

Before celebrating our clever 'discovery’, however, we haveet some parameters
for the circuit of Fig. 4.1. As one can learn at the phase edton we need a lower section
comprising nown gbits and initialized by the eigenvectors of the expectegmialue.
Some short calculations provide the corresponding eigtoxe

o T .
|91>:ili]a|92>=i[ j],feR

V2 V2|1

but unfortunately we are not able to feed the circuit neithigh |g,) nor |g,) because it
would requirga) or |3) i.e. the complete knowledge about the marked and unmarked se
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Fig. 4.1 Quantum counting circuit

Thus another trap is seeming to crop up but we have all thareztjoapabilities to avoid

it. We know that using a superposition of the eigenvectoth@sower input one gets one
of the eigenvalues after the measurement at the upper outpuakily we have only two
and easily distinguishable phades and—(2, = 27 — €, in our very special case since
Q, < 7. Therefore without being familiar in advance with, we are able to compute it
from the measurement result. For the sake of simplicity vegus for this purpose which

is trivially a superposition ofc) and|5). Becauseg, ) and|g.) form an orthonormal basis
of the space spanned by) and|3) hencelv;) can be expressed as a linear combination of
lg1) and|gs).

Finally we have to set up the size of the upper quantum registeorder to avoid
the confusion using notatiomin two different meanings hence the number of gbits in the
upper section of the counting circuit will be denoted/i%. As one can learn form [82]
practical setting ofi* depends on both classical accuracy of €2, and allowed quantum
uncertaintyP. » of the phase estimation in the following manner

n*=c—-1+ [ld(27r) +1d (3 - Piﬂ : (4.2)

eP
4.2 QUANTUM EXISTENCE TESTING

A special case of quantum counting if one is interested intiadrea given entry exists in
the database at all instead of the numbérof occurrences. Clearly speaking our goal
is to determine whether the initial vector of the index gségyi is parallel or angular to
basis statéx) in the 2-dimensional rotation based picture of the Grover opertitat is
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we would like to distinguish the cask = 0 = Q, = 0 from & # 0. Trivially we can
use quantum counting to solve this problem, namely if wedyidl -4 0 then the database
contains the requested entry else it does not. Howevertguacounting involves some
amount of overhead information because from existence pbwiew the accurate value
of M is indifferent. Hence it is worth discussing a bit the reqdinumber of gbits for the
upper section (based on (4.2)) and suitable error analysis.

Concerning this question let us deal first with classical esoy If M = 0 then the
output of the IQFT should be unambiguoufy while provided) # 0 we can accept any
other computational basis states exd@pt So we do not need the precise valueléfin
the latter case instead classically less accurate reseltssaappropriate as the exact one.
Thus the worst case scenario occurs Wﬁ?ris the smallest that is we have the smallest
angle betweefr,) and|a). Hence the classical accuracghould be chosen such that in
caselM = 1the measured output of the IQFT contains at least one nob#ewtich allows
distinguishing it from|0). Let us assume again without loss of generality that we have a
databaseéV = 2" entry of size, therefore using (4.1) we need

min (£2,) = 2arcsin (\ / %) =24 /% = 2(n/2HD) > g7e (4.3)

where we applied the well-known relatiancsin(y) = y if y < 1, from which we get

~ 3]

Of course we have to take care of quantum uncertainty of pestsmation as well, hence
we need all together

n* = P +1d(27) +1d (3+ iﬂ —9
2 P.p
gbits, whereP., stands for the allowed maximum quantum uncertainty andection
1d(2) is required becauserefers to the accuracy of the estimated phase instead of the
phase ratio itself. Since the2 term has marginal influence on the complexity therefore we
omit it during the further discussion that is

n* = [g +1d(27) +1d (3 + iﬂ . (4.4)

eP

Moreover if one geta* < 1 thenn® has to be set to.

4.2.1 Error analysis

Formula (4.4) gives a rule of thumb when roughly estimatimgrequired gbits in the upper
section of the phase estimator. However, as we have seep préirious subsection the
interpretation of classical accuracy was a bit differentase of counting and existence
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testing (in the latter case we have a softer constraint) sTéeiexpect that a similar effect
will emerge when investigating quantum inaccuracy prégiseherefore let us derive the
required numbey of additional gbits in the upper section of the device if wedhaconstraint
P. of quantum uncertainty.

It is easy to see that if/ = 0 then(), = 0 is measureclwayswith certainty since
the phase ratia = (2, /2 is also equal to zero, which corresponds to the idealistisph
estimation. Hence only the caSg # 0 should be taken into consideration from quantum
error point of view when seeking the relationship betweenduguired number of additional
gbits andP.z, where subscript’ refers toExistence testingFor the sake of controlling
precisely thisP.; one needg additional gbits td; + 1d(27) gbits in the upper gregister to
guarantee classical accuraly’. An error occurs i{Q7 = 0 is measured although,, # 0
which is equivalent to the case when we get a computatiorsa$ Iséate having mere zero
bits on the(n* — p) MSB positions that is

P.p = P(Q, # 0, = 0) P(Q, = 0) + > P(Q, =0Q,)P(9,) (4.5)
=0 0, #0

On one hand the conditional error probability can be catedlan the following way

2P—1
P(Q, =0[02) = Y |pi(n* )| (4.6)
=0
wherey;(n*, Q) is the probability amplitude of staté) andi € [0, 2")

. & Q .
11— j2m (2" —;—z)
@i(n*> Q’Y) = on* - :

— . 4.7
| _ G ) 1)
On the other hand we assume ttvgt\/ ) is uniformly distributed as a worst case approach.
Furthermore sinc@/ € [0, N — 1] and) is connected t62, via a reversible function (4.1)
thereforeP(Q,) = +.
Unlike (4.5) in order to build a useful connection betwéep and overheagitis worth

searching for an appropriate upperboung,.,. for P(€2, = 0/€2,), which is independent
from €2,

~ N -1
Pp= Y P(Q,=0[Q,)P(Q,) < Pupper—5— (4.8)
Q470
In order to majorizey;(n*, ,)|?> we upperbound its numerator and lowerbound its
denominator applying the same inequalities- ¢*| < 2 and|1 — e*| > @ as we used

for the phase estimation, respectively. Thus we get

ain* )P <t !
Yy

Y
4 Qn& & _ 7 2
2 277."'
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which can be further majorized exploitimgin(2.,) from (4.3)

2 1 1
pitn* ) < 77—
2 —
(3 =)
Considering that/N = 2% andn® = 5 +1d(27) + p the right hand side of (4.9) simplifies
to

(4.9)

(% 2 - 1;
[iln®, )] < (o — )7

Now we are able to derive a suitabi®,,..,
op_
P(Q, = 0]92,) <
k=0
If (27! — k)2 were strictly monotonously increasing(in 27] then the sum in (4.10) could
be upperbounded by the corresponding integral i.e.

[aary

1

1
rYpTE (4.10)

2r—1 op
1 1 1 1
E Z 1 2 < / Z +71 5 dk
k—0 (2p - k) 0 (2p - k)

This requires tha2?™ — k& > 0 = 2P*1 > 27 which is trivially satisfied. Evaluating the
above integral one obtains

- 21 1 1 1 1
P, = 0[2,) < /0 i (2p+1 _— 2p+1>

11
= 35 = Ppper, (4.11)
which allows upperbounding. z itself based on (4.8)
112"—-1
Pp<=-— 4,12
P=gw on (412)
Provided we have an engineering constraint> P.;; one needs
2" —1 1
=1d — | <ld|— ), 4.13
gbits to fulfil it and the total number of required gbits in tingper section is
1
n* = [g +1d(2m) +1d ( g ﬂ , (4.14)

Using the above derived existence tester, in order to septhatwo outcome categories
it is enough to check whether the output of the device costairleast one nonzero bit or
not. If yes then the database comprises the requested isent & not in. Furthermore we
emphasize that this method does not suffer any classiaaksérr

Concerning the computational complexity we can state thatgtilntum existence
tester saves /2 gbits and3 gbits in classical accuracy and quantum uncertainty coetpar
to the quantum counting circuit, which can be significan¥if> 1.
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4.3 FINDING EXTREME VALUES IN AN UNSORTED DATABASE

From quantum computing point of view we should consider thevér algorithm as the
most promising candidate. Unfortunately as we shortly sanmad in the corresponding
Further Readinghe proposed Grover based solutions are efficient only msef expected
number of database queries. In order to overcome this magtcoming we decided to
exploit the quantum existence testing algorithm as a cametion. This is because our
special problem does not require quantum counting on théenthat is we do not need to
determine the number of occurrences of a certain entry i#tabase but we are rather
interested in whether the database contains it at all.

Having introduced the quantum existence testing algorithBection 4.2 we are ready
to turn to extreme value searching. We will embed our speocia function into a classical
logarithmic search (see e.g. [88, 60]). Let us assume thaiave a functiony = g[x]
which has integer input € [0, N — 1] and integer outpuy € [Gino, Gmaxo] that is we
have a rough estimation about the range,¢é.g. we know thay is hon-negative thus
Gumino = 0 proves to be a suitable lower bound). Using these notatienprioblem can be
formulated as follows. We are interestedyif), such thainin, (g[x]) = g[zopt] = Yopt. We
emphasize that although minimum value search is considened the suggested technique
can be trivially transformed to find the maximal entry of aatetse. The best classical
solutions requireV queries to the database to fimg), hence our aim is to design a more
efficient algorithm based on quantum computing.

To solve the above mentioned problem we combine the welwkrlogarithmic (often
referred as binary) search algorithm —which is intendegioaily for searching a given item
in a sorteddatabase — with quantum existence testing. Hereby we pecaln@lgorithm
which keeps the efficiency of binary search while processinginsorteddatabase. It
operates in arecursive way where in tHestep we halve the actual searching region splitting
it into two subregions. Letr,.qs denote thay value which separates the subregions. Next
we launch the quantum existence testing algorithm — reptedénere by functio) E7(z)

— to check whether there isia < 2z marked state in the lower subregion or not. If the
answer is YES then we use the lower subregion as the inpueafdakt searching step else
the upper one has to be chosen. In order to being more préeggaposed algorithm is
given now in detall

1. We start withs = 0: Guin1 = Gminor Gmax1 = Gmaxo ANAAG = Gaxo — Gmino
2. s=s5+1
3. Greds = Glmins + [ SmsyCnins |
4. flag = QET(Grneds)
o if flag=YESthenGaxsr1 = Gmedss Gmins+1 = Gmins
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L4 elSEGmax s+1 — Gmaxs; Gmins+1 = Gmeds-
5. if s < 1d(AG) then go to (2) else stop and,: = Gueds-

We have two additional remarks to this algorithm. First ibh dse used obviously
in case of multiple minimum values, too. Next if one is instesl in the corresponding
Topt = 9 '[yopt] then a single quantum counting followed by a single Grovaraehas to
be performed resulting the number of differentalues belonging tg,,: and to obtain one
of them according to a uniform distribution.

Finally computational complexity should be consideredviObsly the best classical
strategy the exhaustive search neéqsv) steps to findy,,: with sure success. Already
available quantum computing based solutions reqQir¢’ N + 1d*(V)) [13, 2] iterations
(i.e. Grover operators) iexpected valueContrary the proposed new approach obtgips
usingO(v/N -1d(AG)) database access.

If one considers elementary quantum gates and exploitsaihefibs of modular expo-
nentiation then only) (1d(AG)1d*(v/N)) elementary steps needed. The initial searching
range has influence on the complexity as well, but in manytjmaapplications one has
some pieces of information aboGt,;,o and G,...¢, Which can be quite rough without
causing difficulties thanks to tHd(-) function.



Quantum Based Multiuser
Detection

"Although this may seem a paradox, all exact science is dateihby the idea of approxi-
mation."

Bertrand Russell

Every telecommunication system designed to provide ses\fmr more than one sub-
scriber has to cope with the problem of medium access cotvtAC) which regulates
how to share the common medium (channel) among the userkelraditional solutions
where subscribers are separated in time, frequency or spatecof the art 3rd/4th gener-
ation mobile systems differentiate the users based onapedividual codes assigned to
each customer. Unfortunately performing optimal detecpooves to be hard task clas-
sically, therefore suitable suboptimal solutions are i fircus of international research.
However, quantum computing offers a direct way to the optisadution because of its
parallel processing capabilities.

Hence we introduce a mobile telecommunication orienteti@djon based on Grover
search and quantum counting in this chapter following the steps: Section 5.1 explains
the theoretical background of code division multiple as@stems, highlights the related
detection problem and gives the most trivial answer to itti®al detection criteria and
their complexity are summarized and classical optimumalets are discussed in Section
5.2. Finally we trace back the optimal detection to quanhased solution in Section 5.3.

37
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5.1 DS-CDMA IN PRACTICE

DS-CDMA works very-well, in theory, where signals from diéat users remain still
orthogonal at the receiver. In practice, however, the radannel proves to be much more
hostile. It has deterministic modifications and e.g. rand@amations in signal strength
and delay. Deterministic channel attenuation originatesfthe fact that mobile terminals
are typically in different distances from the base statidve can fight against this effect
using power control that is the base station instructs thigilemto adjust their transmission
powers so that all the signals are received with almost theesagnal strength at the base
station. Since the speed of light and thus that of electromig radiation is constant
hence terminal positions with different distances arolneddase station cause differences
in delays as well. This effect is further complicated if ooesiders that a transmitted signal
may travel in different tracks with different lengths at teme time. This latter effect is
referred agnulti-path propagation Assuming that Alice is transmitting to Bob, who is
tying to detect the signal, Bob does not know exactly when lsédnatart the inner product
operation (detection). If he is late or in a hurry then orthroglity may be upset. While
orthogonal code families can be produced easily by the reegdeell, such code families
whose members’ are orthogonal to any shifted versions arottembers proves to be a
really hard task even for experts. The suggested remedys@tbblem is the so called
Rake receiver which applies the inner product operation diffierent shifted versions of
the corresponding chip sequence at the same time and casthmeesults.

Remark We can conclude that orthogonality means the common bésigferent
medium access schemes. They achieve this property inahffevays using frequency
bands, time slots, spatial regions or codes. The differéasen the important fact that
the first three approaches haward limitsregarding the admitted users in the network that
is if we run out e.g. form time slots then no subscriber candoepted until somebody
leaves the system. On the other hand a new user entering in aAGP8fem only decreases
the orthogonality in the receivers, which produces morersras a consequence but the
number of acceptable users is only asymptotically limited ihe more users we have the
less transmission rates can be offered. Thus CDMA netwoegksach more flexible from
this point of view, therefore we call thegoft limitedsystems.

Random effects, however, are more dangerous. Random aitenaatl delay may
cause different weighting and shift of the individual sitgna the received signal, which is
advantageous for certain signal and disadvantageousHersoin the detector when inner
product operationis performed. In order to describe thesapmena we derive the received
signalr(t) at the base station using appropriate mathematical fosmalClearly speaking
we are interested in the baseband signals. Complex baselaindlent description allows
omitting carriers in price of using complex valued funcganstead of real ones e.g.x,(t)
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instead ofr(¢). From this point we consider complex baseband-equivalgniats and
symbols therefore we leave the subscegt We suggest to follow the steps of producing
r(t) in Fig. 5.1 which depicts the block diagram of the transmitied the channel.

In this case an uplink DS-DCDMA system is investigated. Theymbol of thek!”

(k = 1,2,...,K) user is denoted by, [i] € {+1,—1}. This assumption corresponds
to the simplest scenario where symbols remain real-valitadugh we use the complex
equivalent description (Binary Phase Shift Keying, BPSKprrour problem point of
the level of modulation would not influence the theoreticathkground of the detection
therefore we decided to use BPSK for the sake of simplicity.

In DS-CDMA systems an information bearing bit is encoded bgnsef a user specific
chip code having the length of the processing g&itv). Let c;[q] refer to theg' chip of
the code word of subscribér and we chose again the simplest alphabt € {+1, —1}.
Since only continuous electromagnetic waveforms can bemnéted in the radio channel in
practice hence each chip has to be multiplied with the sedalip elementary waveform
denoted byg,(t). Thus the analogue version of the chip sequence is refesrdteauser
continuoussignature waveform

PG—-1

s(t) = > alglg(t — qTo), (5.1)

q=0

whereT, stands for the time duration of one chip. Obviously membér§sp(t)} are
orthogonal concerning the symbol lengthi.e.

/Sk(t)Sl(t)dt = O,Vk‘ 7é l7 (52)
0

and normalized
Ts Ts

/%Q(Sk(t))dt + /%2(sk(t))dt =1

0 0

Thus the output signal of thg" user related to thé" symbol, denoted by, (t) is given as
on(i, t) = bili]su(t). (5.3)

Practically Alice sends strings of consecutive symboleddiursts. Let us assume that
each burst consist @t + 1 symbols. Therefore we introduce vectgr = [b.[0], ..., bi[R]]*
denoting the data symbols of tié&" user in a certain burst. Thus ti#é" users’s signal
during this burst can be expressed as

o (t) = Z beli)s(t — iT5). (5.4)
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Fig. 5.1 DS-CDMA transmitter and channel

Now, Alice’s signal is sent out to the air. We apply here a Widesed channel model
and remark that of course other, more sophisticated morketdso available in the literature
(see Chapter 2). However, the selected model contains theimosrtant impacts while
does not require us to be lost in details. The channel distoftom thek!" user point of
view is modelled via an impulse response function as if trenalel were a filter

hk(l,t) = ak[z]d(t — Tk),

whereay[i] = Ag[i]e’**! with real A,[i] andayi]. a.]i] comprises phenomena causing
the random nature of the channel and it is cafleding A [:], a[i] and 7, are typically
independent random variables while let us suppose as thst vage that they are uniformly
distributed on the following regions:

Aili] € [-A, A]; axli] € [0, 27); 7. € [0, T).

Deterministic attenuation is omitted since it can be hashdkng power control. Similarly
we do not consider Gaussian noise because CDMA systemsairglgtinterference limited
one thus Gaussian noise has marginal influence on detedtioally we assume that,
remains constant during each burst whilé] varies from symbol to symbol. The channel
not only delays and distorts Alice’s transmitted signalddgb adds together all the signals
originating form other users, hence we are able to desdnibedceived signal at the base
station via convolving the channel input with its impulsepense in the following manner

r(t) = Z Z hk(l, t) * ’l)k(i, t) = Z Zak[z]bk[z]sk(t — ZTS - Tk). (55)

K
k=1 =0 k=1 i=0
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5.2 OPTIMAL MULTI-USER DETECTION

Now, having received(t) at the base station Bob would like to extract (demodulate)edi
signal. Let us assume for a short roundabout that 0 anda, = 1 deterministically
(equivalently the channel is regarded as a shortcut or antitggéransformation). In this
case the received signal becomes

= bili]si(t), (5.6)

considering the interval belonging to ti& symbol.

Bob tries to obtain a fairly good estimatiap[i] exploiting the orthogonality of sig-
nature waveforms according to (5.2). This requires mudgtion with Alice’s waveform
si(t) and integration ofo, T;] (see Fig. 5.2). This operation is nothing else than calmrat
of the inner product for continuous variables. Bearing indrilre often used notion for this
operation in the literature we callmatched filter Let us denote the output of the matched
filter in case of the'" symbol withy,,[i]

T, T,

yk[z']:/r(i,t)sk(t)dt:/bk[i]s( dt+/ Z blils ()5 (t)dt = bili]. (5.7)

0 0 =1,k

Thus theoretically the output of the matched filter contairisrmation only aboub,[i]
and its sign can be used to decide which symbol has been sapiphying a comparator.
Therefore Bob can usg [i] directly to determiné,[i] = sgn(y[i]).

As we discussed earlier orthogonality may be violated beead the random delays
in the channel. In a realistic scenario the above introdwusdctor may fail with certain
probability. Optimal solutions minimizes this probaljlihaving in sight available side
information. If we insist of using only Alice’s signature weform to detect symbols
originating from Alice then this technique is referredasyle-user detectionThis approach
can be appropriate when the detector is located in a molit@rial whose computational
power is moderated. However, sitting in a bases statiossiver module we are allowed
to be more pragmatic. Since all the signals arriving fronfedént users must be detected
all the signature waveforms are available! Why not to explog possibility? Thus those
schemes which perform combined detection are catiatli-user detectoréMUD) .

Before explaining how the optimal MUD operates it is worthssidying our scenario.
Since different;, delays are considered therefore the chanradyschronousFurthermore
ax|i] is assumed being completely unknown in the receiver hendeawe to solve aon-
coherentdetection problem.

In possession of the concept standing behind the singleRS«€DMA detectors and
being familiar with the effects of the radio channel waitiiog naive subscribers we are
ready to design an optimal detector architecture.
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First of all we have to realize that in case of random delaydetect the” symbol
it is not enough to take into account the incoming signalmythe corresponding symbol
period. Instead we need to consider the whole burst. Therefe concentrate on vector
b, representing the data symbols of #ié& user’s burst under detection.

Next we require to give a suitable definition for optimalifywo extreme answer and
many intermediate criteria can be found in the literatur@e Tost popular definition is
based on thenaximum likelihood sequen¢BILS) decision principle — often referred as
jointly optimum decisior while the other end ensurgsnimum bit error rat6§ MBER) and
cited asindividually optimundecision.

In order to formulate more precisely these two decisionnegkes and explain the
origin of their names let us introduce matrix

B =[by,bs,...bg] = By = blil,k=1,..,K;i=0,..,R. (5.8)

Furthermore Bob collects the outputs of the matched filters

(i+1)Ts
yrli] = / r(t)sg(t — iTs)dt (5.9)
iTs
into’ Y such that
Y frd [y17y2’ ’yK] :> }/;;k — yk{l], k' = 17 7K,Z == 0, ceey R (5.10)

In case of an MLS decision we ha2& %+ different hypotheses according to the different
B,,, vectors

(B1)

H1 'Y
'Y (BQ)

H,

w
w

(5.11)

HQK(R-H) Y = ’LU(BQK(R-H)).

wherew(B,, ) denotes a matrix-matrix function producing the matrix & thatched filters’
outputs provided,, contains the symbols sent by all the users during the bucgtestion
related to then' hypothesisfn = 1,...,25E+D), The corresponding architecture is
depicted in Fig. 5.3. Itis independent whether we use MLS &BR detectors. The
difference lies in the decision boxes. Obviously) depends not only on the transmitted
symbols but on random channel parameters too. Moreo{@is not reversible. Therefore
Bob is not able to compute unambiguously tBavhich is leading tdY'. Instead he invokes
decision theory. The optimal decision in MLS sense 'simpygjuires to find that hypothesis
with maximal conditional probability density function i.e

BMLS : sz?X f(Y|B). (5.12)



OPTIMAL MULTI-USER DETECTION 43

Let us suppose that we quantize the random variables ckawiet) the radio channel into
sufficiently small pieces from the detector point of viewy3&,, NV, andNV, represents the
number of different values o, [i], o, [:] and 7, respectively. Furthermore we collect the
supposed values of these parameters during the detectdriorthe following matrices
and vector

A Ay = Ali]; C: Cy = ayil; d - dy = 7.

Next we form a single matrix in the following manner
Z=[A,C/d].

Bearing in mind that all the random variables are uniformgtributed in order to calculate
the conditional density functions in (5.12) one has to caboseZ matrices which lead to

Y ie.
#(Z:Y =u(B,,Z))

#(2) ’
whereu(B,,, Z) represents a matrix-matrix function computing the matfithe matched
filters’ outputs ifB,, andZ is assumed.

While an MLS detector tries to estimate all the symbols jginliiring a given burst
in case of MBER detectors we decide fgfi] from symbol to symbol. Thus we have to
perform K (R + 1) decisions each of which selects one of the following two tilgpses

f(Y[Brn) = (5.13)

Hy :yeli] = w'(bpi] = 1)
Hy @ yifi] = w'(bi[i] = —1)

where functionu’(b;[4]) calculates the output of thé" user’s matched filter matched filter
after thei’* symbol interval. This hypothesis testing requires to mazénthe following
conditional pdfs

beli] : max f(yli]lbeli]) (5.14)

be[i]=+1

andB, prr = [Ek[z']]. In order to express conditional pdfs in (5.14) we introduce
Z:I:l - [B:t17 A7 C7 d]a

where matrice8., consist of possible values fof{c| (I # k andc # i at the same time)
while b,[i] is set either+1 or —1. Since eachb[c] can be assumed as an independent
equiprobable random variable

#(Zsr 2 yi[t] = ' (Z41))
#(Z11) 7
wherew'(Z.,) calculates the outcome of the corresponding matched filter.

Unfortunately both MUD techniques are rather time-consgniln case of MLS
approach one needs to t&€t(#+1 different hypotheses which grows exponentially with

f(yrli]|bg[i] = £1) =

(5.15)
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Fig. 5.3 Multi-user DS-CDMA detector

the number of active users. On the other hand MBER detectiquires 2K (R + 1)
evaluation of the conditional pdfs. Furthermore the evabmeof the conditional pdfs are
rather hard tasks especially in the latter case. Therdfiesedan not be used in practice and
suboptimal approximations are in the focus of research ged in practical applications
such as single-user, interference cancelling, decoimgldetectors (seleurther Reading

5.3 QUANTUM BASED MULTI-USER DETECTION

Although MLS based optimal multi-user detectors are a bypar than the MBER based
ones because of their less computational complexity as waiomed before both ap-
proaches are far away from practical implementations. Heweauantum assisted com-
puting exploiting quantum parallelism may help us to attdekoptimum MUD problem
directly.
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Let us discuss the MBER problem and concentrate on the deteatitheb,[i] sym-
bol. As we deduced in (5.14) Bob needs to evaluate two com@itipdfs. We derived
some hints how to perform this in (5.15). Since we are intecksnly in the larger pdf
thus the denominators can be omitted. Both numerators eetpusolve a special count-
ing problem. Because all the channel parameters and othdratyare independent and
uniformly distributed Bob has to decide whether the numbét afor Z _, leading toy; []
is bigger, which is equivalent to the question whethgi] = +1 or b;[i] = —1 have the
larger probability of being the originator gf [i]?

We have already discussed the counting problem related sz#irch in an unstructured
database in Section 4.1, where a fairly efficient quantuneda®lution was proposed
exploiting phase estimation on the Grover operator. Comagraur special multi-user
detection scenario we have a virtual database encodedunttidn’(-) instead of a real
one.

In possession of a promising idea and knowledge about goraciunting next we de-
termine the architecture and initialization parametetbefjuantum based MUD (QMUD)
detector. We apply the top-down design principle thus weateg the system concept in
Fig. 5.5. We define two counting circuits according to the hypotheses one that assumes
bx[i] = +1 and another fob,[i{] = —1. Their outputs representing the numerators in (5.15)
are denoted by

€41 = #(Zﬂ:l . yk[Z] = UI(Z:H)). (516)

Each quantum counter is feeded with the outcaé of the matched filter, the corre-
sponding hypothesis,[i] = +1 and the set' = {s,(¢)} of individual signature waveforms
of all the active users. Next the outputs, are compared and the result determines Bob’s
estimationb,[i] = argmaxyi{e;}.

Following the top-down concept we have to face the desigm@fGrover operator.
Without harming generality we use the basic Grover box ouoed in Section 3.1. First
of all it requires an index register input denoted|by. As Fig. 5.6 presents we form each
computational basis state) of |v) from consecutive blocks. Each block is responsible
for the storage of different parameters. First we use aktiogy X'(R + 1) — 1 gbits to
represent differen;[c] symbolsi = 1,..., K;¢ = 0, ..., R, only b;[i] is omitted because
there is an individual input defined for it directly to the ©le This is followed by three
other blocks consisting df (R + 1)na, K(R+ 1)n, andKn. gbits and comprising values
for Ax[i], o [i] andr, respectively, where

na = [Id(Na)l];ne = [1d(Ny) | Na; nr = [Id(N,)].
Therefore Bob requires

n=KR+1)(na+n.+1)+Kn,—1
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gbits to describe a given configuration. Having defined tke sf the index register we
turn to the Oracle. Originally it calls the database and carap DBK] with the requested
item. Now, we use.” (b;[i], x) as 'database’ which computes the matched filter output as
if bx[{] = 1 andx were given to it and the Oracle compares the result withj in the
following way

1 if yili) = w (befil, )
= 5.17
/(@) { 0 otherwise ( )
As the last design step we remember that phase estimatidchasduantum counting
includes quantum uncertainty, which can be controlled bgmseof additional gbits in the
upper section of the phase estimator according to (4.2). i@emsg the worst case scenario

i.e. (4.2), this means in our case

1
n* =n + [ld(%) +1d (3+ Fﬂ’

)
(.

p
whereP. stands for the maximum allowed quantum uncertainty. Takifapk at Fig. 5.4
the reader can conclude that a fairly good quantum uncéytiaiom air interface point of
view say less tham0~® can be achieved by using ab@itextra gbits which is negligible
ton.

Finally the computational complexity of the QMUD algorithnmerited from quantum
counting, namely we nee@(n?) elementary gates, wheg# represents the size of the
database [82].

Remark The above explained method can be trivially extended tbdase when we
use multi-level symbols instead of binary onesMtlevel symbols are applied than Bob
need to runM quantum counter parallel or sequentially.
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6

Introduction to Call Admission
Control in CDMA Systems

Before starting to design new efficient CAC algorithms for \Wss systems first we should
take a sort walk around the problem. The firstiteration ofiraping CAC to become mobile
leads to the following definition: A new call can be acceptedTtair interface point of view
only ifthe system is able to put enough radio resources atdbies’ disposal. Such resources
can be e.g. time slots, frequency sub channels, signal sematio (SNR) or signal to
interference ratio (SIR), etc. However, if we would like téaddathe essence of CAC we have
to concentrate on SNR/SIR because successful detectioradfagignal symbol depends
basically on receiving enough signal energy during a giveziop of time while the received
interference/noise energy remains under a well definedl liierefore all the resources can
be traced back to SNR/SIR. Furthermore definition of CAC in wesslenvironment can be
recomposed as follows: A new call can be accepted only if Hie/SIR values influenced
by the new call enables signal detection at all the receiwétsdeclared QoS levels (e.g.
BER, Bit Error Ratio). Here should be emphasized that unlike dvretworks where the
reliable transmission medium (e.g. optical fiber) has atmegligible impact on delay and
routers/switches are responsible for introducing delaiatians, in case of air interfaces
fading often causes retransmission of packets. Hence liadtialelay properties mainly
depend on SNR/SIR, too. Mobile telecommunication systembeaategorized according
to the operational environment, more precisely whethey #re working in a licensed or
unlicensed (e.g. ISM) band. Cellular Public Land Mobile Nextké (PLMNS) such as GSM,
IS95, UMTS belong to the former group while Wireless LANs (WX#) or Bluetooth form
the latter set [31]. Operation of systems in unlicensed lmnahinly influenced by noise,
where we refer to noise as signals from other systems angraguit (e.g. WLAN cards
share the common ISM band with microwave ovens’ "signals"Jdcdurse Gaussian noise
of the Nature counted here as well. Licensed band PLMNs, Xexveuffer mainly from
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interference caused by other subscribers of the same sySevaral efficient interference
suppression techniques were applied from the beginningdib telecommunications such
as controlling the access of users to the channel in FDMA aviADnanner. In this way
only reduced amount of so called neighboring channel iaterfce remains to overcome.
Some common channel interference may appear in cellulavonks$ but applying cell
clustering (constructing frequency plans) it can be eadilyinated. Frequency and time
domain multiplexing not only offer a simple way to reduceenfiérence but furthermore
they provide very trivial CAC. For example in case of GSM [66didable band is divided
into carriers with 200 KHz spacing and each carrier consiesght timeslots (i.e. traffic
or control channel). Hence the decision about the acceptahean arriving call means
to check whether an unused timeslot is available or not. Twera of CODMA (Code
Division Multiple Access) [92] combined spread spectruchtelogy in public networks
(WLANS, 1S95, 3G systems) turned upside down the situationMBB3ubscribers use the
same frequency band and the same time frame for transmisstapply different codes,
therefore CDMA based air interfaces are mainly influencedtsrierence caused by other
users from the same network instead of Gaussian noise. dtieadly code orthogonality
supports the separation of different users’ signals, wb&hnot be maintained perfectly in
multipath environment. This fact causes relevant diffeesbetween first/second and the
third/fourth generation mobile system’s CAC policies. FDMAd TDMA based networks
have hard limit (e.g. number of time slots and carriers) fier tumber of users operating
on the air interface at the same time. In 3G/4G WCDMA system [i@vever, there is
no hard limit for the number of simultaneously admitted suiters because their number
is determined by the signal to interference ratio. Thersfarsoft margin can be applied
by the CAC which is limited only by the Quality of Service caatts, i.e. more users
cause more interference that causes degraded QoS (BER) Fousarc This type of CAC
decision proves to be a computationally rather complexlprolin 3G/4G systems because
checking of available unused slots (channels) is replagedstimation of SIR values.
This is the price we shall pay for the increased spectralieffay and flexible limit for
the number of admitted users. Unfortunately CAC is incomsiswith computationally
complex algorithms since incoming users have to be handiedan as possible. On the
other hand decreasing complexity results in inaccurate Cé€istns i.e. in unutilized
system resources. Therefore, the main goal is to creatassigpted and efficient call
admission control methods that are able to adapt dynamicedin ever-changing (mobility
and fading) environment while providing suitable tradébeftween decision efficiency and
complexity. The variation between the CAC algorithms liesha criteria with which a
new call should be admitted:

The number-based CAC randomly chooses the new calls basdteautrent and
maximum number of users that the system can tolerate pacsere fixed cost per service
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is assumed [93, 98, 51]. Number-based CAC results in simgsidas but its efficiency
is strongly limited, therefore another successful apgneanerged.

The MAI-based/SIR-based CAC predicts the co-channel intemfee that would be
caused by the new connection to the same and other cellsougasipproaches can be
found in the literature. Two simple SIR-based solutions weosed first by Liu and
El Zarki [101]. Later out-of-cell interference was appmmgted by means of Gaussian
distribution [17]. SIR-based CAC algorithms also appear 0 [Iredicting the additional
inter-cell interference the new call will produce. Ying etl. used different threshold
values in two-layer hierarchical cell structure in [94]. i@eLundin and his colleagues
proposed the so-called noise rise estimate methods [34 R3jl-time SIR measurement
offers another way to ensure QoS [23]. A two-round dynamic G&(@ optimization
algorithm was discussed in [33]. Mobility-based CAC aldumitfor arbitrary call-arrival
rates was proposed in [72]. SIR-based CAC in compliance widloraetwork planning
was investigated in [58]. In [98], interference-level-ed<AC and number-of-users-based
CAC are compared.

The dropping of a handover call is generally considered reer@us than blocking of
a new call. Therefore, various handoff priority-based CAGesues have been proposed,;
they can be classified into two broad categories.

1. Guard Channel (GC) Schemes: Some channels are reserveshttofhcalls. There
are four different schemes.

e The cutoff priority scheme is to reserve a portion of charioehandoff calls;
whenever a channel is released, it is returned to the commibofchannels
[22, 95].

e The fractional guard channel schemes is to admit a new ctile®rtain prob-
ability (which depends on the number of busy channels). 3ttieme was first
proposed by Ramjee et al. [73] and shown to be more generathkacutoff
priority scheme.

e The rigid division-based CAC scheme divides all channelscalied to a cell
into two groups: one for the common use for all calls and theotor handoff
calls only [64].

e Finally we can limit the number of new calls admitted to thénwek as Fang
proposed in [96].

2. Queueing Priority (QP) Schemes: In this scheme, callaezepted whenever there
are free channels. When all channels are busy, new calls areedwhile handoff
calls are blocked [47], new calls are blocked while handaliscare queued [29, 16],
or all arriving calls are queued with certain rearrangementhe queue [12, 90].
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Soft handover in CDMA systems enables parallel communioatio several base
stations in order to improve the efficiency (delay, packss)mf cell change. Therefore,
soft handover and CAC have to be combined [7]. Ma and co-asittwrsidered a stochastic
model for an admission controller in CDMA cellular networkat prioritizes soft handover
calls using soft guard channels [99].
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CAC Model for CDMA Networks

A sophisticated model of CDMA-based cellular networks from@#oint of view is intro-
duced in this section. We consider here uplink scenari@i&C provides QoS for reception
at base stations, however, later in Section 11 the modetesidzd for the downlink as well.

According to [54, 97], individual mobile terminals (we asseihere one service for one
terminal, but the model can be trivially extended for mskivice terminals) are grouped
into traffic classes. Each usdrelonging to theth class is characterized by its transmission
rate X;; >0 measured in [bps] and described with gfdf (r). Because each subscriber
from a given class has the same traffic characteristicsfhrersndex: is omitted if we do
not want (if it is not required) to distinguish individualers of a certain class. In these
casesX; and fx, (x)are used respectively.

Remark Generally in case of any variable having indigess written only with index
j means that it represents one variable from claasd this variable is the same for all
terminals in the given class.

7.1 BASIC MODEL FOR CAC DECISION

QoS provisioning requires CAC decision at each call/seraita&val whether the outage
probability that for each call/servigedrom class;j the actual BER exceeds a certain limit
(maxBER;), remains smaller than the contracted QoS parameter i.e.

P (BER;; > maxBER;;) < e " forVi,j. (7.2)

In order to connect physical system resources to BER reqemenCAC is often traced
back to SIR/SNR [25, 17, 24, 50]. Since BER can be express&dds = ¢(SIR) where
g(.) is typically strictly non-decreasing function of itsggment and differs according to
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Fig. 7.1 System model with reference and neighboring cells

the applied modulation/spreading scheme e.g. DS-CDMA, OFMM-CDMA, etc. [74].
Therefore CAC rule can be reformulated in the following way

P (g(SIR;;) > marBER;;) = P (SIR;; < minSIR;;) < e " forVi,j (7.2)

where
minSIR;; = g~ (maxBER;).

7.2 INVOLVING CELLULAR STRUCTURE INTO CAC

SIR values at a certain base station strongly depend ongusibf interfering terminals,
hence from CAC point of view an appropriate cell structurerisspnted in Fig.7.1. We
assume that the new call arrives in the cell positioned imtiddle (Cell 1). The newly
entering terminal will cause interference in all the cetisdted in its interference region.
Those cells are forming thieterference regionf a terminal which the terminal interference
effect can not be ignored in. For the sake of simplicity wethsdraditional two-ring model,
where the first and second neighboring cell rings are takenaocount, see Fig. 7.1.
However, for the proposed CAC method, an arbitrary set o @elthe interference region
can be defined as an input. Base stations (cells) in the intede region are identified
by sequence numbé* (k#=1...K). In case of two-ring modek'=1+6+12=19. Cell 2-7
belong to the first neighboring ring while the second ringsisis of cell 8-19. Therefore,
cell 2-19 form the interference region for a mobile locateell 1.
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Let us moreover define the set of those base stations, loeabeshd a given base
stationk”, whose terminals’ interference regions contain &élli.e. transmitted signals
from these cells cause interference at the base statioreistiqn. This set is calleGAC
regionof base statiokh™ and its cells are referred by means of cell F34...K,». Moreover
it contains cellk” too.

Sointerference regiorand CAC regiontypically cover the same area but the former
one represents the same notion from interference souroé gforiew while the latter one
constitute the drain of interference.

Now we can give the first SIR-based coarse definition of CAC: Ie cds new call
request CAC shall be performed for ed¢hand during each CAC decisidii,« cells shall
be taken into accountfor SIR calculation. (In case of bagiciting modelK’ = K+ = 19).

A given CAC decision is calledositiveif at base statioi*in question for each terminal
from class;j located in cellk” (i.e. i=1.. N+, whereN,,» refers to the number of users
from classj in cell k#) communicating with base statids the following inequality holds

P (SIRyjp# > minSIR#)) < e forVi, j, k¥, (7.3)

whereSTR; ;. denotes the received SIR at base statioifrom terminali of classj located
in cell k7.
The new call can only be admitted if all the CAC decisiok%%1...K) are positive.

7.3 GENERALIZATION OF EVANS&EVERITT'S CAC MODEL

In order to derive a practical definition of CAC problem an aete& mathematical descrip-
tion of CAC has to be derived based on the previous definitimadel.

We start from the basic idea of Evans and Everitt [54], whidppses to express SIR
by means of target power levels. However, in order to overtime shortcomings and
inaccuracy of that model, we introduce

e generalized traffic model instead simple ON/OFF model,

e generalized channel model instead of simple determintst@zway propagation
model,

¢ thermal noise and interference from other systems insteanhitting them,

These enhancements require calculating SIR at base staisimg mobile terminals’
transmission powep,;;,, wherei identifies the call (terminal), denotes the traffic class the
call belongs to and is the cell ID where the mobile is located respectively.

The radio channel effect on transmitted signal powgr from a terminal; of class;
in cell k is represented at the receiver of base statioby means of path gai¥ ;,..+ which
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is typically modelled by means of a random variable whosegpifinates from different

propagation models (Rayleigh, Rice, lognormal, Nakagaroi) ¢19]

Pijki#
)
Piji

Vijkw# = (7.4)

wherep, ..+ represents the received (target) power level at base statiorm terminali
of classj located in cell.

Transmit power levels and gain values allow us to introduoeee detailed calculation
Of S.[ka#

P Vigrwrs
SIR”k# - )
J Npe# K4 J Npg
E BPini# Ving# e + E E E Pk Vineer + (No + los) B
~—_———
h=1 I=1 k=1 h=1lI=1
e k # k# thermal noise and
own cell interference ~ P
other cell interference other system interference

(7.5)
where the numerator denotes the received power of the waigedl at the base station’s
receiver, the first term of the denominator represents thexference originating from
the cell we perform CAC forqwn cell interference furthermore second term refers to
interference coming from other cells of CAC region and finally and Ios stand for
the one-sided spectral density of the thermal noise andfeénémce from other systems
respectively.B [Hz] defines the bandwidth of the system.

One may put the question why not to combine the first and selcwaderence terms
asitwas done in [54]. We can give two answers to this questimactical and a theoretical
one. From practice point of view unlike own cell interferéner cell interference typically
modelled with a single random variable representing aliritexference sources [26], which
could simplify the evaluation of CAC inequality.

In this paper we do not exploit this idea because of its intoed inaccuracy. Instead
we distinguish each interference source. The reason whyewieled to separate the two
interference terms comes from theoretical consideratiwhgh will be explained later in
this subsection.

Having defined more precisely one of the two important patare@f inequality (7.3)
now we concentrate on minimum SIR requirement.

Required minimum signal to interference density ratio fagar detection ofX; ;.
[bps] bits during each second at the base station recdiverfor a j type useti is defined
as
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E J/ bitbit
Iy j HZS S

whereF), [J/bit] refers to the bit energy an [W/Hz] is the power-density of all the inter-
ference effects i.el, equals to the denominator of (7.5) divided by the system waitd
B. ThereforeminSIR,;.# can be expressed as

minSIR; ;4 = (7.7)

B Iy B
Now in possession of both CAC decision parameters we canitibshem into (7.3)

to get a much deeper insight into the heart of CAC in CDMA systafibe following set
of inequalities holds for the outage probability

J

Pt Viju#tu#t - SIDR, 4 P
N K B e
J o Vh# K# J Npk
E Proie# Vingsrs + E E E PikVipgr# + (No+ ITos) B
~—_———
\h:l =1 . k=1 h=1 l=1
~~ k # k#* thermal noise and
own cell interference ~ —~
other cell interference other system interference
for¥i, j, k*
(7.8)

then QoS contracts can be provided for all the terminalsemttwork.

Assuming perfect power control transmission power valu€s.B) loose theirindepen-
dence, furthermore they become random variables dependionger’s traffic behavior and
channel gain, therefore evaluation of inequality (7.8s&t be rather complex. However,
by means of practical considerations it can be rewrittenrmoge useful manner.

If we assume that received power level at the base statiom §oren user is directly
proportional to the required minimum signal to interferedensity ratio

Dijk#r# = Pz'jk#‘/;jk#k# =\ S]DRz'jk#a (7.9)
where)\ has dimension of [W/Hz] then the left hand side of (7.8) is uggmunded. This
statement can be proven easily generalizing results ing5§, Of course constraint (7.9)
is valid only for terminals communicating with the own basatien (:*), because other
terminals adjust their power according to their target Iséatons. Exploiting this fad®,;,
values of other cell interference term in (7.8) can be exq@eédy means of target power
levels and gain factors as
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Dihkk _ A - SIDR

Pipk = (7.10)
Vinke Vinke
Applying these considerations in (7.8)
A-SIDR 4 SIDR, —
J Nup# J Nk v < B ) <¢
ST > AN SIDRys + Z > > X SIDRink ”M# (No + Ios) B
h=1 I=1 k=1 h=ll=1 —~
- k£ k¥ thermal noise and
own cell interference other system interference
other cell interference
forVi, j, k*
(7.11)

Now we can explain why the own cell and other cell interfeestezms are not allowed
to join theoretically. If we did so, facto% would appear in own cell interference
term. In [54] this fact did not cause any problem since gaotdiss were assumed to be
deterministic, therefor@% 1 eliminates the differences. In our generalized case,
however, gain factors in the numerator and denominatoreobther cell interference term
are considered independent random variables; hence tiaieqt typically differs from 1.
Having made several simple algebraic steps in (7.11) CACialéy reaches its almost

final form (only statistical behavior of radio channel wi# lvolved later into the model)

J Npe# J Npy

P|B|1- M <ZZSIDRM#+ Z >N SIDRy Lk lhkk# <e 7
—— =1 I=1 k=1 h=1 l=1

k # k7

thermal noise and

s own cell interference
other system interferenc

. other cell interference
forVi,j, k

(7.12)

Inequality (7.12) in its form gives clear representatiolC&C problem. B stands for
the capacity of the system in Hz that is decreased becaube tii¢rmal noise and other
system interference, which renders the proper detectiae whfficult. On the right hand
side, randomly changing capacity requirements of indi@idisers are summarized. If the
total amount of required resources exceeds the capacibhedytstem then outage occurs.
CAC is responsible for providing guarantee that this outagbability remains smaller
than the agreed QoS parameter.

One may wonder why index disappeared from inequality (7.12)? To answer this
question we have to emphasize thatcounted from 1 up t&v,,.+, hencej remains present
in the future too.
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7.4 INVOLVING RADIO CHANNEL MODEL INTO CAC

As we mentioned earlier in this section the effect of radiargtel on transmitted signal
power from terminal from class; of cell k is represented at the receiver of base station
k* by means of power gail;;;.+ which in our case consists of the well-known two-way
propagation model extended with multiplicative fadirig Gain of deterministic two-way
model can be defined [31] as

e (7.13)

kk#

2

Aldgr) = (hTihR) ,
whereh is the height of the transmitter antenig, stands for the height of the receiving
base station’s antenna (i.e. uplink scenario) dpg denotes the averaged distance be-
tween them. Because of the always changing position of mtdiheinals practically only
averaged distances can be taken into account with the ggamealue for all the terminals
located in the same céll i.e. V,;.» does not depend arand;j. Hence notatiorV; ;.. is
replaced by, .

This simple model becomes more realistic if we introducetiplidation factorY
representing the channel’s stochastic behavior (so ctdllidg) and characterized by pdf
fv (y) of its amplitude gain

>0 ify>0
fY(y){O ifySO'

Therefore, overall channel gain is given by

Vit = Aldy#) Y2, Y > 0. (7.14)

Without loss of generality we show how to handle the two-ged architecture from
gain point of view.

Let us assume that the interference is investigated (CACrionmeed) at the base
station of the celk” (which is located in the middle in Fig.7.1 and called refeenell).
The interference originates from mobile terminals locatetie reference and neighboring
cells (own and other cell interferences). Because of thelaegtructure three different
types of cells have to be taken into account depending onisteendes from the reference
base station.

A first type cellis the reference cellk(= 1 in Fig.7.1). Second type cellare the
directly neighboring cells of the reference céll€ 2..7 in Fig.7.1) andhird type cellsare
located in the second cell ring around the reference kel §..19in Fig.7.1). Interference
from any other cells is not considered because the distagpgendlency of the path gain
makes the interference effect of those cells negligible.
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Fig. 7.2 Average distances for different cell types

Exactd,;,» values can be derived in the following manner (see Fig. 7AZsuming
uniformly distributed terminals in the cell and approximgthexagon with circle having
cell radiusR, the probability that a mobile is in the ranger + dr) is

1 2r
Pr<z<r4dr)= ﬁ(QTﬂ' dr) = ﬁdr, (7.15)
from which one obtains
R R
o 2 [, 2 [r31% 2
dk#k#:/r'ﬁdrzﬁ rdrzﬁ [g}o zgR. (7.16)
0 0

For the second and third type cells distances are calculated the mobiles were
concentrated at the middle of the cells. Hence, for secopd tgllsd,,» = V3R and
for the third type cells we have two distances according tp Fr.2d,,» = 3R and
dir# = 2v/3R.

Of course being in possession of user distribution (theesystan provide such in-
formation based on measurement) accuracy of this simpleapp can be increased very
easily.



Call Admission Control in General

A sophisticated model of WCDMA system from call admission pahview has been
introduced in the previous chapter. Before introducing e solution of the CAC problem
general background of CAC is discussed in Section 8.1 and@oppate reference method
is explained in Section 8.2.

8.1 ABSTRACT FORMULATION OF CAC PROBLEM

In order to give an abstract description of call admissioocpdures we introduce the
following scenario. Virtual sources are grouped into adassEvery sourcein a certain
class;j is characterized by a random variatike;, according to its resource demand (e.g.
bandwidth). The random variable is given with its gidf. (¢) = f,(¢) i.e. sources from
the same class have the same statistical behavior. The nahbetive sources in th¢th
class is denoted b¥;. Therefore the state of the system can be described in evarnemt

by means of a state vector

N: (Nl,NQ,...,NJ) (81)

in a.J dimensional state space, whefeefers to the number of virtual classes.

Now, the call admission procedure means that it should baleeéavhether a new
call can be accepted without violating the QoS parameteragied for other users or
not. This CAC problem can be approached in a geometric wayth&lktate vectors can
be divided into two subspaces. Vectors which can be acceytadut violating the QoS
contracts belong to the first (or acceptable) set and staésiust be rejected to the second
(or rejected) one

61
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Acceptable but
rejected states

Separation

surface of a
given CAC
method

S REJECT

Syccepr
Theoretical
separation
surface

Fig. 8.1 Geometric interpretation of CAC

Saccepr = {N: P(Q > B*) < e},
Sresecr = {N: P(Q > B*) > e}, (8.2)

where() >0 refers to the random variable representing the overal@gpdemand of the
sources

J Nj
Q=) Qy (8.3)
j=1 i=1
and B* denotes the capacity of the system gngtands for the QoS parameter.
Therefore, the task of CAC can be regarded as a space sepgraildlem (see Fig.
8.1.) i.e. howto determine the surface separating the tgiome and how to decide whether
the new state vector is located on the acceptable or rejsitedf the separation surface.
Unfortunately the CAC decision cannot be carried out diyemtl the basis of the theo-
retical surface. On one hand because of the high compughttomplexity of convolution
required to determine the overall resource requiremertegources, calculation of exact
separation surface seems to be quiet hard task. On the athettre typically large number
of the states in the theoretical surface needs enormous $aogage capacity. Therefore
suboptimal solutions are required in form of CAC algorithms.
Different CAC methods can compete in the property of beindasedo the theoretical
separation surface as they can. The tighter the CAC surfacsentialler is the region in
Fig. 8.1. representing the theoretically acceptable batheygiven CAC algorithm rejected

states.
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Moreover there exists a strict condition that has to be fetfil in order to provide
QoS guarantee any approximation separation surface of a/r@éthods should remain
within the acceptable subspace. This is the reason why ewxgs<gn approximation of the
sum of random variables representing individual capaatyands can not be used.

8.2 EFFECTIVE BANDWIDTH BASED CAC
In order to find less complex but near to optimal solutions for

J Nj
P(Q>B)=P|> ) Q;>B"|<e” (8.4)
j=1 i=1
several methods were introduced. One of the most promisasges of algorithms among
them is based on Effective Bandwidth concept which was aatyinntroduced for wired
networking CAC [59, 6, 11, 41, 100, 85].

Inequality (8.4) represents the well-known tail distribat estimation problem that
requires the convolution of large number of random varsbkecause the calculation of
convolution is rather time consuming task so the theorliceunt of required capacity is
approximated by deterministic values.

In case of effective bandwidth methods sources are grougiectiasses and a deter-
ministic so called effective bandwidth value is assigne@édoh type of source which is
somewhere between the mean and the peak demand. Then takbvatie of the over-
all resource requirement is estimated by means of multiglghe number of the sources
in different classes with the corresponding effective lédth values and summing up
these terms for all the classes. Of course effective bantiw@ues depend on the QoS
parameters and on the stochastic behavior of the sourcesllas w

This effective bandwidth technique was adapted to wiredesgonment by Evans and
Everitt [54, 55, 83, 84, 76, 86].

Using effective bandwidth concept (8.3) is replaced by tlewing simple inequality

J
P (Z ki N; > B*) <e, (8.5)
j=1
wherer; refers to the effective bandwidth value of thth class. Different ideas were
introduced in the literature to find appropriate effectiantwidth values [6, 11, 41]. In
order to determine; in WCDMA environment two solutions were proposed in [54].
The first one is to use Gaussian approximation to estimateléhsity function of
the overall traffic. However, this approximation is not atdeguarantee the validity of
inequality (8.4), therefore this solution should be regect
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The other much promising way to calculate the effective badth values is applica-
tion of the Chernoff bound, which always upper bounds thediattibution.
Remark If random variables representing individual capacityuiegments are bounded

J

by sayH; then until > N; - H; > B* evaluation of inequality (8.4) can be traced back
j=1

to a simple summation of individuadl; values instead of calculating convolution. This

constrain for bounded sources is typically fulfilled in vdreystems where randomness of
individual capacity requirement depends only on trafficrabteristics (humber of emitted
packets within a given time interval) which is obviouslyiied. In case of wireless systems,
however, this is not so evident because many effects basiffie parameters influence the
stochastic behavior of individual capacity requiremerg.(ehannel gain).

8.2.1 Problems with Effective bandwidth based CAC

The main indisputable advantage of effective bandwidtle8&AC methods lies in the fact
that once effective bandwidth values are known they are fastyduring CAC decisions
because the applied fairly simple mathematical operatjfioating point multiplications
and additions).

Unfortunately one has to pay high prices for this benefit:

1. Calculation of effective bandwidth values is computadibnvery complex task.
Therefore it must be performed in advance.

2. Effective bandwidth based CAC is in certain cases ratheecuarate. In order to
highlight the reason of this property let us turn back to gewiwal interpretation of
CAC. Any effective bandwidth based solution approximatestiaeretical separation
hypersurface with a (linear) hyperplane (e.g. in two din@ms it estimates a curve
with a line), which is far from the optimal solution (see Fig.2.). Of course this
is why it enables fast CAC decisions. Therefore CAC accuracybmincreased
using CAC algorithms implementing nonlinear separatioriea®@s. From another
viewpoint inaccuracy of effective bandwidth methods lieshe fact that they do not
exploit statistical behavior of the sources. Although taegid convolution of source
distributions and reduce decision time in this way, but @ndther hand they enable
loose approximation of required resources.

3. The most important drawback of effective bandwidth mdshim wireless environ-
ment follows from first reason. Namely the large computatiaomplexity makes
impossible the dynamic adaptation to the changes of systeameters. These are
system capacity and individual resource requirements. fdtmer one is more or
less fixed in mobile networks but the latter ones are defink€T. Unlike e.g. wired
ATM where individual demand can be characterized by meaasrahdom variable
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Fig. 8.2 Effective bandwidth based and dynamic separation surfaces

representing user’ traffic, in case of wireless this rand@mable contains target
minimum signal to interference density ratio requiremehgnnel model, averaged
distances and the user traffic. So each time when we intrcalnesv service or the
averaged distances change (e.g. during a soccer match wedhfarent average
distance then before or after) or the applied channel paeamehange (e.g. because
of weather conditions) the static CAC has to perform a quietgex optimization
task in order to determine the new effective bandwidth \&l&o in a continuously
changing wireless environment static effective bandwidtted CAC would fail be-
cause its philosophy. The name of the game is the same as ihwase of 802.11
WLAN security. They borrowed a popular cryptographic saatirom wired world
under the name WEP (Wired Equivalent Privacy) which perfoguigt well in the
original static systems but dramatically fails in wireleg®narios. The reason is
trivial and clear: because of the continuously and dynaltyichanging wireless
environment ciphering keys are very often changed, whishltg in repeated keys
within short intervals. Monitoring encrypted messagesihe same key plain texts
can be eavesdropped.
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Dynamic Call Admission Control

One straightforward solution of tail estimation problenpidéed in (8.4) is based on the
so called Chernoff bound which originates from Markov indiyautilizing the strictly
increasing nature of In, We know from Galleger [42] that:

Let ) >0 be a random variable which has expected valug For all B* > 0 and
s > 0 real numbers the following Chernoff inequality holds:

P(Q > B*) < €1n<E(85'Q))—S~B* (91)

If we canguarantee that

(B D)=sB" - o= (9.2)

then CAC inequality (8.4) is also fulfilled. The main advartag the Chernoff bound lies
in the optimization parameterthat allows comparing the minimum of the left hand side
of (9.2) to the QoS parameter, i.e. finding the tightest ujpoeind for the tail.

Taking the natural logarithm of both sides of (9.2) we get

In (E(e*9)) — s B* < —7. (9.3)

Restructuring inequality (9.3)

In (E(eS'Q)) —s-B"+~v<0, (9.4)

where on the left-hand side we have the so called logaritimn@iment generator function
(LMGF) of e*© random variable

Mg(s) £ In (E(e*9)) . (9.5)
66
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Hence we derived an alternative of CAC inequality (18)

U(s) = Mg(s)—s-B"+v<0. (9.6)
In order to apply (9.6) in practice one has to solve the folhgwital problems:

1. Problem 1: The logarithmic moment generating functiadhebverall demand should
be traced back to LMGFs of individual sources because we imoemation only
about individual sourcegy;; ).

2. Problem 2: Unfortunately (9.2) does not provide any hiovho determine the
optimum value fors denoted by* from now on. Hence suitable method should be

found to seels™: min ¥(s) = ¥(s = s*).

9.1 CALCULATION OF LOGARITHMIC MOMENT GENERATING FUNCTION OF THE
AGGREGATED TRAFFIC

We utilize the practical assumption that individual sosi@g; are independent. So defini-
tion (9.5) can be transformed into the following form

In (E(e*@9)) = Z > Mo, (s). (9.7)

Since resource demands in a given class is modelled wittathe pdf, hence LMGFs
within the same class do not differ thatli&, (s) = My, (s), therefore

J
Ma(s) = > NyMq,(s), (9.8)

which results in the simple addition of individual LMGFs! WNdet us draw the conse-
quences:

e Convolution has been converted to addition, therefore iddad LMGFs can be used
as effective bandwidth values.

e Inorderto solve Problem 1. one has to derive the individb&GFs from descriptors
(e.g. pdfs) of individual sources. We are going to accorhhss task for WCDMA
environment later in Chapter 10.
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9.2 EFFICIENT METHOD TO DETERMINE THE OPTIMAL VALUE OF THE CH ERNOFF
PARAMETER

One proposed brute force method to fisgidin WCDMA scenarios has been introduced
in [54], but this solution mainly based on wired equivalefds, 6, 11]. The common
idea behind all this type of algorithms can be summarizeti@following way: recalling
the geometrical interpretation of CAC they try to find out thypdérplane with the largest
subspace of accepted states. In possession of that hype'gai@rmal vector corresponding
s* can be calculated.

The most serious shortcomings of this approach are on ore tharrequired large
computational power and therefore its static nature anti@wther hand an optimal linear
separation surface belongs to each system state and theegad@e represents only a trade
off for them instead of being optimal for all the states.

In order to improve accuracy and introducing resilience inGO&e present how to
calculates* in real time at each CAC decision. This allows fast adaptatioohanging
system parameters and determines always the optimal siepasarface for all the systems
states instead of making compromise among them!

9.2.1 On the Properties of s*

The next theorem emphasizes an important property (gee proof in Section 17.1).

Theorem 9.1. Let Q>0 be a random variable with expected valug mif B* > mg and
s>0 then there exist one and only ast€for whichmin ¥(s) = ¥(s = s*) ands* € (0, co.

Unfortunatelys* can not be expressed directly frd%(jj—o) =0 sincethe integration
and (8.3).

In order to find a suitable algorithm that is able to fisidwe exploit the shape of
the first derivative. Since it is strictly monotonous, tHiere intersection of first derivative
and axiss can be found using a logarithmic search algorithm on a phppaosen interval

[Smina Smax]'
9.2.2 Upper and Lover Bounds of the Logarithmic Search regio n

The efficiency of logarithmic search algorithm (how manyaten steps are required to find
s* with a predefined error) mainly depends on the appropridéeten of the boundaries
of the search interval. One obvious setup comes from Theér&m

[Smin - 07 Smax = +OO]



EFFICIENT METHOD TO DETERMINE THE OPTIMAL VALUE OF THE CHERNOFF PARAMETER 69

Of course this approach would fail in practice. Thereforerbxt theorem provides a
much narrower region for potential.

J Nj
Theorem 9.2.LetQ;>0be random variables with expected valugg, and@ = > > Q;.
j=1i=1
Let t denote the system time measured in number of call e{eaitarrival or call termi-

nation). If event tis a new call arrival thest(¢) < s*(¢t — 1) and in case of event t refers
to a finished call ther*(t) > s*(t — 1).

Exploiting the results in Theorem 9.2 we can define the falhgwule to choose
appropriate bounds of the logarithmic search region. Wheeva aall is entering it is
reasonable to set,,;,(t) = smin(t — 1) ands,,..(t) = s*(t — 1), or in case of a finished
call 5,5, (1) = s*(t — 1) @ands,neq (1) = Smax(t — 1).

9.2.3 Main Steps of the Logarithmic Search Algorithm
Let us assume that the CAC is currently processingttineall event.

1. Using the final results of the previous subsection we sé¢hepounds of the search
region [, (t,u=0), s;mq. (t,u=0)] where indexrefers to the actual logarithmic search
iteration step.

H . o 5maz(t7u)_5min(t7u)
2. Intervals, i, (t,u), Smax(t, u)] has to be mediated;,,.q(t, u) = Spmin(t, u)+ 5 :

3. One has to calculaf8U="mal) andO)(s = s,,,.4(t, u)) whereQ(s) = ().

4. If [QUs = spealt,u)) — Qs = Spmea(t,u —1))| < L thens,,.q(t, u) approximates
s* satisfactorily and the algorithm stopsrefers to the halting criterion.

5. If W=smalt)) ) thens* is smaller thans,,.q(t,u) because’>* is strictly
monotonously increasing function efhence we set,,;,, (t,u + 1) = sy, (¢, u) and

Smaz(t,4) = Smea(t,u). Go to 2!

6. If W=smealt)) ) thens* is greater thaB,,.q(t, i), therefore we set,q, (t, u +
1) = Spmealt, w) @ands, o (t,u + 1) = Spae(t, u). Go to 2!

Remark1 Halting criteriond at Step 4 determines both the accuracy of estimation of
s* and thus the accuracy of our outage probability estimatorce()(s)e” represents the
Chernoff upper bound of outage probability, see (9.1) andL{17The criterion applied at
Step 4 is appropriate since the second derivativR (@) is always positive, hence it has
no inflexion points i.e. the right hand side of the inequafitpves to be monotonously
decreasing in.. The more precise estimation of resource demand is reqLutstemore
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accurate estimation of* is needed and the large will be the number of required it@mnati
steps.

Remark2 Becausé)(s) and thereforel(s) has minimum place at* hence any error
in s*(d # 0) will not cause underestimation of required resource toidegontracted QoS.

Remark3 Conditions in Step 5 and 6 do not contain investigation oraétyu The
reason comes from Step 4 where the algorithm stops if eguejppens.

Only one but very important question remained open with essrcontradiction. In
possession of,,;,(t) ands,,..(t) we are able to calculate (¢) or havings*(t) one can
determine the searching region of the next search but tleeaengters are not independent.
In order to break out from this vicious circle one should e suitable initial values for
Smin(t = 1) ands,,..(t = 1) i.e. the searching range ferat the first call arrival.

Obviouslys,,:(t = 1) = 0is atrivial solution fofinf {s,,;,(¢)}. Tofind an appropriate
upper bound fok* (¢t = 1) we propose the following simple method

1. n=0;s"(t=1,n=—-1)=0;Smn(l,n) =0,
2. Smar(l,n) =2,
3. search fos*(1,n) using logarithmic search i3, (1,0), Simaz (1, 7)],

4. if s*(1,n) # s*(1,n) thenn = n + 1 and go to 2!
elsesin(1) = 2" ands,,q. (1) = 2™.
Another alternative solution to find a suitablg,.(1) originates from the Gaussian

approximation. Based on the central limit theorem randonmaliée () in (17.1) can be
approximated by means of a Gaussian random variable i.e.

1 (a-m@)?

/ 2
27T0'Q

e *a (9.9)
where mean valug:, and squared variatiory, are the sum of individual mean values and
squared variations (i.e. they are known values). Our gdalfind ans such that

folq) =

+o00
0 *
ddis) _ / (g — B*)e¥@ B )”fQ(q)dq =0. (9.10)

—0o0

Substituting (9.9) into (9.10) one gets

+o0 1 _(q_mQ>2

QWUé

—00

which can be simplified to
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“+oo 1 B (q;mQ)Q
e 27r<7é2

simplifying with parameters which are independent fromNow we combine thexp
functions in the following way

q272q'mQ+7n%7$q20é q72q(7nQ+sa%)+7n%

+00

+oo

o2 o2
J (a=B) Q;U%e e dg= [ (¢—B") 217“%6 *a dg =
— 00 oo
+00 _(q*(mQZ“ﬁQ))Q _5204Q+272anoé
[ lg=B)—7=e *@ e o dg=0
—00 Q

Finally omitting the second exp. factor (it does not depemg)ove reach

+oo 2

1 _<q—<mQ+2wé))
/ (¢q — B") e 0 dq = 0, (9.11)
. \ /2#022

which contains a modified Gauss pdf with shifted mean valuew,Nt is known that a

Gaussian pdf is symmetric onto its mean value, furtherm@re= ¢ — B* has intersection

with the horizontal axisy = B* and it is point-symmetric onto this intersection point,

therefore the integral in (9.11) equals O if the sifted mealoeis located exactly ip= B*

i.e. (mg + sog) = B*. This leads to

B*—m
s=—-_"¢

?

%
which is a suitable guess far,,.(1). Of course we used Gaussian approximation, hence
this potentials,,...(1) has to be checked Wheth@?% > 0 if not we have to turn to
the previous method but applying the currept..(1).

One may wonder whether the rough estimation of bounds intreslto much delay
into CAC. We emphasize in this context that CAC is applied in nugder systems where
system capacity is planned to serve large number of sulessritherefore when the first
terminals enter into the system they can be accepted wigrertdrming CAC so CAC has
enough time to calculate the bounds in the background.
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Applying Dynamic CAC in
WCDMA Environment

In this section the bridge between the general CAC approatitaapecific application in
WCDMA-based spread spectrum systems is built.

10.1 MAPPING GENERAL CAC PARAMETERS AND WCDMA MODEL

If one compares WCDMA CAC inequality (7.12) and that one (8.4y@reral CAC first
we can map trivially general system capadity with WCDMA system capacity

B*=B- (1 - w) . (10.1)

From individual resource demand point of view we define in WCD&t&nario virtual
sources described by random varialdD R, ;. andQ,x.# = STD Ry, {;kk# [Hz]. So
CAC inequality (7.12) can be rewritten in WCDMA environmenthletfollowmg way

Qijk#

~

Nyt K J Nk

rJ
DD SETTINEEED SIb 9 ST IRE Y Ire R

h=1 [=1 k=1 h=1 I=1
N / k#k#

own cell mterference

other celﬁgterference
for¥i, j, k*

It should be highlighted that unlike wired networks wherekreaser traffic type rep-
resents one traffic class, in case of wireless systems $ewual classes belong to each
traffic type depending on the cell structure and gain factwlsch dramatically increases
the CAC state space. For example if we have two user classegeaddfine three types of
72
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cells (in terms of distances, see Fig. 7.1) then all togetieewill have eight virtual types
of sources (according to the four different distances).ré&toge efficient suboptimal CAC
are essencial.

Taking into consideration that SIDR requirements and gaitofrs in (7.12) are non-
negative and positive random variables respectively, é€iernoff bound based dynamic
CAC explained in Section 9 can be applied for WCDMA based wiretgstems, which
requires the evaluation of the following inequalities @&l of (10.2)

U(s) = Mg, ,(s) —s-B"+y<0 forVj k* (10.3)

WhereMij# (s) denotes LMGF of the aggregate resource demand in case &sifriom
traffic classj in cell k# are investigated (note that calls in a given class are ntindisished)
during CAC decision. This function can be traced back in caamgle with (9.8) and (10.2)
to

J K T
Mg, . (s) = Njx# Msipr,(s) + Z Nyg# Msipr, (s) + Z Z NieMg, 4 (5),
h=1

h=1 k=1
h#j k # k*
(10.4)
where
Vi E, Ady#)Y?
= SIDR . == X3—————=—. 10.5
Qhkk# W—}} ka ( IO )h h A(dkk)W2 ( )

depends only

depends only on channel’s
on user’s traffic

behavior

The advantages of our proposed dynamic CAC scheme can onkplmted if corre-
sponding individual LMGFs and their first derivatives arem.

10.2 LMGFS OF VIRTUAL SOURCES

As a next step forward we calculate first the LMGFs for gemeedl case i.e. we assume
arbitrary continuous memoryless traffic distributions gederalized multiplicative fading
in the radio channel. Next the general result is applied pacgl practical and in the
literature often referred cases such as ON/OFF traffic asedf@hannel.

Remember thafx, (x)denotes the pdf of gth class user’s traffic and the impact of
radio channel on transmitted signal is givenWyx = A(dy.#)Y?, whereA(d,») refers
to the distant dependent two-way deterministic path gaihrandom variablé” stands for
the channel’s stochastic behavior (so called fading) armdecterized by pdfy (y) of its
amplitude gain. First, we determine the LMGFs for own ceift®f (10.4)
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—+00

Maron,(5) =In | [ e fsion, (@da | (10.6)
0
where fsipr,(q) is the pdf of SIDR; = (%) X
(10.6) can be calculated easily from péfs of user trafficgisandom variable trans-

formation
B I Io
fsipr, (@) = fx; (q <Eb>j> (Eb>j’ (10.7)
from which one gets

“+oo
Iy oq I
Msipr;(s) =In (E)] : / e” - fx; <€I' (E) ) dg | - (10.8)

J

Now, we turn to solve the much complex problem to detriVg, , (s). There exist
several conditions which guarantee thdy , (s) exists. We use the following one: for
random variable) LMGF M (s) always exists ifQ) is lower and upper bounded. This
constrain is trivially fulfilled in case o6/ D R; since user traffic is always in the range of
[0, Xre].

In case of);,.#, however, channel gaivi,,+ is typically modelled by a random vari-
able which is continuous off), oc| (i.e. Y andWW are e.g. Rayleigh, Rice, etc. distributed),
therefore our proposed condition seems to be unusable umitianted property of channel
models can be avoided if one considers realistic effectshui@sult in a much more precise
system model represented by bound€dand 1/, and discussed later in this section in
detail.

Firstly let us combine deterministic factors into one sengrm

A E, A(dkk#)
Dy = ([0 )h Aldpe) (10.9)

which leads taQ ..+ = thk#XhYZ#, whereY andWW have the same pdf representing
the channel’s stochastic behavior.
Since

+o0
MQhkk# <S) = h’l / SS'Qthkk# (q)dq ) (1010)
0

wherefq . (q) is the pdf of@,..» we have to define the pdf in question. We deliver it
step by step because partial results will be used later srpdyper.
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Assumingfy (y) and fy (w) are classical channel models i.e. they are continuous on
(0, 0o, hence pdfs of variabl& = Y? and R = 1/W? can be derived by simple random
variable transformation

fr(t) = g7 r (V).

fr(r) = 52 fw <%) 7

respectively.
Taking into account that andil” are independent random variables heficg(t, r) =
fr(t)fr(r)soforL =Y?/W?=T- Rthus

= [ronrs (o= [itgom () o (f)
- +/Oo4iﬂfw<ﬁ>fy (Vir) .

0

where we applied replacement= 1 in the last step.

Now we turn back to consider realistic effects. First we emesthe modelling o¥".
Since the received power can not exceed the transmittediwarefore in accordance with
(7.14)

12 p}ﬁﬁ = Vi = Adpr )Y,
Ihk

from which one gets

1
A(dg#)

max

ot = maX{Yz} =

and pdf of 7" = (Y')%is

fr(t) = 6(0) - / Fr(u)du+ 0 (T - (1),

Tmax

kk#

whered(.) andd(.) refer to the Dirac and modified Heaviside (step) functias well (see
Definitions in Section 15).

Next, idealistic (in terms of infinite transmission powegwer control is replaced
by a much realistic one. The illustrative explanation oEtphroblem leads us to (7.10),
where we simply applied the recipro% of the channel gain to calculate transmission
power Py,;. In typical cases the gail,,, may have very small or zero value, which
implies infinite emitted power. Of course this can not be lieffi in practice. Therefore we
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introduce the maximum output powe}™®* for terminals in class. (Traffic classes and
power capabilities can be independent for a given termimeihat case maximum output
power has to be indexed both bgndh.)

So emitted power of a given terminal can be bounded by

Pihkk )\ . S[DRh 1 )\ (Eb)
Pmax > — R . -0 X R7
" T Vinw Aldpy) W2 Aldw) \ 1o/, "
from which
PP A(dyy) ( Io
R< h -u — Rmax
=X Xn=a) \ B/, ne (@)

/ 1
and pdf of R = UL

—+00
fr(rlz) =6(0)- / fr(u)du+d(Ry™ () - fr(r),
R?,jx(:c)
where the first term corresponds the fact that in case of ttmeirial should transmit —
because bad channel conditions — with higher power fj&irf then it reduces its power to

zero in order to decrease uselessly emitted interferenaghét steps to delivefy (q)
can be found in Section 17.2, the final result is the following

max

hkk#

s @ =5@) | 1= [ Guuas(@da | + Gunas 0 (10.11)

0

Substituting (10.11) into (10.10) one reached the final fdenof LMGF of other cell
interference

0 0

e et
MQhkk#(S>:1n f e d(q) | 1- f Grirr(0)dq | + Grerz(q) | dg | =

@ e e hk#
In| [ e(q)dg— [ e™(q) [ Guux(a)dadg+ [ e "Guux(g)dg | =
0 0 0 0

e e
In{1- [ Guuz(a)da+ [ e Gpux(q)dq | .
0 0

(10.12)

Moreover, in order to perform dynamic CAC decisions firstvﬂii/esdq;—f) are needed
when logarithmic search is running. Fortunaté‘ﬁi) can be traced back to the first deriva-
tives of the individual LMGFs. From (10.10) and (17.14) weda
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+oo
sq . d
dMS[—DRj(s) E(SIDR;e*SIPRs) of qe* fsipr,(q)dq

ds E(esSIDR; T +4oo
( ) [ e fsipr,(q)dg

[e=]

(10.13)

Furthermore from (10.11) and (10.10) we get

+00
. e3? d
dMQhkk# (S> E(Qhkk:#es ijk#) L({‘ q thkk# (Q) q

ds - E (e Cnur# TS
(s g, (q)dg

0

max

hkk#

| qe® G (q)dg
= max 0 max * (1014)
hkk# hkk#
1— [ Guu#(a)da+ [ e9Gpu#(q)dg

0 0

Now we have all the required functions in our hand to perfornCQ¥ecisions in a
code division based spread spectrum network.

10.3 MAIN STEPS OF CAC IN WIRELESS NETWORKS

In this section we summarize the main steps of a CAC decisiambaung the previous
results. Let us assume, that a new call is arriving in g&ll CAC has to be performed
in all the cells with IDE# (k#=1...K, including k*) within its interference region i.e. a
CAC decision at a new call entering consists/ofpartial decision for cells where the
new call causes interference or from which the target bagmstof the new call receives
interference. The call can only be accepted if all the pladgisions are positive (call is
acceptable).

A partial decision for celk” contains/ individual CAC decisions one for each traffic
class. Each of them requires the following procedure. Ewesisubnetwork state matrix is

updated for CAC region (comprising cells from where intexfere arrivesk=1..K %) of
i
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Ni Nz ... Nig,
NP 2Kn | (10.15)
K : : N.,
: : k-
Ny Ny Nyk,

where/J refers to the ID of traffic classes aid,, stands for the number of users from class
jincell k.

Now in order to decide Whethé’ﬁ’}ﬁKk# is feasible or not we launch a logarithmic
search in compliance with Subsection 9.2.3. Having fosindie substitute it into (10.4)
then if inequality (10.3) hoIdNﬁiKk# Is acceptable.

Remark1 All together.J- K CAC decisions shall be performed before a new call enters
or after a call has leaved the network (clearly speaking dkter case does not require a
complete CAC decision but only updating the optimization rmsifor s*). However,
decisions are independent from one another, therefordgdaramputations are possible.

Remark2 The reader may be surprised that only a small part of the evbellular
network is involved into the CAC decision. One would expeat thnew call rearranges the
whole network as the terminals adjust their transmissiamgpo the new scenario starting
from the cell of the entering terminal and spreading aroumd similar way the waves
do when a pebble has fallen into the water. This effect woaldmicate CAC decisions.
Fortunately CAC inequality (7.12) clearly highlights thetfghat only terminals from those
cells influence CAC decision in a given cell that lie in its CA@imn. Moreover, those
CAC regions require CAC decision in which one of tNig, values has been changed either
because of entering a new call or leaving one.

10.4 LMGFS IN PRACTICAL CASES

In possession of the theoretical background of Chernoff ddaased CAC for WCDMA
environment we calculate required LMGFs and their firstvdgives for practical wireless
scenarios.

10.4.1 Lognormal Fading with General Traffic

Let us consider lognormally distributed fading i.e. thehgass is defined as [31]

0

d
Lp(dy#)?® = Ls(do)™ + 10n1g ( Zk#) + 9B, (10.16)

whered, stands for the reference distande;(d,)?” refers to the free space path loss in
dB, n denotes the path loss exponent and finéllg a Gaussian random variable with zero
meanm = 0 and deviatiorv i.e.
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fole) = \/%Uce_i_%. (10.17)

Msrpr, (s) is notaffected by channel characteristics, hence we corateonVl (s)
and its derivative. In order to perform this calculationwewer, one has to derive the pdf
of path gain according to (7.14) and (10.16).

First we transform the path loss to gain and replace dB by rati

—Lp(d, , 4)?B 1 d _c
Vi =107 16— = Tt ( ’ ) -1070

et

where the first two terms are estimated PyA(d,,+) (since A(dy,+) is also a constant,
this approximation does not influence the introduced CACriegte). Therefore pdf of
Y =107 can be expressed as

a2 100
10 1 In*(y) 2% In2(10)

fy(y) = Varoom(10)y° ify>0
0 if y<0

(10.18)

In order to calculate the corresponding LMGF and its firshadive G ..« (q) has to
be determined

—+00

Dol —n? 5 D?
G (@) = 9(qg — Qni%) \/—;56 <thk#>  fx, (v)dz, (10.19)
0
whereDcrefers to the constant
5
D= ——. 10.20
“ 7 200 1n(10) ( )

10.4.2 ON/OFF Traffic with Generalized Channel Model

When the user traffic is modelled with worst case ON/OFF sauttoe corresponding pdf
is

fx; () = a;0(0) + b0 (Hj), (10.21)

whereH; denotes the maximum transmission rate forjtheclass user ang; andb; refers
to the probability of remaining silent or transmitting with; respectively. For example
assuming speech traffic characterized by Voice Activitytéia@’ AF;)

ij = Hj . VAF]‘, (1022)
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:1—”?:1—%4@; bj:”;f

J J

Pdf of SIDR; is expressed considering that% — 0) = A - (q)

= VAF;. (10.23)

fsipr, (q) = e (q/gE_>J> = a;6(0)+b; 5( —H;- <;E—;)J) . (10.24)

Now we deriveMs;pr,(s) using (10.24)

+o0 +oo
E
J

0 0

= In (aj + b; exp (s -Hj - (@) )) . (10.25)
I/

SIDR ( )

Applying (10. 24)

dMsipr,(s) _ bt (%>a P (SHj' <%>3) mx; - <%>] " OXP (S - Hj - (E_;))])

ds B B -
a; + b; exp (sHj . <I—§)j) a; + b;exp (s H; - ( T );)
(10.26)
Calculation of LMGF of other cell interference is based on{20 and (10.14) which
requires

is calculated considering (10.13)

r
thk# (q) = ?9((] - thlj];{#)él\/m / fY ( m>dr (1027)

10.4.3 ON/OFF Traffic with Lognormal Fading Channel

In this subsection we combine the results of the previousestibns in order to achieve
LMGFs in a given practical case.

Assuming ON/OFF traffic classes in accordance with (10.8d yéreless channel suf-
fering lognormal fading defined by (10.18) the considereddf and their first derivatives
are the following.

dMsipr;(

Msipr,(s )andT have already been calculated, see (10.25) and (10.26). How-

(s)

dMg
ever,Mg (s) and%’“# require more effort to determine. We start from (10.19)
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+oo
D 1 — In2 - q D2
G (@) = 9(q— Qpuins) \/—%66 < thk#) Cahé(:c — 0)dx
“+oo
D 1 711,12 - q 2
+ (g — Quixx) J \/—%ge ( thk#) bnd(x — Hy)dzx
= (g — gy nle 1w () (10.28)
hkk# ﬁ q . .
(10.28) allows us to calculate
Hk# Zﬁ%b Do 12( ) >D2
1— / thk# (q)dq =1 / }\l/ECge Hp Dy er#t qu =
0 0
bh Pmax 1 ap bh Pmax
=1—=(1+erf(ln{—L—n- =—+——Zerf(ln{—2—-1)).
2 ( " (n<)\Hhthk#)>) 2+ 2 2 (n()\Hhthk#))
(10.29)
It is worth emphasizing the following approximation
s dg ~ erfc
qe™ G x (q)dgq g—ZO 29! 2D¢ )
9 —

(20.30)

where for typical system parametérsz 10 enables quiet accurate estimation of the above
integral. Using results of (10.30) it is easy to derive

max g(g+4D%. ln(Hhthk#))

e Lo s ﬂ%m<ﬂ%%ﬂ>+g
¥ G (q)dg = Z 2! erfc 2D¢
0 9=0 .

(10.31)
Substituting (10.29), (10.30) and (10.31) into (10.12) é1@l14) one can compute

dM, s i
Mg, s (s) and%%#() respectively.

10.4.4 Rayleigh Fading with General Traffic
Rayleigh faded wireless channel can be characterized byswédhe following pdf

PR Capy
frly)={ ¢ 7 Ty>0 (10.32)
0 if y<0
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SinceMs;pr,(s) is not affected by channel characteristics, hence we carateron
Mg, ,(s) and its derivative. In order to calculate the correspondif§sF and its first
derivativeG,;;.# (¢) has to be determined

+oo
pax D wT
G (q) =0 (q - h)\ > : / mth(x)dm (10.33)
0

10.4.5 ON/OFF Traffic with Rayleigh Fading Fhannel

In this subsection we combine the results of the previousextions in order to achieve
LMGFs in a given practical case.

Assuming ON/OFF traffic classes in accordance with (10.8d y@reless channel suf-
fering Rayleigh fading defined by (10.32) the considered LM@Rd their first derivatives
are the following.

Msrpr,(s)and

ever,Mg ., (s) and%” require more effort to determine. We start from (10.33)

ds

dMsiDR;

have already been calculated, see (10.25) and (10.26). How-

+oo
thk#(q):ﬁ(q_ Iﬁlkaé(#) Of (q+5kk# 2th< )

k#T)
—+00

max D z
= 19(q - Qhkk#) f (q+Dh::j#—x)2 ah5($ — 0)dl’+
0

—+00

g~ Qi) [ bt mbd (e — Hy)da
0

hkk# 44D, #7)

pmax mx, D 4

_ h h _hkk
-9 <q _ ) .

A q-‘,—thk#Hh)z’

which allows us to calculate

max max
hkk# hkk#
thhkk# Hh

1= [ G (g)dg=1— /
/ hkk#(Q) q (q—l—thk#Hh)Q

0
b max b, Pmax
=1- Whier . ___bulh , (10.34)
Qry + Dppn Hp, P+ ADpper Hp,

dq

max

hkk#

[ qe* G (q)dg =
0

v
AD,, 4 Hpe X °
D hkk# “Th Hys
mx, Dpii# <1 ~ PReAD, T — (1 — Dppgere Hy8) € Puat Hns.

(10.35)

(Bi(L ~Dpsor Has) = Ei (1, —s (5= + Dy 1)) ) )
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max

hkk#
S+ P
f € thkk#(Q>dq—
0
PII]EIX
7}1 S
MmXp _ ADppyHne X —D,,, #Hps (10.36)
H, (1 P;Lnax+)‘thk#Hh + thk#Hhse hkk

(Ei(l, — Dy Hps) — Ei <1’ - (P;L:dx T thk#Hh)))) ’

where Eigq,x) refers to the exponential integrals (see Definitions iniSad5).
Substituting (10.34), (10.35) and (10.36) into (10.12) é1@.14) one can compute
MQ}ka# (S) anddMthSk# (s) .
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Extensions

In this section two extensions of the CAC in WCDMA systems areufised.

11.1 SOFT HANDOVER

Soft handoveis one of the very important properties of CDMA-based netwofkompared
to GSM — wherehard handovewas applied and therefore a certain terminal was able to
communicate only with one base station — CDMA terminals dmald send and receive
packets to/from several surrounding base stations (thelse &re callechandover legs
Hence packet loss can be avoided during the handover an@tittigevel is increased. On
one hand the technological background of soft handoverinly simple. Since CDMA
transmitters operate on the same carrier frequency and asedistinguished by means of
codes thus no frequency adjustment is needed for paralleditnissions with several base
stations. This allows building cheap transmitters. On theichand theoretical background
of efficient soft handover proves to be more challenging.
The simple model of the system is depicted in Fig. 11.1 froew#ierence cell point
of view. Theoretically each terminal in the system is ablegansmit to the reference base
station, however, due to the strong distant-dependemiatten only soft handover between
neighboring cells are considered in practice. Here we asshat mobiles are handovering
softly when they are located in the ring bounded by concentrcles with radiusk,; and
Ry i.e. ring[R1, Rs]. Terminals outside of this ring have only single commurnaralink
(handover leg) either to the reference base station or tofthe neighboring base stations.
Now, we describe the soft handover process step by step. d.assume a mobile
moving from the middle of the reference Cell 1 towards theeenitCell 2. When a certain
terminal enters into ringR,;, Rs] @ new leg is opened to bases station of Cell 2 (BS2).

84
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(Of course it may happen that more new legs are opened toaddase stations, but this
fact does not influences the principles of the handover podfo The new leg, however,
causes interference at BS1 and needs to be detected at B&2otbdrefore establishing
the new leg CAC has to be performed as if a new call arrived. Bppearance of a new
soft handover leg in the system can be regarded form CAC pobiview as a new call
arrival. So when the mobile crosses cirétg; a CAC decision is required with a new
state matrix (see (10.15)). As we mentioned earlier a certaer belonging to a given
traffic class meansg virtual CAC classes because of four different distances. ,Niow to
soft handover extra classes are needed. We have to calautei® averaged distance for
terminals of interference regidi®,;, R since terminals in this ring communicating with
BS2 are causing interference at BS1. Similarly to (7.16) oraiod

R 3 3
dirs = % /7‘2dr = %%, (11.1)
R
and in compliance of this new distance the number of virtleedses has to be increased by
1 for each traffic classes i.e. from 4 to 5.

Cell 2 is not critical from CAC point of view because the mob#gbobwer controlled
from Cell 1 (this leg is the so calledain leg, therefore it does not cause any problem if QoS
can not be guaranteed for the terminal at BS2. This extra livik loelps to maintain QoS
for that terminal. (More sophisticated soft handover soé®pan be defined where power
control is adjusted taking into account all the soft handdegs, but these approaches are
out of the scope of this Thesis and regarded as future topiesefarch.)

When the user crosses the cell border (circle with ragtihe role of BS1 and BS2 is
exchanged. CAC has to decide whether BS2 is able to serve thm&iand BS1 remains
only an auxiliary link towards the network.

Finally the handset leaves the soft handover region towd&%& and the leg to BS1
can be released.

11.2 CAC ON THE DOWNLINK

In case of downlink CAC is less crucial compared to uplink.sliibecause downlink traffic
to different users can be synchronized at the base statioichvensures easier detection.
Therefore, one may say that an accepted call on the uplinksniéee admission on the
downlink as well. Asymmetric traffic in infocom networks — aiie terminals send short
request and get long answers (e.g. movie files) — is in comg@iavith this assumption.
However, the more and more popular peer-to-peer systemsarggexchange the role of
the two directions. Hence, we consider here the downlinkf@AC point of view.
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Fig. 11.1 System model with reference and neighboring cells in casefbhandover

The presented solution explains how uplink CAC can be trains#d to downlink CAC
taking into account the most important effects. The diffiess compared to the uplink are
the following. On one hand terminals are the senders anddtasens perform reception.
On the other hand this fact results in fixed senders and moeicgjvers (opposite to the
uplink case). Our downlink model is depicted in Fig. 11.2r e sake of simplicity we
consider a worst case scenario for CAC decisions. The telisilzecated as far as possible
from its base station (BS1) and as close to the interfering btions as possible i.e. it
is assumed standing on the cell border at point T. The figuwesithe different distances
between the terminal in T and the neighboring bases stat@hsiously one virtual class
belong to each distance similar to the uplink case.

Of course the above described downlink CAC can be refined ifrémees of future
research.
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Fig. 11.2 System model with reference and neighboring cells for downl
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Simulation Results

The aim of this section is on one hand to compare the perfazenafthe ‘Static CAC’ from
Evans and Everitt as a reference and the proposed new ‘Dgr@AC’ algorithms, on the
other hand to answer computational complexity related tipres

In order to fulfill these goals appropriate simulation eadiment was built using open
source OMNeT++ discrete event simulator suit [1].

12.1 STATIC PERFORMANCE

Firstly we performed static comparison of the two methodsigwe measure the size of the
acceptable state space (the number of accepted statehahetttod is counted performing
CAC decision for all the possible network vectors). Anothesgible interpretation of term
“static” can be regarded as no differentiation has been raadmng traffic states i.e. all the
accepted states have the same weighting factor.

The chosen 3G like simulation set up was following:

Two rings of hexagonal cells around the reference cell (e/liee new call enters into
the network) were taken into account. Moreover cell radi#B00 m, transmitter antenna’s
height: h7=30 m, receiver antenna’s heiglit;=1,5 m, and lognormal fading was assumed
acting in the channel.

We considered two ON/OFF traffic classes with parameters:

Peak transmission ratés; = 144 kbps andH, = 384 kbps, voice activity factors
VAF, = VAF, = 0,4, receiver sensitivit;(Eb/Io)L2 = 5dB was set up. Required QoS
parameter was chosendo” = 10~2 and the system capacify* reduced by other system
interference was varied during the simulations from 1 MHza@gMHz. Finally halting
criteriond = e~ - 1072 = 10~ was used for logarithmic search.
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W Static CAC O Dynamic CAC
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Number of accepted states
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Fig. 12.1 Accepted network states vs. air interface capacity in caseatic comparison

The number of accepted network states for the above defimadation set up can be
seen in Fig. 12.1 as the function of system capacity.

Simulation results fulfills our expectations i.e. Dynamic €CAdmits about twice
as much states as the Static CAC because it finds always theuptpoint for a given
network state instead of using a pre-calculated optimuralfdine states. This is equivalent
to the fact that Static CAC applies linear separation surfdaée Dynamic CAC a much
sophisticated curve.

12.2 DYNAMIC PERFORMANCE

In case of dynamic investigations not only traffic, but calhgration descriptors were given
for each user type.

We assumed Poisson call arrival processes (with paramgtemd exponential call
holding times (with parameter;) for each user class in each cell.

In compliance with these parameters call sequences weegajed consisting of call
arrivals and call terminations. In this case we counted tirabrer of accepted calls in the
reference cell for 10000 call arrival events, so only thds¢ées ware taken into account
that happen during the call sequences. Therefore the stetiers were weighted i.e. some
states occurred more than once others had not been pas$led hisatype of comparison
handles with higher importance the typical network scersatian the rare ones.

Number of accepted states in function of call arrival intgns, is depicted in Fig.
12.2 while the call acceptance ratio i.e. the ratio of ace@phlls vs. overall number of
arrived calls in function of call arrival intensity; is depicted in Fig. 12.3, whege = 0,01,
uy =0,1and); = 0,01, B* = 2 MHz.

Evaluation of Fig. 12.2 and Fig. 12.3 leads to relevant cqusaces. If\; is small
i.e. the system is underloadeck: 9800 accepted calls among 10000 attempts means
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2% blocking probability which is typical for UMTS networkarining. One can observe
no significant differences between the two methods (unidteputational complexity see
below). This fact can be explained that Static CAC optimize@suinderloaded network
scenario, hence its precalculated optimum point is nedrabdane of Dynamic CAC.

While we increase, the system becomes more and more heavily loaded and Dynamic
CAC performs better and better up to 45%. So we can state thaarbyg CAC is very
efficient in call acceptance rate (or blocking probabilityheavily loaded scenarios.

Finally when )\, is exceeds a given limit the system becomes overloaded. ifhe d
ferences in performance decrease between the CAC metho@ybaimic CAC remains
better. Of course from practical point of view this scen&@s marginal importance.

12.3 COMPUTATIONAL COMPLEXITY

While performance has to be evaluated according to quaméitahalysis, computational
complexity is mainly a question of qualitative comparistirhas to be decided whether the
given CAC method can be run real time or not.

In case of Static CAC computational complexity consists af tvell separated terms:
a precalculated and an online one.

First effective bandwidth values have to be computed in adwaonsidering known
values of system parameters such as system bandwidthe @affi call descriptors, etc.
Unfortunately effective bandwidth values are results aécomplex optimization process,
which does not allows their real time calculation.

Next during system operation only simple additions and iplidations (in magnitude
of several hundreds/thousand) have to be performed whemeatlarrives, which provides
very fast CAC decisions.

The real bottleneck of Static CAC can be traced back to thetérst, because any
changes in system parameters result in long recalculatiptiage) of effective bandwidth
values. Since system parameters in typical wired netwarksanstant simple effective
bandwidth techniques are popular for these systems. Howeweeless air interfaces
suffer continuously changing radio channel effects, whaohnteracts the efficient real
time application of Static CAC in wireless networks (thishe reason why deterministic
radio channels were assumed in [54]!).

In case of Dynamic CAC no precalculation process is requed)putation is only
performed during call events. Computational complexity @A&C decision differs in a
constant factor from that one of Static CAC. Namely during deeation of logarithmic
search the same number of addition have to performed asénof&tatic CAC decision.
Hence the real question can be concentrated into the nunbequred iterations to find
optimum values*. Therefore, the averaged number of iteration steps in iomaf d is
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number of required iterations
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Fig. 12.4 Number of required iterations as a functiondof

presented in Fig. 12.4 Two substantial conclusions have terpphasized. On one hand
the number of required iterations ét= 107 is about only 15, which does not introduce
valuable difference in computational complexity and tfene it does not influence real-
time operation of Dynamic CAC. On the other hand the curve iatrtinear despite the
fact thatd had been decreased logarithmically, which enables laggelérm whenl is set

up.
12.4 BENEFITS AND EVALUATION OF DYNAMIC CAC

In this section we summarize the main characteristics aneftis of the proposed Dynamic
CAC method.

Unlike static, effective bandwidth based solutions DymaG@AC does not require
computationally complex calculations to update the usscidgtors used by CAC, therefore
its application is quiet suitable in wireless environment.

The proposed new method does not require the classificatiaseos at all. Since the
user descriptors (LMGFs) are evaluated in a real-time waytla@number of iteration steps
depends only indirectly on the number of classes via the murabusers in the classes.
Therefore only the overall number of users has influence emtimber of iteration steps.
So any individual user parameter set can be handled and rophesticated services can
be provided.

The proposed CAC method does not depends on the applied miodwad/or spec-
trum spreading schemes. Soitcan be applied notonly in DS-&b&sed UMTS networks,
but frequency hopping, OFDM, MC-CDMA, etc. systems can alsodrsidered.
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In case multi-service terminals are assumed Dynamic CAGnesgjanly the convolu-
tion of random variables representing the traffic charsties of services under operation
and this aggregated traffic has to be substituted into thateos. Static CAC, however,
can handle multi-services of a terminal as individual s&¥sj with reasonable performance
degradation.

Since calculation of the LMGF of the overall resource reguient can be traced
back to the individual LMGFs, different channel models carabplied for each terminal
according to the radio environment without increasing cotafional complexity.



13

Conclusions and Open Problems

The main objective of this Thesis was to show that computatlp complex problems orig-
inating from the infocom systems can be solved either byistiphted classical algorithms
or quantum computing can be invoked. Furthermore it was deimated — e.g. in case of
extreme value searching — that combining the two paradigmsapen a new dimension
in problem-solving.

A sophisticated model and new efficient dynamic CAC methodevireiroduced in
his Thesis for code division based cellular spread specsystems. This algorithm com-
bines the dynamic optimization of Chernoff bound insteadik®-known static effective
bandwidth concept.

The most substantial advantage of the new method lies iryitardic behavior that
allows resilient adaptation to the continuously changiatywork parameters, which is one
of the main drawbacks of the traditional static solutionse proposed algorithm is able to
adapt dynamically to an ever-changing radio environmedt@nvides trade-off between
decision efficiency and complexity.

LMGFs for general fading and traffic models were derived aytactical applications
particular results for lognormal/Rayleigh fadings and/®&/OFF traffic were calculated.

Simulation based investigations shored up performanceamgplexity efficiency of
the new method.

Further research plans cover application of other typicahoel models and intelligent
handling of handover events in terms of capacity resematnother potential research
direction extends the model with randomly changing minin®IRR requirement because
of the slow power control mechanism. The efficiency of thepps®d solution can be
improved if it is extended by measurement feedback. ThissiBheéid not distinguished
priorities of incoming and handovered calls, thereforeworth extending the CAC method
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with capacity reservation schemes for handovers. Thedotred soft handover model is
simple and fits to the CAC, however, applying more sophistecptever control with more
power controlled handover (main) legs would improve saeificiency.

Concerning the application of quantum computing to solvepatationally complex
infocom problems we discussed the generalized Groverlsafgorithm accepting arbitrary
pure initial state of the index register. This extensiow the efficient application of
guantum searching within a larger data base or even in aiumcturthermore it was
showed that the generalization does not influence the catipoal complexity that is the
optimal number of iterations remains the same.

As the next step ahead we introduced the quantum existestoegi@lgorithm which
can be regarded as a special case of quantum counting, howeeause of the special
problem we managed to decrease the corresponding congmattiomplexity. Further-
more we presented how to combine classical binary searthguantum existence testing
to design an efficient extreme value searching algorithnufmorted databases/functions
that performs significantly better than the currently alalg best solution. We emphasize
that although minimum search is considered here, the peabeehnique can be trivially
modified to find the largest entry of a database.

In order to demonstrate how to involve quantum based tedlesigmto solving a con-
crete classical infocom problem multi-user detection wassered.

Of course the quantum computing related results of thisistas the very first steps
towards introducing quantum-assisted problem-solvirgéinfocom world. Many prob-
lems remained still open such as routing, medium accessot@it.
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Summary of Theses

1. teziscsoport: Kvantum alapl adatbazis-keregsaltalanostasa

1.1. €zis: A Grover-opéator altalanostasa (3. fejezet)
Definialtam azltalanostott Grover-opeatort (0), mely az indexek té&m nukodik. Defini-
altam azaltalanos esetre a megdésok-nem megobisok letdimenzos V' teret. Megmu-
tattam, hogy aaltalanostott Grover-opeator milyen feletelek melletbrzi meg al’ teret,
valamint meghaitroztam() V' -beli matrixat.

1.2. €zis: A biztos tdllatot erednenyep iteracios lepessam meghdirozasa (3.
fejezet)
Meghahroztam aaltalanostott kvantum alaf keregs hibamentes ikodeshez siks2ges
iteracios lepessamot. Ennek s@n megadtam a kerest) eés¢ paranetere Kzotti fenrallo
an. illeszési felételt.

1.3. €zis: Az optiralis iteracios lepessam meghdirozasa (3. fejezet)
Megmutattam, hogy atalanostott algoritmus, mikntvezethdtvissza az alap megddra.
Belattam, hogy aaltalanos kerelss komplexihsa megegyezik az alap Grover-algoritmus
komplexitasaval. Megadtam azltalanostott algoritmus paragterei kezdeti balitasanak
modjat.

97



98

2. teziscsoport: Kvantum alapl sz2lIspertéek keresgs

2.1. €zis: Kvantum egzisztencia-tesage(4. fejezet)
Bevezettem a kvantum egzisztencia-tegadbgalnat. Megmutattam, hogy mént sar-
maztathah a kvantum egzisztencia-tes&#gsh kvantumédzisbecsts modostasaval. Megad-
tam a hibavasanhseg egzakértekenek lepleét. Osszefiggest adtam az algoritmus kom-
plexitasat meghairod bitszam és a hibavalsanbseg kozott. Elvegeztem az ddjras hi-
baanalziset és megadtam az algoritmus komplésitt.

2.2. €zis: Kvantum sdspértek kereés (4. fejezet)
Megmutattam, hogy a rendezetlen adatisban drtenp sz2lspertek keregs mikent veze-
the® vissza a kvantum egzisztencia-teszsed. Megadtam az algoritmus bonyolast.

2.3. €zis: Kvantum alap tobbfelhaszalos detek@d DS-CDMA rendszerekben (5.
fejezet)
Megmutattam, hogy az optiafis tObbfelhaszalos detekdds elgras — mely klasszikusan
nagy samitasigenyy feladat — milent vezethdt vissza kvantumdzisbecdsre, jelerfisen
cHkentve a samitasi komplexidst. Megadtam a vonatkokvantum architekirat is.

3. téziscsoport: Hvasengeélyezs sbrt spektrum U rendszerekben

3.1. €zis: Logaritmusos kerésre tmaszkod hivasengedlyezs (9. fejezet)
Belattam, hogy a Chernoff-kdt alkalmazhdt az engeélyezZsi egyerdtienseg haékony
végrehajasara, amennyiben az optimaditasi s paraneter érteke ismert. Megmutattam,
hogy s optimalis érteke mikent \altozik a beépp, illetve kilepp hivasok esdén. Bebi-
zonyitottam, hogy logaritmikus keréssel meghatozhab s optinalis érteke, megadtam a
kere®si tartonany haérait.

3.2. €zis: Logaritmusos momentumgeslérfiggenyeléltalanos alakja (10. fejezet)
Meghafiroztam a felhasaibi forgalmi modelltes a adiocsatorna hassait is tartalmazlog-
aritmikus momentumgenaid fligg\venyeketes azok derialtjait ketutas hubmterje@ssel,
multiplikativ fadinggel jellemzett, szimdumidp tekinte€ben iginvarians, korrehlatlan
szimhblum mintikat genealo radibcsatoratés mendriamentes teggeges felhaszdoi for-
galmat figyelembe &ve. A rendszerberdkéletes teljesmenyszahblyozast feleteleztem.
A felhaszraloi mozgast mobilibs-modellel vettem figyelembe, a maafpl ered Doppler-
hatast elhanyagolhanak tekintettem.

3.3. &zis: Logaritmusos momentumgesérfliggwenyek spediis alakja (10. fejezet)
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Meghatroztam art alakban a logaritmikus momentumgealerfiiggwenyeketes azok de-
rivaltjait ON/OFF felhaszaloi forrasok, lognorral és Rayleigh-fading esaben, a 3.2.
tezisben ismertetett f@telek figyelembe etekvel.
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Definitions

Fo(Qo) = P(Q < Qo): probability distribution function of r.vQ.

Uqg(Qo) = 1 = F(Qo) =1 - P(Q < Qo) = P(Q = Qo).

E(Q) = mg = f qfo(q)dg: Expected value of r. v.r, where the distinguished

notation empha5|zes thﬁtQ IS constant.

E(g = f 9(q, s q)dq: mean value function of r.vg(Q, s), where Q is a

r.v. with pdfo(q) ands is deterministic.

2 E((Q — E(Q))?): variation of r.v.Q.
Mg(s) = In(E(e®?)): Logarithmic moment generator function of re.

d(x — zo9) = §(z,): Dirac function, itis 1 if its argument equals zero ize= z, else
it is zero everywhere
/6(:c)d:c =

for f(z)

/f (x — xo)dx = f(xg).
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Moreover if A > 0 then

5 (% - o) — Ad(q)

and forA, B >0

5 (% - B) — Ad(g — AB).

Furthermore

75@ — A (2 - B> id;p — §(z — AB).

J(x — xy) = J(x,): Modified Heaviside step function, that is definedider = < =, and
zero forx > x. Itis related to the Dirac function as

de(x — x
6(1:0) é ( dl’ 0)7

wheres(z — x¢) = ¢(x) denotes the Heaviside function and i)
/f(x)ﬁ(xo)dx = /f(x)dx

Moreover

The exponential integralsi(n, z) - wheren is non-negative integer - are defined for
R(z) > 0 by

> ext
Ei(n,z) = t—ndt.
1
Error function forz € C

T

erf(z) £ i/e_tgdt.

0

=)

Complementary error function
erfc(z) = 1 — erf(z).

D always stands for a constant

E 1
Dy, 2 <_b) R —
ik In ), Aldy)

Eb A(dkk#)
Dy = Aldig#) - Dri T ), Ald)
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C
P A(dyer )’
a5
20¢1n(10)

A
Dlhkk’# =

D¢

V' is called amn-dimensional vector space over complex numbers if the iotig
criteria are satisfied:

1. Elements oV called vectors which are-tuples of complex numbefs) = [v1, vy, ...v,] 7,

v; € C.

2. Thereis an operation calledditiondefined aga) = |v) + |b), a; = v; +b;. Addition
does not lead out from the vector space j&@.€ V.

3. Addition isassociativendcommutativand a so called zero vector exiftior which
Vivy € V,|v) +0 = |v).

4. Asocallechdditive inverse-|v) belongsto each element@fsuchthatv)+(—|v)) =
0.

5. There is another operation callechalar multiplicationbetween complex numberts
and vectors|a) = ¢ - |v),a; = ¢ - v;. Multiplication keeps the vector space, it is
associativeandcommutativdurthermorel - |v) = |v).

Bases and linear independency:

e |vq),..., |uy,) arespanning vector®f m-dimensional spac® if Vjv) € V,|v) =
> cilvi), ¢; € C. AcertainV has several spanning vector sets.

e |v1),...,|vy,) arelinearly dependen 3¢y, ..., ¢,, € C,¢; # 0suchthad ), ¢;[v;) =0
else{|v;)} arelinearly independent

e A spanning set of spacg consisting of linearly independent vectors are called a
basisof this space.Dimensionof a certain spac& equals the number of its basis
vectors.

Basic operations on vectors:
e Transpose (Tdf vector|v) produces a column vector and vice versa.

e Complex conjugate (*of vector|v) conjugates each coordinates of the vector.

e Adjoint () of vector|v) is defined a$v)' £ (Jv)”)* and denoted byu|.
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e Scalar producbrinner productof two vectorgv) and|w) is a scalar quantity defined
as(vjw) =3, v -w; i.e.

Wi,
(lwy = |vi v - vj;b} vawi.
Furthermore in case of unit vectagw) = 1 if and only if |w) = |v) and(v|w) = 0
if and only if |v) and|w) areorthogonal Finally (v|a) = ({a|v))*.
Norm:

e Normcan be interpreted as the generalization of notioalolute valuassigning
to eachjv) € V a scalar and it is denoted tjyw)||. Norm has to fulfil the following
constraints:

1. |||v)|| = 0 and|||v)|| = 0ifand only if [v) = 0if |v) € V
2. lfor) + [v) I < [[fon) [ + v [T [o1), v2) € V
3. le-|v)|| = le| - |||v)]] if Jv) € V andc € C

e A vector space isormalizedif a certainnormis defined for the space.

¢ A finite dimensional linear vector space is callddbert spaceif its vectors have
complex coordinates and the norm is defined|ja$|| = \/(v|v). In this case the
norm represents the length of the vector.

e A vector|v) is normalizedor we call it unit vector if the corresponding norm equals
1.

e Elements of a vector sé¢tv;) } areorthonormalif they have unit length and they are
mutually orthogonal i.e{v;|v;) = 6(i — j).

Linear operators:

Let V andWW vector spaces over complex numbers. A transféins calledlinear
operatorif it assigns tov|v) € V a|w) = Ulv) € W such that for arbitrary scalare C
and vectorsgv), |v1), |v2)

U(|v1) + |v2)) = Ulvr) + Ulvy),

Uc- |v) =c-Ulv).
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The former constraint is calleslperposition principlend proves to be very useful when
evaluating the operation of a certain quantum circuit. Aeniity operator/ performs the
following transformationv|v) € V I|v) = |v) while the zero operator assigns the zero
vector to eachw) € Vi.e Olv) = 0.

Linear operatotU connecting ann-dimensional space to am-dimensional one is
represented by means of its matrix form

Ull U12 e Ulm
Unm _ 1].21 Uv.22 : U2m
Unl Un? e Unm

The resulting vectojw) = Ulv) can be calculated as; = 3 _; U;;v;.

Outer producis a special linear operator with the following definitioretlw), |z) € V
and|w) € W be vectors in Hilbert spaces then outer product opetatpfv| connects the
two spaces aBu)(v||z) = |w)(v|z) = (v|z)|w). Matrix of U = |w)(v| can be computed
asUs; = w; - v} i.e.

{UT vE o ’U:n}
wq wivy wWivs - WU,
Wo Wal] Waly -+ Wil
U =
Wy, WU WpU5 =+ WpUr,

If {|v;)} form an orthonormal basis of spatethen the followingcompleteness relation

holds
> (vl =1

Tensor productor direct product(®) of vectors are used to unify separate vector
spaces. Iff|v;) € V} and{|w;) € W} are orthonormal bases th¢m;) ® |w,)} form
an orthonormal basis for vector spdcex 1. Equivalent notations for tensor product are
V) @ |w), |v)|w), [vw). If operatorA acts on spac® while operatorB on spacél’ then
C = A ® B which operates ol ® W can be calculated as

AnB ApB - Ay,B
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Derivations Related to the
Generalized Grover Algorithm

16.1 EIGENVALUES OF THE GENERALIZED GROVER OPERATOR

To find the eigenvalues @f one should solve the characteristic equatiet{ Q — ¢1} = 0,
which seems to be fairly hard task

(Qll - Q) (Q22 - C]) — Q12Q21 =0,

Qu + Qa2 + \/(Qu + Q22)2 —4(Q11Q22 — Q12Q21)
Q1,2 = 2 . (161)
Therefore we follow a more pragmatic way. Applying the basgependent product
of eigenvalues in the form afet {Q} = ¢1¢» as well as exploiting the form of eigenvalues
of unitary operators’s,

det (Q) = Q11022 — Q12Q21, (16.2)
Q1@ = (—1)(-1) [1 + (ej0 — 1) cos? (Q)] el?® [1 + (eje — 1) sin? (Q)]

= & |1+ (e —1) \(sinQ (Q) + cos? (Q))/+ (e — 1)2 sin? () cos? (Q)

=1

= e? [eje + (e — 1)2 sin? (Q2) cos? (Q)} . (16.3)

Q12Q21 = (=1)(=1)e’® (e/’ — 1) sin (Q) cos () e (e/? — 1) sin (Q) cos () e 74
= ¢f [(eje - 1)2 sin? () cos® (Q)} : (16.4)
Substituting (16.3) and (16.4) into (16.2) we get

det (Q) = /019 (16.5)
105
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sinceg; = ¢’¢7, hence the eigenvalues of the generalized Grover operatante

G2 = — —eI(57), (16.6)
Furthermore, it is known that the trace@Qfcan be expressed as

Q11+ Q2 = q + ¢, (16.7)

resulting in

Qu+Qn = —[1+ (¢ = 1)cos(€) + ¢ [1 4 (¢ = 1) s ()]

= — |1 —cos? (Q) +e cos? () +e? + /T sin? (Q) — 7% sin? (Q)
—_—— ——
sin?(Q) 1—sin?(Q)

= — [sin® (Q) + e + /? —sin® (Q) (—e?? — 7 4 O] | (16.8)

where the equality stands if both the real and the imaginargwf (16.8) holds separately.
The imaginary one looks like

S{Qu+Qu} = —[sin(0) +sin (6) + sin® () ( sin (6) — sin (¢) + sin (6 + 0))] =
_ 7{2sin <¢‘2”’) (¢T—9> 4 sin® () [sm (d’;@) <¢;9) + 2sin (Qj") <¢;9)} }
(16.9)

where the trigonometrical equivalensén = + siny = 2sin (£5) cos (%) ] is employed.
Applying (16.6) on (16.7) and substituting them into (16A%) get

SH{q + ¢} = —{sin(M—Tqb+T)+ m( —;¢ T)}

= —2sin (G—i—Tqb) cos (7). (16.10)

From (16.9) and (16.10) follows that

(5 (o () o (7))
- (55 st (£}

(?) cos ( ) + sin (?) sin (g) [1—2sin* (Q)]
(L) o (2) o () (D)oo ctsan

The derivation of the real part of (16.8) is straightforwerdnce

R{Q11 + Qxn} = — {2 cos (9—1-7¢) cos (9_%) + sin? () - 2 cos? (9+7¢>] ,
(16.12)

cos(Y) =
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thus
R{q1 + ¢2} = —2cos (#) cos (1), (16.13)

whereas we reached the same result as in (16.11)

) s (25) 0 (e (29 s (52) ).

Consequently, only one restriction has to be remarked, naeme{Y) = cos (—7).
At the same time according to the special form of the eigemsin (16.6) the twd'’s are
equivalent to each other, since both lead to the same eilgenpair.

16.2 EIGENVECTORS OF THE GENERALIZED GROVER OPERATOR

In possession of the eigenvalugs derived above in (16.6) we turn to derive the eigenvec-
tors of Q.
Starting form (3.19) and using expression

1) = iala) + is]6), (16.14)

a homogenous linear equation system is obtained

Quta + Qu2¥18 = (1145

Q21V10 + Q2215 = @21, (16.15)
from which
@ 1 — Qo
o = —Q21 ) (16.16)
@ ¢ —Qu
Ve Qu (16.17)

Apparently, there are infinite many solutions of (16.15}feding only in a scalar factor.
For our purposes we only need those ones having unit lendtmnm

[¥)norm = cos(2)e’“|a) + sin(2)|5). (16.18)

According to (16.16) let);, = ¢1 — Q2 andiyg = (Q22. From the possible solutions we
focus our attention on those that have unit lendjtd; ) normll = 1. thus\cos(z)ejo\2 +
lsin(z)|*> = 1, where

sin?(z) = 15" (16.19)
[Y1al® + [P1g]* '
2
cos?(z) = [V1] (16.20)

 [Wral? + s
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Following our antecedent establishments

|¢1a|2 = ‘Ch - Q22|2 =

PRJQF

. >
- (— Ccos (@ + T) + sin?(Q2) cos (—0 ; gb) + cos?(Q2) cos(qﬁ)) +

2

+ (— sin <9+7¢ + T) + sin?(€2) sin (—9; ) + cos?(Q2) sin(gb)) ,

\ S0P ’
(16.21)

and

[1al” = Y1atha, (16.22)
[18]° = Y1975, (16.23)

respectively. As the next step let us derive, /115|” as follows

i |? —e (554 4 €39 [(99 — 1) sin? (Q) + 1] .
Uig —ei?¢ (€39 — 1) sin () cos () e—iA
—e ) 4¢3 (790 1) sin® (@) + 1]
—e~ 7% (e=79 — 1) sin () cos (Q2) eir
(1761( 2247 4 (e’ — 1) sin® Q)
~ (@ = 1) (777 —1)sin® (@) cos? ()
(1 e (5FAT) 4 (e 0 _ 1) sin® (Q))
(@7 — 1) (77 — Dysi® (D cos” ()
{1 _ i (5524Y) | pmi(P52) | 1] +[1— e — e + 1] sin* ()
= sin? (Q) cos? (Q) [1 — =3¢ — e3¢ 4 1] i
sin2 () [639 1 e](fq5 T) +e_]( p) "'T) +e 01— e_j(#_ar) + e]( P +T)}
+ sin? () cos? (Q) [1 — e=7¢ — ei + 1]
~ 2—2cos (% +T) — sin® () cos® () [2 — 2 cos (6)]
- sin? (2) cos? () [2 — 2 cos (6)]
L s (@) [2— 2005 () — 2+ 2cos (6) — 2cos (%2 = 7T) +2cos (52 +7)] _
sin? (2) cos? () [2 — 2 cos (6)] ;
sinz(ZQ)
~2-2cos (%52 + ) — sin® () cos? (Q) dsin? (&)
o sin? (2Q2) sin? ()
) [2eos (52 1) —2eon (42 T)]

sin? (2Q) sin? ()

(16.24)
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Keeping in mind expression (16.19) in whih,, /115|° can be substituted from (16.24),
5] B sin® (202) sin” (%)
[1a]? + |¥18]? T 2_2cos (9774’ + T) sin? (Q) [ZCOS (977“5 + T) — 2cos (9+7¢ — T)]
sin” (2€2) sin” ()

2 —2cos (% +7T) + 4sin® (Q) sin (£) sin (%

2

sin(§)sin(£-7) (4sin’® (Q) — 2)
—_———

—2 cos(2Q)

which leads to

sin?(z) = | | (16.25)

- 1))
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and obviously

cos?(z) = 1 — sin?(2).

Finally, to determine the eigenvectdrs »), only thee’“ factor is remaining in (16.18).
Considering the relation

Yo cos(2) e
—_ = —6 ,
Y1 sin(z)
and thus )
%a) 2 20 Qrz ¢ —Qxn
— ) =cot(z)ed Mt = —. ——=
(ww ( ) Qa1 @1 — Qu
where equations (16.16), (16.17) were employed. It can teepreasily that
¢ — Qo
@ — Qu

is a real number, which implies that

o
Qua _ e ian

Q2  edh 7

thus
(/1) = Qu2 _ (620
Q2

from which follows
eIt — 4ei(5-4), (16.26)

Based on (16.26) the normalized eigenvector is
1) = cos (2) (3 |a) + sin (2) |6). (16.27)

Eigenvectoti),) has to be calculated in a similar way, where the other eideeyashould
be taken into account, which results in a simple sign chamdé. dbue to the definition
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of C, in (16.18), it does not depend on the sigmafthuse’“2 = +¢/“1, To ensure the
orthogonality the eigenvectois;) and|), e/“> must be equal to-¢/“1, whereas the
second eigenvector will be

) = —sin (2) &2 |a) + cos () |B). (16.28)
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Derivations Related to CAC In
WCDMA Environment

17.1 THEOREMS

Theorem 9.1Let Q>0 be a random variable with expected valug mif B* > mg and
s>0 then there exist one and only astefor whichmin ¥ (s) = ¥(s = s*) ands* € (0, co.

Proof. Since exp(.) is strictly increasing function, therefore

s* = argmin ¥(s) = argmine”®,

S S

hence it is enough to search minimum places for

+o0
Q(s) == e’ = E(e?) = / e*W=BIH f5(q)dg. (17.1)

es-B*f'y

0

€)(s) crosses the vertical axis et independently fronB* because

+o0o
Qs=0)=¢ / fo(q)dg =€ (17.2)
0

Next the first derivative of)(s) is calculated

“+o0

_ / (¢ — B*)e" @B o (q)dg, (17.3)
0

dQ)(s)
ds

whose zero points may refer to the minimum places dependirtgeosecond derivative. It
is easy to see that the first derivativesa0 is always negative since
111
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—+00 —+o00

dQ(fzs: Do / ¢fa(q)dq —e B’ / fola)dg = € (mq — BY) (17.4)
< N

ande”(mqg — B*) < 0 because of the initial conditioB* >m,.
Properties of the second derivatives determines the finahslfor

+oo
d*Q(s) /
= [ (¢= BB fo(q) dg > 0. (17.5)
ds? \ ) e’
° 0 >0 >0 >0

Taking into account that = —oo is the only case when any of the three terms equals
to O independently of, therefore the second derivative is always positive, whislts in
a strictly increasing first derivative. Considering furtimere that the first derivative at0
is always negative there exists one and only one peinthere the first derivative crosses
axiss ands*>0 .

Finally we emphasize for later use that in cd¥e= m

A9 (s =
=0 _4 & +—q (17.6)
ds

O

J Nj

Theorem 9.2LetQ;>0be random variables with expected valueg, andQ = > > Q.
j=14=1

Let t denote the system time measured in number of call e{eaitsrrival or call termi-

nation). If event tis a new call arrival thest(¢) < s*(¢t — 1) and in case of event t refers
to a finished call ther*(t) > s*(t — 1).

Proof. Because frons* point of viewQ(s) and¥(s) are equivalent this time we use the
first derivative of¥(s) to investigates*(¢). Combining (9.6) and (9.8) we get

J
U(s)=» N;jMq,(s)—s- B +7 (17.7)

and its first derivative is

— B, (17.8)

from whichs* can be calculated evaluating the following equation
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’ dMQj (8)
ds

= B*. (17.9)

Let us assume that we already kne¥t — 1) and taking into consideration the time-
dependency of (17.9)

> Nt - 1)—+ - = B*. (17.10)

Based on (17.10), we can divide &y into smaller parts in the following way

dMgq,(s = s*(t — 1)) ! . o
ds =Y N;(t—1)-Bj(t—1)=B". (17.11)

j=1

Bi(t—1) =

We can interpret (17.11) as the total amount of system cgpiaailistributed among
the sources according to the first derivatives of their LM@EsS (t — 1)

dMg,(s = s*(t — 1))
ds
Now, if a new source enters into the clgghatisN;(t) = N;(t—1)+1thenthe same
amount of overall system capaciy/ should be partitioned virtually among the increased
number of sources. Sindg;(t) > 0 thereforeB; (t — 1) > B;(t).
Let us update (17.12)

= Bi(t—1) forVj. (17.12)

dMq, (s = 5° (1))
ds
which results in a quiet large equation system. Fortunagelying any of the equations
would give back the same’(¢). Therefore it is enough to concentrate on one of the
equations. Comparing (17.12) and (17.13) we can concludevihaave in both cases the
same function% on the left hand side. Hence the shape of this function détesn
the relationship betweeyi(t — 1) ands*(¢) the intersection points with constant functions
y = Bj(t—1)ory = Bj(t).
Next we introduce a much compact form for the first derivatiteMGFs

= Bi(t) forVj, (17.13)

dMo,(s) 1 . E(Q;e%)
L= Ufo (q)dg = ———~ 17.14
dS E(es.Qj) / qe fQ] (Q) q ]E(G&Qj) ’ ( )
0
that has the following values at0 ands=+co

dMg,(s =0 dMg. (s = +

9s=0 _ . dMo(s=tco) (17.15)
ds ! ds
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Taking into account thaB’ (t — 1) > B} (t) > mq, > 0 if we were able to prove that

42 M. (s) . dM,
=— > 0fors>0ie. —a
s ds

9.2 would be accomplished.
Unfortunately calculating

) has strictly increasing nature then the proof of Theorem

d*> M. E(Q%e* Q) E(e5%) — E2(Q,e%%
o,(9) _ E@e)E(e?) ~E(Q;e?) (17.16)
ds? E2(es@s)
does not lead to an obvious result. However taking into accbemma 17.1 numerator of

(17.16) is always greater than zero. So Theorem 9.1 has beeemp

O

Lemma 17.1. For random variables; and p with the same probability density function
f(q) and for nonnegative functiorig.), I(.) and¢(.) whereh?(.) = ¢(.)I(.) the following
inequality always holds:

E(t()l(p)) > E*(h(q), (17.17)
Proof
+00 +00 +00 +00 A(A
E(H(q)i(p)) = (/ t(q)f(p)dp) (/ Iy ) | [ @) @1 @dads
%0 %0 o0 o0 Toum
+oo +00 00 +00
E2(h(q)) = ( / h(q)f(p)dp) (/ hp ) / / )7 () dadp

Calculation of both sides of inequality (17.17) requireggnation ofA(q, p) - B(q, p)
above the{ — p) plane i.e. we have to determine the space below these fasctio

One way to prove inequality (17.17) if we are able to guamrrite all (qy, po) €
plane(q,p) that A(qo, po) > B(po, qo). Unfortunately it is not possible to shore up this
claim. Instead we trace back these integrations to summnsatd function value pairs
A(qo, po) + A(po, q0) andB(qo, po) + B(po, q0) respectively, that is we prove

A(qo, po) + A(pos 20) > B(qo, po) + B(po; q0) (17.18)

Since D(q, p) is symmetric on the = ¢ axis i.e. D(qo,p0) = D(po, q), therefore
(17.18) leads to

t(q0)!(po) + t(po)l(qo) = 2h(go)h(po) (17.19)

Applying conditionh?(.) = t(.)l(.) we get the following constrains
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h(qo) = t(q0)A(qo),
h(po) = l(Po)A(po),
h(pO) = i((lzfo))a
h(QO) = i((qgo))y

whereA(.) > 0.
Substituting these parameters into the left hand side o1@)%ve find that it is greater
or equal to the right hand side

h(go) h(po)
+ h(po)A(po)h(qo) A
1
= > .
h(go)h(po) \A(pO)A(QO) NI 2h(go)h(po)
>2
[
17.2 DERIVATIONOF Fg . (Q)
Pdf of L’ = T" - R’ can be calculated as
+o00
f]/(l |.Z') = 5(l — O) . f fL(l>dl+19(LmaX) . fL(l) =
Lo (®)
+00 +0o0 1
SU=0) [ LA - [ (VR Sy (VIr)dr =
Lo (®) 0
Lo (®)
0= 0)- UL @) + [ fw(Vify (VIF)r,
0
where
max (Z’) __ max | pmax __ 1 PiILnaXA(dkk> (ﬁ) _ P}:ﬂax
e BT A ) A (X =) \Ey )}, ADpar - (X = )
(17.20)

andUp(Ly) =1 — F(Log) = P(L > Lo), hence

(o] +o0 +o0

Ur( hmkalzc#($)): / fr()dl = / /%ﬂfw(\/;)fy (\/ﬁ)drdl.
x)

[ max (

hkk# [ max (x) 0

hkk#

Using transformatioty,;.» = D% - L'



DERIVATIONOF Fp  ,(Q)) 116

fz, . (zlx) = fu <Dhik# ) Dhik# =
Z;Lf;:;‘#(x) X _
5(2 o 0) ’ UL(L?I??#(@) + of mfw(\/ﬂfy ( m)Clr =
“+o0
max max 1 2r
0(z—0) - Up (L (z) +9(z — Z75% (x)) { 4\/ﬁfw(\/ﬂfy < thk#>dr,
where
Pmax
it () = Do - Ly () = m (17.21)

Finally considering thak’;, andZ,,,» are not independent random variables, first we
calculate

thkk#,Xh(va) = thkk# (Z |£L') ’ th(iC) =
0(z = 0) - Ur(Lyis (2)) - fx, (x)+
+00

fxn(@) -0z = Z33% (2)) Of ﬁfw(ﬁ)f}f < B )dr

hkk#

from which one obtains fof) ..+ = X, Z),..#

+oo
th’“k# <q) - Of thkk#»Xh (%’ CL’) %d:{: =
+oo
g“ 0 (% - 0) ) UL(LhmkaI:# (x)) - fx, (@%dx%—
—+o00

;fmﬁ(%—zﬁi"#@)) J 4\/mfw(ﬁ)fy( #)dr-th(x)da::

0 hkk#

+Ofoo5 (2 -0) - Up(Lps () - fx, (2) tda+

To(4=5) T ot (s )i J ()
0 @ Ao ) J ay/axDy % w Y zD Xn :

hkk#

Sinced (£ —0) = A-6(q), 9 (2 — 2) =9 (p — ¢) andY andW have the same pdf,

T x

. pmax
moreover we define@}, = 24— hence

—+00

foes @ = 3@ [ VnlLig (2) - f, ()

0
“+00 +00

)/(}/wﬁf}

(g = Qpiie

(\/F)fy( £l )dr~ Fx, ()dz.

T Dy

(17.22)
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(17.22) can be summarized in a much concentrated form ifeswgnizes thaf,, ., (¢)
is a pdf and therefore

J;fo Un(Lypiss (x)) fx, (v)dx =

X fﬁf#ﬁ . i 1 Ny T\, dnd
- [veam [ smt s (/5 e -
Gt (0)
nkk#
1 - f thk#(Q)dQ>
0
which leads to
hkk#
fos @ =0@) | 1= [ Guur(@da | +Guanle). (17.29
0
Remark (17.22) was derived considering realistic power contral ahannel gain
and it represents the pdf of, ..+ = thk#Xh(Y’)zﬁ. It is interesting to highlight

that if we calculated the pdf af;,, . = thk#XhW# which refers to the case when
the previously mentioned effects were omitted then foltayielationshipG,.. (¢) =

9(a — Qpixe) fo: (@) could be recognized.



[1].
2].

3],

[4].

[5].

[6].

[71

[8].

References

Omnet++ simulation environment webpage. http://vellait.ome.hu/omnetpp/.

A. Ahuja, S. Kapoor. A quantum algorithm for finding thewimum. 1999. e-print
gquant-ph/9911082.

A. Bell, T.J. Sejnowski. An information-maximisatiomroach to blind separation
and blind deconvolutionNeural Computation7:1129-1159, 1995.

A. Engelhart, W. Teich, J. Lindner, G. Jeney, S. Imre,Pap. A survey of mul-
tiuser/multisubchannel detection schemes based on esttureural networksWire-
less Communications and Mobile Computi¢3):269-284, 2002. Special issue on
Advances in 3G Wireless Networks.

A. Hyvarinen, J. Karhunen, E. Ojéndependent Component Analysfdaptive and
Learning Systems for Signal Processing, Communication anttrGloWiley & Sons,
New York, 2001.

A. l. Elwalid and D. Mitra. Effective bandwidth of geredrmarkovian traffic sources
and admission control of high speed networkSEE/ACM Trans. Netw.1(6):329—
343, 1993.

A.l. Zreikat and K. Begain. Soft handover-based cac inusystemsinternational
Conference in Telecommunication, ICT'2003 Conference, Bebiar.01, Tahiti,
French Polynesia2003.

A. Stefanov, O. Guinnard, L. Guinnard, H. Zbinden and@isin. Optical quantum
random number generatord. Modern Optics 47:595-598, 2000. e-print quant-
ph/9907006.

118



REFERENCES 119

[9]. A.Zeilinger. Quantum teleportatio&cientific Americaj285(4):32—41, 2000. e-print

http : | Jwww.quantum.univie.ac.at/links/sciom/teleportation.pdf .

[10]. B. Aazhang, B.-P. Paris, G.C. Orsak. Neural networks fattioser detection in
code-division multiple-access communication&EE Trans. on Communications
40(7):1212-1222, July 1992.

[11]. J. A.BucklewTLarge Deviations Techniques in Decision, Simulation astthEation
John Wiley and Sons, New York, USA, 1990.

[12]. C. Chang, C. J. Chang, and K. R. Lo. Analysis of a hierarcluetllar system with
reneging and dropping for waiting new calls and handoffscalEEE Trans. Veh.
Technol, 48(4):1080-1091, 1999.

[13]. C. Durr, P. Hoyer. A quantum algorithm for finding the minimum. 989 e-print
guant-ph/9607014.

[14]. C. H. Bennett, E. Bernstein, G. Brassard, U. Vazirani. ri§jtles and weakness of
quantum computingSIAM Journal on Computind6(5):1510-1523, 1997. e-print
guant-ph/9701001.

[15]. C.H.Bennett, G. Brassard and A. Ekert. Quantum crypfyscientific American
267(4):50-57, 1992.

[16]. C.H. Yoon and C. K. Un. Performance of personal portasatka telephone systems
with and without guard channeldEEE J. Select. Areas Commui1(6):911-917,
1993.

[17]. C.-J. Ho, J.A. Copeland, C.-T. Lea, and G.L. Stuber. Ohamdhission control in
ds/cdma cellular network$EEE Trans. Veh. Technpb0(11):1328-1343, 2001.

[18]. J. P. Castro.The UMTS Network and Radio Access Technology: Air Interface fo
Future Mobile Systemslohn Wiley and Sons, Chichester, England, 2001.

[19]. J. K. CaversMobile Channel CharacteristicKluver Academic Publishers, 2000.

[20]. L. M. Correia, editor. Wireless Flexible Personalised Communicatio®iley &
Sons, 2001.

[21]. D. Biron, O. Biham, E. Biham, M. Grassl, D.A. LidaGeneralized Grover Search
Algorithm for Arbitrary Initial Amplitude Distributionvolume 1509 of_ecture Notes
in Computer Sciencg@ages 140-147. Springer, 1998. e-print quant-ph/98Q1066

[22]. D.Hongand S. S. Rappaport. Traffic model and perforreamalysis for cellular mo-
bile radio telephone systems with prioritized and nonprimed handoff procedures.
IEEE Trans. Veh. TechnpB5(3):77-92, 1986.



REFERENCES 120

[23]. D. Ramakrishna, N. Mandayam, and R. Yates. Subspacel leasenation of the
signal-to-interference ratio for cdma cellular systemiBEE Trans. Veh. Technol.
49(9):1732-1742, 2000.

[24]. D. Shen, C. Ji. Admission control of multimedia traffar fthird generation cdma
network. Proceedings of IEEE INFOCOM 200pages 1077-1086, 2000.

[25]. D. Staehle, K. Leibnitz, K. Heck. A fast prediction aherage area in umts networks.
Proceedings of IEEE Globecom, Taiwan, November, 2p88es 1077-1086, 2002.

[26]. D. Staehle, K. Leibnitz, K. Heck, B. Schroder, A. Weline. Tran-Gia. Approximat-
ing the othercell interference distribution in inhomogens umts networkProceed-
ings of IEEE VTC Spring (Birmingham, AL), May, 20@ages 1077-1086, 2002.

[27]. E. Biham, O. Biham, D. Biron , M. Grassl, D.A. Lida6Grover’s Search Algorithm
for an Arbitrary Initial Amplitude Distributionvolume 60, pages 2742-2745. 1999.
e-print quant-ph/9807027.

[28]. E. Biham, O. Biham, D. Biron , M. Grassl, D.A. Lidar, D. Sla Analysis of
generalized grover’s search algoritms using recursioratops. Phys. Rev. A63,
2001. e-print quant-ph/0010077.

[29]. E.D.Re, R. Fantacci, and G. Giambene. Handover queggiatggies with dynamic
and fixed channel allocation techniques in low earth orbibiecsatellite systems.
IEEE Trans. Commun47(1):89-102, 1999.

[30]. E. Geijer Lundin, F. Gunnarsson, F. Gustafsson. UWpload estimates in wcdma
with different availability of measurementdiEEE Veh. Technol. Con2003.

[31]. Jerry D. Gibson edThe Mobile Communications Handboo®pringer Gmbh Ger-
many, 1999. Second Ed.

[32]. F. Bahzs, S. Imre. Quantum computation based probability defisitction estima-
tion. International Journal of Quantum InformatipB8(1):93-98, 2005.

[33]. F. Chiti, R. Fantacci, G. Mennuti, D. Tarchi. Dynamic based admission control
algorithm for 3g wireless network$EEE International Conference on Communica-
tions 26:1907-1911, 2003.

[34]. F. Gunnarsson, E. Geijer Lundin, G. Bark, N. Wiberg. ibladmission control in
wcdma based on relative load estimat&EE International Conference on Commu-
nications 2002.

[35]. G. Brassard, P. Hoyer, A. TapRQuantum Countingvolume 1443 ol ecture Notes
in Computer Scienggages 820-831. Springer, July 1998. Proceedings of the 25t



[36].

[37].

[38].

[39].

[40].

[41].

[42].

[43].

[44].

[45].

[46].

[47].

REFERENCES 121

International Colloquium on Automata, Languages, and Rrogning, e-print quant-
ph/9805082.

G. Brassard, P. Hoyer, M. Mosca, A. Tapp. Quantum anmbditamplification and
estimation.Quantum Computation & Quantum Information Science, AMS Qonte
porary Math Series2000. e-print quant-ph/0005055.

G. Jeney, S. Imre, L. Pap, A. Engelhart, T. Dogan, W.€icil. Comparison of
different multiuser detectors based on recurrent neutalorés. COST 262 Workshop
on Multiuser Detection in Spread Spectrum Communicatioh|dSs Reisensburg,
Germany pages 61-70, January 2001.

G. L. Long, C. C. Tu, Y. S. Li, W. L. Zang and L. Niu. A novel &) picture for
guantum searching. 1999. e-print quant-ph/9911004.

G.L.Long, L. Xiao, Y. Sun. General phase matching ¢bod for guantum searching.
2001. e-print quant-ph/0107013.

G. L. Long, Y. S. Li, W. L. Zang and L. Niu. Phase matchingyjuantum searching.
Phys. Lett. A262:27-34, 1999. e-print quant-ph/9906020.

G. Seres, Savik, J. Zatonyi, J. Bro. Quantifying resource usage - a large deviation-
based approacHEICE Transactions on Communications, Special Issue onneter
Technology Il -Traffic Control and Performance, Evaluatiohe Internet, Vol.E85-B
No.1 2002.

R. G. Gallager.Information Theory and Reliable Communicatiafohn Wiley and
Sons, 1968.

L. K. Grover. Quantum mechanics helps in searchingioeedle in a haystackhys.
Rev. Lett. 79(2):325-328, July 1997. e-print quant-ph/9706033.

L. K. Grover. Quantum computers can search rapidly fipgialmost any transfor-
mation. Phys. Rev. LetB80(19):4329-4332, 1998. e-print quant-ph/9712011.

L.K. Grover. A fast quantum mechanical algorithm fatabase searcRroceedings,
28th Annual ACM Symposium on the Theory of Compupiages 212—-219, May 1996.
e-print quant-ph/9605043.

L.K. Grover. Tradeoffs in the quantum search algaonth 2002. e-print quant-
ph/0201152.

R. A. Guerin. Queueing-blocking system with two artstaeams and guard channels.
IEEE Trans. Commun36(2):153-163, 1988.



REFERENCES 122

[48]. F. Hillebrand, editorGSM and UMTS: The Creation of Global Mobile Communica-
tion. Wiley & Sons, 2002.

[49]. P. Hoyer. Arbitrary phases in quantum amplitude afigaltion. Phys. Lett. A
62(052304), 2000. e-print quant-ph/0006031.

[50]. I. Kim, B. Shin, and D. Lee. Sir-based call admissiontcolby intercell interference
prediction for ds-cdma systemdEEE Comm. Let.4(1):29-31, 2000.

[51]. I. Koo, A. Furuskar, J. Zander and K. Kim. Erlang capaaf multiaccess systems
with service-based access selectitfEE Comm. Let.8(11):662—664, 2004.

[52]. I.L. Chuang, N. Gershenfeld and M. Kubinec. Experinaénimplementa-
tion of fast quantum searching. Phys. Rev. Lett. 18(15):3408-3411, 1998.
e-print http://feynman.media.mit.edu/ike/homepagpépa/QC-chuang-gershenfeld-
kubinec-nmrqc-grover-alg-prl-13apr98.pdf.

[53]. S.Imre. Extreme value searching in unsorted datadassed on quantum computing.
International Journal of Quantum InformatipB(1):171-176, 2005.

[54]. J. Evans and D. Everitt. Effective bandwidth-based&gion control for multi-
service cdma cellular networkEEEE Trans. Veh. TechnoK8(1):36—46, 1999.

[55]. J. Evans and D. Everitt. On the teletraffic capacitydra cellular networkslEEE
Trans. Veh. Technol48(1):153-165, 1999.

[56]. J-Y.Hsieh, C-M. Li. Ageneral su(2) formulation for quam searching with certainty.
Phys. Rev. A65(052322), 2002. e-print quant-ph/0112035.

[57]. J.A. Jones, M. Mosca and R. H. Hansen. Implementatioa gbiantum search
agorithm on a nuclear magnetic resonance quantum complatiere (393):344—-346,
1998. e-print quant-ph/9805069.

[58]. T. Novosad JJ. Laiho, A. WackeiRadio Network Planning and Optimisation for
UMTS John Wiley and Sons Ltd., 2001.

[59]. F. P. Kelly. Effective bandwidth at multi-class qusu®ueuing System9:968-981,
1991.

[60]. D. E. Knuth. The Art of Computer Programming, Vol. 3. (Sorting and searghi
Addison-Wesley, 1973.

[61]. G. L. Long. Grover algorithm with zero theoretical ltae rate. Phys. Rev. A
64(022307), 2001. e-print quant-ph/0106071.

[62]. W. W. Lu. Broadband Wireless Mobile: 3G and Beyoliley & Sons, 2002.



[63].

[64].

[65].

[66].

[67].

[68].

[69].

[70].

[71].

[72].

[73].

[74].

[75].

REFERENCES 123

M. Boyer, G. Brassard, P. Hoyer, A. Tapp. Tight bounds aardum searching.
Proceedings 4th Workshop on Physics and Computadi6(®-5):36—-43, 1996. Also
in Fortschritte der Physik, Vol. 46, No. 4-5, 1998, pp. 4955 uant-ph/9605034.

M. D. Kulavaratharasah and A. H. Aghvami. Teletraffierfermance evaluation
of microcellular personal communication networks (pcwah prioritized handoff
procedureslEEE Trans. Veh. Technok8(1):137-152, 1999.

M. Varnashi, B. Aazhang. Multistage detection for adytonous code-division mul-
tiple access communicatiohEEE Trans. on CommunicatioB8(4):509-519, April
1990.

M. Mouly and M.-B. PautefThe GSM System for Mobile Communicatigngblished
by the authors 49 Rue Louise Bruneau, Palaiseau, France, 1992.

J. Mullins. Making unbreakable codEEEE Spectrum39(5):40-45, 2002.

N. Bhattacharya, H. B. van Linden van den Heuvell and R. $gfeeuw. Implemen-
tation of quantum search algorithm using classical founjgics. Phys. Rev. Lett.
88(137901), 2002. e-print quant-ph/0110034v3.

M. A. Nielsen. Rules for a complex quantum worftientific Americay287(5):49—
57, 2002.

O. Sallent, J. P. Romero, R. Agusti, F. Casadeval. Pmavisg multimedia wire-
less networks for better qos: Rrm strategies for 3g w-cdiB&E Communications
Magazing pages 100-106, 2003.

J. D. ParsonsThe Mobile Radio Propagation ChannéViley & Sons, 2nd edition,
2001.

R. Akl, M. V. Hegde and M. Naraghi-Pour. Mobility-baseai algorithm for arbitrary
call-arrival rates in cdma cellular systeniSEE Trans. Veh. Technob4(2):639-651,
2001.

R. Ramjee, D. Towsley, and R. Nagarajan. On optimal cathiagsion control in
cellular networksWireless Networks3:29-41, 1997.

R.Nee, E. Prasad.OFDM for Wireless Multimedia Communicatiosrtech House
Publishers, London, England, 2000.

S.-l. Amari, A. Cichocki. Adaptive blind signal proa@sg-neural network ap-
proachesProc. IEEE 86(10), October 1998.



[76].

[77].

[78].

[79].

[80].

[81].

[82].

[83].

[84].

[85].

[86].

[87].

REFERENCES 124

S. Imre. Dynamically optimised chernoff bound basad for 3g/4g wcdma systems.
11th Microcoll Conference, September 10-11, 2003, Budapkstgary pages 27—
30, 2003.

S. Imre, F. Badzs. Positiv operation valued measurement based multassstion in
ds-cdma systemsX. Int’ Conference on Software Telecommunications and Coanput
Networks (SoftCOM’01)1:421-429, October 09-12 2001. e-print quant-ph/0201039

S.Imre, F. Bazs. Non-coherent multi-user detection based on quantarotséEEE
International Conference on Communication (ICC),New York, \J§kil 28 - May
2 2002.

S. Imre, F. Bazs. Performance evaluation of quantum based multi-usectoe.
IEEE International Symposium on Spread Spectrum Techsignd Applications
(ISSTA'02) pages 722-725, September 2-5 2002.

S. Imre, F. Bazs. A tight bound for probability of error for quantum cangtbased
multiuser detectionEEE International Symposium on Information Theory (19H),
page 43, Juni 30- July 5 2002. e-print quant-ph/0205138.

S. Imre, F. Bazs. The generalized quantum database search algofitbmputing
73(3):245-269, 2004.

S. Imre, F. Bazs. Quantum Computing and Communications - An Engineering
Approach John Wiley and Sons Ltd, 2005.

S. Imre, K. Hank, P. Petas, R. Tancsics. Optimized effective bandwidth based
admission control for multi-service cdma cellular networkLlOth SoftCOM2002,
October 08-11, 2002%ages 299-304, 2002.

S. Imre, K. Hank, P. Petas, R. Tancsics. Efficient call admission control method
for 3g/4g wcdma networks7th International Conference on Telecommunications,
CONTEL2003, June 13-15, 2003, Zagreb, Crogpages 93-98, 2003.

S. Imre, L. Pap. Neuron based call admission contrahoafor transport network of
3rd generation mobile system&EE Symposium on Communications and Vehicular
Technology, SCVT-2000, Leuven, The Netherla@dober 09-12 20010. e-print
quant-ph/0201039.

S. Imre, P. Pefis, R. fancsics. Efficiency validation of 3g/4g wcdma air interfaaé
admission control in omnet++ environmenSoftCOM2003, October 07-10, 2003,
Split, Dubrovnik (Croatia), Ancona, Venice (ltalyages 852—-858, 2003.

P.W. Shor. Introduction to quantum algorithmaMS PSAPM58:143-159, May
2002. e-print quant-ph/0005003.



[88].

[89].

[90].

[91].
[92].

[93].

[94].

[95].

[96].

[97].

[98].

[99].

REFERENCES 125

T.H. Cormen, C. E. LeisersonR. L. Rivest, C. Steiriroduction to AlgorithmsThe
MIT Press/McGraw Hill, 4th edition, 2003.

K. Tachikawa, editor.W-CDMA Mobile Communications SysteM/iley & Sons,
2002.

V. K. N. Lau and S. V. Maric. Mobility of queued call regsts of a new call-queueing
technique for cellular systemEEE Trans. Veh. Technpl7(2):480-488, 1998.

S. Verdu.Multiuser Detection Cambridge University Press, 1998.

A. J. Viterbi. CDMA-Principles of Sperad Spectrum Communicatiohddison-
Wesley, 1995.

W.-B. Yang and E. Geraniotis. Admission policies failegrated voice and data trffc
in cdma packet radio networkdEEEE JSAC 12:654—-664, 2003.

W.Ying, Z. Jingmei,W. Weidong, and Z. Ping. Call adnmsscontrol in hierarchical
cell structurelEEE Veh. Technol. Conpages 1955-1959, 2002.

Y. B. Lin, S. Mohan, and A. Noerpel. Queueing priorityactmel assignment strategies
for handoff and initial access for a pcs netwdEE Trans. Veh. Techno#3(3):704—
712, 1994.

Y. Fang, Y. Zhang. Call admission control schemes antopaance analysis in
wireless mobile networkdEEE Trans. Veh. Technpb1(2):371-382, 1999.

Y. Gou, H. Chaskar. Class-based quality of service owangerfaces in 4g mobile
networks.IEEE Communications Magazinpages 132-137, 2002.

Y. Ishikawa and N. Umeda. Capacity design and perfocraant call admission
control in cellular cdma systemdEEE J. Sel. Areas Commuril5(8):1627-1635,
1997.

Y. Ma, J.J. Han and K.S. Trivedi. Call admission confaslreducing dropped calls in
code division multiple access (cdma) cellular syste@esmputer Communications
25:689-699, 2002.

[100]. Z. Heszberger, J.&onyi, J Bro. Performance bounds for rate envelope multiplex-

ing. Performance Evaluatigi8:87-101, 2002.

[101]. Z.Liuand M. ElZarki. Sir-based call admission cafor ds-cdma cellular systems.

IEEE J. Select. Areas Commut2(5):638—644, 1994.

[102]. C. Zalka. Simulating quantum systems on a quantum coenp Phys. Rev. A.

454:313-322, 1998.



REFERENCES 126

[103]. C. Zalka. Grover's quantum searching algorithm isimpt. e-print quant-
ph/9711070v2, 1999.



Index

Bardeen, J., 2 direct product, 104
BER, 53 downlink, 85
Bit Error Ratio, 49, 53 DS-CDMA, 9, 38, 54

blind detection, 10

effective bandwidth, 63, 64
Bluetooth, 49

existence testing, 29, 31

BPSK, 39

Brattain, W. H., 2 fading, 40, 59

Braun, W. von, 2 Feynman, R. P., 3, 30

burst, 39, 42 Gaussian noise, 40

CAC.54.55 58.61. 68. 71. 72 generalized Grover operator, 18, 19
CAC decision. 77 Grover operator, 7, 8, 15, 17, 22, 45
CAC region, 55, 56, 77 Grover, L. K., 11

Call Admission Control, 1, 4, 49 GSM, 50

CDMA, 38, 50, 53 handover legs, 84

channel equalization, 9 hard handover, 84

Chernoff bound, 64, 66, 73 Heaviside function, 75

Chernoff inequality, 66 Hilbert space, 103

completeness relation, 104

complex baseband-equivalentdescription, ndividually optimum decision, 42
38 inner product, 103

Congestion Control, 5 interference region, 54, 55, 77

counting, 29, 30 jointly optimum decision, 42

Dirac function, 75 linear operator, 103
127



LMGF, 66, 67, 73, 76, 78, 82
lognormal fading, 78, 80

MAC, 37
matched filter, 41, 43

maximum likelihood sequence decision,

42
MBER, 42
MC/CDMA, 54
medium access control, 37

minimum bit error rate decision, 42

minimum SIR requirement, 56
MLS, 42

Moore’s Law, 2, 3

Moore, G., 2

MUD, 41

multi-path propagation, 38
multi-user detection, 37, 41

Nachmanovich, S., 29
nanotechnology, 3
Neumannv. J., 2
non-coherent detection, 41
norm, 103

normalized vector, 103
normalized vector space, 103

OFDM, 54

ON/OFF traffic, 79, 80, 82
Oracle, 7, 45, 46
orthonormal vectors, 103
outer product, 104

phase estimation, 28, 30, 45
Plato, 11

positive CAC decision, 55

power control, 38

processing gain, 39

Public Land Mobile Networks, 49

QMUD, 45

INDEX

QoS, 1,4

guantum counting, 45

guantum existence testing, 9, 35
guantum parallelism, 44

Rake receiver, 38
Rayleigh fading, 81, 82
Russell, B., 37

scalar product, 103

Schockley, W. B., 2

SIDR, 56, 73

Signal to Interference Ratio, 49
Signal to Noise Ratio, 49
signature waveform, 39
single-user detection, 41

SIR, 54-56

soft handover, 52, 84

spanning vectors, 102

spectral efficiency, 1
superposition principle, 18, 104

tail distribution estimation, 63
tensor product, 104

thermal noise, 56

Twain, M., xv

UMTS, 49
User Traffic Control, 4

Wireless LAN, 49



