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Collusion in peer-to-peer systems

Renato Lo Cigno and Gianluca Ciccarelli
{locigno, ciccarell}@disi.unitn.it

Abstract—Peer-to-peer systems have reached a widespread usea better service, that is, use other peers’ resources, wtitho
ranging_ from academic and industrial ap_plication_s to _hom_e actually providing theirs.
entertainment. The key advantage of this paradigm lies in Scientific community has designed many systems that ad-

its scalability and flexibility, consequences of the participants d th bl f ity | | d i th
sharing their resources for the common welfare. ress the problem of security in general, and someumes the

Security in such systems is a desirable goal. For example, whencollusion threat. Reputation and micro-payment systeme ha
mission-critical operations or bank transactions are involved, been developed and analyzed, either as research prototypes

their effectiveness strongly depends on the perception that ess  or as deployed on top of existing systems. Besides, since
have about the system dependability and trustworthiness. A collusion, as stated before, is a social problem too, ecargom

major threat to the security of these systems is the phenomenon . . . .
of collusion. Peers can be selfish colluders, when they try to and social sciences come into play by offering models and

fool the system to gain unfair advantages over other peers, or theories to support the development of systems that can be
malicious, when their purpose is to subvert the system or disturb proved to effectively fight this kind of threats. Among these

other users. _ ~ tools, game theory and mechanism design have joined the
The problem, however, has received so far only a marginal ¢|assical solutions provided to ensure the integrity ofadat

attention by the research community. While several solutions exist . . . . .
to counter attacks in peer-to-peer systems, very few of themra distributed systems, creating a number of approaches o thi

meant to directly counter colluders and their attacks. Reputation ~Problem. o _ . .

micro-payments, and concepts of game theory are currently use A general classification of such partial solutions with a

as the main means to obtain fairness in the usage of the resources.special attention to collusion, however, is currently rimgs

_ Our goal is to provide an overview of the topic by exam- jn the literature. Our contribution is the tentative preaéion

ining the key issues involved. We measure the relevance of the ¢ i e nrohlem of collusion in its generality, and the aniiys

problem in the current literature and the effectiveness of existiny ' .

philosophies against i, to suggest fruitful directions in the furthe  NOW well the current systems counter colluders. We provide a

development of the field. extensive comparison among a variety of approaches to gain
insights in the problem and determine possible strategies f

I. INTRODUCTION future development.

Peer-to-peer applications have gained a large popularity o The paper_follows_ this outlir_1e: in Section Il we iIIustraj[e
the years, becoming an alternative to other communicatif}f Problem in detail and motivate the need of an overview
paradigms and providing services in a more efficient way, the_ literature. In _Secnoiﬁll we mtroduce the_ concept of
using the network, storage and computation capabilitithef 'Ncentives and the different ways which they are impleménte
machines that participate as peers.

in; later, we define the approach taken in micro-payment
One factor that still strongly limits the use of this paradig systems (Section IV as a viable alternative to incentivas. |
for mission-critical and money transactions is their pex

Section V we illustrate some approaches that extend known
lack of security. More than in the other systems, in peer-t(§?c.urity mechanism§ to limit -mis.behav.iour by malicious and
peer networks the users can behave like in a real societ ,lf'Sh _coIIectl\(es, without using mcentlvgs.. we con_clniuie
trying to gain advantages over the system or other usersP@Per n Schorhj/] summarizing the insights gained and
a number of ways. Among the security threats to which a ppEPspecting future directions for study.

system is subject, collusion has received but a partiahtidte 1. COLLUSION: MOTIVATION AND FLAVOURS

by the scientific community. Collusion is the phenomenon
created by intelligent ageEksrvhen they cooperate, not only
with malicious goals, but also just to exploit at their aceaye
the flaws of the system. For example, let us consider a syst

based on incentives, like many existing applications do. t follow those same rules. Collusion [2], [3], [4], [5] may

such systems, peers earn points by providing their reSBUIGEe defined as the collaboration among two or more dishonest

and can then spend those points to obtain resources. Itatﬁsents aimed at:

easy to imagine a group of peers that collaborate lying abo
y 0 Imagi group of p ying o Subverting the system, e.g. by partitioning the overlay,

each other’s contribution: if only two peers claim that o h h h the diffusi ¢ malici tabl )
provided a service to the other, they can earn points androbta rough the difiusion of maliclous executables (viruses),
or the denial of service;

1gpecifically, agents are the selfish and rational particimthe protocol  © Unfairly gain advantage over/at the expense of the system
(see Nisan and Ronen[1]). or of the honest agents;

In any P2P system in which peers exchange services, we

can coarsely distinguish betwe&ionestor altruistic agents,

who behave according to the rules that the system enforces in
Her to ensure a global benefit, atidhonestagents, who do



« damage/isolate one (group of) honest peers, or behaves honestly and earns a good reputation for a firstdherio
o any combinations of the above. then starts negating the service. The motivation of a traito
According to the objective of colluders: the collectivesatth is unclear; still, as no collaboration with other misbenavi
try to create damage to the systems or to honest users car@®@nts occur, the traitor is not the object of our study. On
classified asnalicious colluderswhile the groups that try to the other hand, a mole or dormant colluder (also known as
gain unfair advantage can be classifiedsalish colluders ~ front pee) behaves honestly for a first period of time, then
starts colluding according to one of the schemes previously
discussed, and is therefore of interest to our survey.

1 0 Reputation systems oscillate around a trade-off. Given the
1 0 different flavours of collusion, by aggregating informatio
1 about trust values it is always possible to detect auta-eafal

circles of peers, but at the expense of a greater quantity of

information needed. An alternative to (subjective) repiata
(@) The colluders X, Y, and Z (b) The colluders X, Y, and z IS a central authority that controls the transactions anifies
provide a (false) good reputation misreport about the honest agent the actual exchange of services, but this usually requires a
to W (promotion of W) P

greater control overhead.

Fig. 1. Problem of misreport in reputation systems. The crelpresent  Using this principle, the micro-payment systems (MPSs)

colluding malicious agents; the hexagons represent homedgborative m] m] ] m] based on the circulation of a form of

agents. A report of 1 means the reporter received a good sewiite versa ’ ! ] ' . .

for 0 money (e.g., coins or tokens), are an alternative to rejpuatat
systems. A peer can request a service if he can afford it: a
transaction is defined as the provision of a service in exphan

@\ @& for money. Current solutions require a central authorityiol
0

® 1 ® we call broker, to produce the money and control its dis-
B O~ T O\ tribution. The solutions proposed deal with the problem of
27/ 0 -2 | O alleviating the load of the broker by moving it toward the
L O y Q/ involved peers. In fact, the overall computation performed
@ 1 @ 0 in the system may become heavy because of the presence
of cryptographic primitives (signature and public/prvdteys

(a) The colluders promote a group (b) The colluders misreport about generation)'
of defecting peers a group of honest agents In a MPS, collusion is harder to achieve with respect to
reputation systems. Colluders trying to disrupt the system
can try to attack the broker, that represents a single point
Two approaches are possible against collusion: reputati(dwa"ure’ but existing solutions can be used_to allewdugt
systems and micro-payments systems (MPS). kind of threat. On the other hand, a colluder interested & th
Reputation systems [6], [7], [8], [9], [10] are meant gFervice provided .by the systgm cannot earn money by falsely
provide a measure of the reliability and honesty of an ageﬁ{f"“m'ng he_prowded a service to another colluder, because
The higher the reputation of a peer, the less probable ihe transaqtlons are strictly controlled,' and the contrdity
will be part of any malicious threat, including maliciousS@" establish Whether a money/service exc_:hange occurred.
collaboration. Exchanges build reputation: for each watien COlluders can still try to forge money, but this strategy may
between two agents and g, wherep requests a service and?€ VEry expensive. Forging money is a powerful way to
q provides it, agenp expresses an evaluation of the servic%image, honest peers by buying services from them and paying
received, that can be binary (good or bad) or take on any r m with false money; these payments, ho""?"e“ are easily
value in a set, e.gl0, 1]. The reputation of a target agent istraceable by the b_ro!<er, _and the source can easily be kiaked o
computed by combining the evaluations of the agents who hggthe system. This implies that the reliability of such syss
a direct exchange with the target. Since the peers expgass%‘pends on how easy it is to create and manage new |dgnt|t|es:
the evaluation may be dishonest too, their reputation isl use® peetz)r e)IiC,IUdﬁd by the s;;stern can eﬁasny chﬁnge l%?bl.ﬂlftb. a
to weigh their evaluation about the target. The underlyin?f)mhe acklnt e system forging mo er]]‘/hent € credi ”tyl
assumption is that the history of the past interactionsdsesh O' the broker may be damaged and honest peers may lose
among agents. Under this assumption, colluders can bocist ef€7est in the service provided. Nonetheless, if secusity
other's reputation to easily obtain service from honestgeeVe!l-designed, forgery and change of identity are very hard
as illustrated in Fig. 1 and 2. to achieve, and MPSs can be considered tougher to attack for
Collusion as analyzed so far is only one form of thgClluders.
problem. Other types of misbehaviour in reputation systems
are simplified as_thé’ranor and theMole prob_lems; whlle_ the  21ne phenomenon of frequent, cheap (if not free) change oftititnis
traitor, however, is not a colluder, the mole is. In fact,aitar  known aswhitewashing

Fig. 2. Problem of group misreporting in reputation systems.



Other than reputation and micro-payment systems, ichas a forwarding capacity; and a receiving capacity;,
counter collusion attacks we can use the instruments pedvidvhile his actual provided and received bandwidth is denoted
by different fields. In fact, collusion spans over both cotepu as f; and ;. The cost and the benefit are expressed:;as
security and social-economic systems, and the most eféectand b;, respectively. With this notation, users are supposed to
solutions currently available make use of tools from bo#mar maximize a utility function that can be expressed as:
Interesting research approaches are given by game theory

and mechanism design, on one hand, and by Public Key ui(ris fis i) = bi(ri) — ci(fi, Fy)
Infrastructure, DHT-based overlays, and bandwidth puzate subject to : { ri < R;
the other. [i < F

Peers try to gain the maximum received bandwidth possible

and to minimize the cost of providing upload bandwidth. The

Let us examine now a first approach to making the useggpjisher, on his side, implements a taxation model in the
decisions influence the utility of the system. Unlike antifgym-

collqsion by design, this apprqach makes use of incentives f=maz(t-(r—Q),0)

to give the peers some benefit in exchange of their resources.

A good incentives system encourages cooperation fromiselfigheret is the marginal tax rate decided by the publisher(
peers. 1), andG is the dynamically computed demogrant, that is, the

A typical design method uses game theory[15], [1], [L6pandwidthf; that exceeds the received and is redistributed
By modeling the user’s behaviour through game theory it &venly to peers. Indeed, the cost that each peer incurs into
possible to enforce equilibria that will be followed becausdepends on the quantity of content he receives deprivedeof th
they are the most convenient choice for all the users. bonus given by the demogrant factor.

We proceed as follows: Section Ill-A shows some attempts To explain in which terms the received and forwarded
to incentivize peers towards cooperation, with a special dandwidth are adjusted, we briefly describe the streaming
tention to P2P streaming. In Section I1-B, we discuss sonmodel used by the system. Peers form a multiple-tree struc-
incentives techniques based on game theory, subsequeithed overlay, and the stream is divided into stripes that ar
analyzing a specialization of this approach known as meadfistributed along different trees formed by the peers them-
anism design (Sectidn I1I{C). In Section II}D we introduceselves. If a peer subscribes to a tree, he receives the ¢onten
reputation systems, specializing them in Section III-E, bylultiple Description Coding is used, i.e., the content oé th

I11. I NCENTIVES SYSTEMS

introducing the trust mechanisms to build reputation. stripes is divided in such a way that if a peer receives more
. . ] o stripes, the quality of the received stream improves. Wiiths
A. Incentives system in P2P streaming applications scheme, assuming unit increases, joiningees is equivalent

Peers in a streaming system can be incentivized to coopertaténcrease the received bandwidth bywhile the increase
in order to reach the goal of social welfare. Incentives ar# the forwarding capacity is achieved through increashmy t
given in return of some service provided, for example tHan-out of a node. The publisher has to control the access to
provision of upload bandwidth. However, while file-sharingrees to enforce his tax policy. The authors do not focus on
applications can benefit of simple mechanisms as tit-fdrow the publisher can achieve this control, or which kind of
tat, results exist that prove this approach poorly effectivpunishment is used to deter peers from misbehaving.
Chu, Chuang and Zhang [17] discuss the uniqueness of thdo evaluate the system, the authors simulate the taxation
case of P2P live streaming over the conventional file-sgarimechanism using a distributed algorithm. Unfortunatehg t
applications, in that commonly used tit-for-tat or bit-fmit results show that the overhead produced by the distributed
schemes are inefficient, because they strongly limit thefiien algorithm used to compute the fair tax values for all peers
that peers can derive from the application. As a concreate two times the normal overhead in which the system in-
example, let's consider the average peer which has an AD8lrs by just managing the overlay structure. The comparison
connection, and can thus benefit of a download bandwidth far terms of fairness proves the system to be effective, in
larger than their upload bandwidth. With a bit-for-bit sofes  that it strongly dominates the bit-for-bit strategy whereyse
it will receive a stream at the speed determined by its uploade heterogeneous (in terms of bandwidth resources), while
bandwidth, that is a waste of the larger download bandwidtveakly dominates it when peers are homogeneous. An ideal
this disincentivizes the peer’'s cooperation, making hiavée taxation scheme is used for comparison, created by assuming
the system or try to fool it. optimality of the social welfare. The idea of a taxation soke

The incentives system introduced by the authors, on tBhows the inherent uniqueness of streaming over file-garin
other hand, uses linear taxation to incentivize peers tpeeo applications, but the study does not address explicitly the
ation. To implement it, an entity (the publisher of the caoite problem of collusion.
is assumed to have the will and the means to enforce a paymeninother similar approach is presented by Liu et al.[18]. The
by the users. The users in fact incur a cost by providirauthors present a simple tit-for-tat scheme that favoup#ess
upload bandwidth, in order to receive a benefit, that can Heat directly contributed to the uploader. Unlike the siolioit
expressed in terms of received bandwidth. Formally, eaeh p&y Chu, Chuang and Zhang[17], however, the coding scheme



is layer-based rather than MDC-based. This means thatdayier other peers’ storage. lf wants to store a filet' in ¢, ¢
are ordered and have different importance, and that a highenecks ifp is under quota, then two entries are created:
order layer can not be used in the decoding process if ther) an entry inp’s remote list: 73
lower-order layers have not been received yet. 2) an entry ing's local list: (p, F)

The arc-hitecture in which_layers are distribute_d is _of type The main threat against this system is peelying about
mesh-pull. Peers request video chunks to their ne'gthLH% advertised capacity, claiming he can store locally more
according to their needs. To upload chunks, the sepver

ntai f h i iahb The i than he actually can, or lying about files stored remotely,
maintains a queue for each requesting neighbour. The Illmaemclaiming he stores remotely less files than he actually does.
consists in giving priority to the peers that contributedsino

¢ on the oth ide of th icati instead. t In particular, colluders can form a chain to hide an imbatanc
0 p. N he ofher side of the communication, nstead, rbeetween offered and used quota by a misbehaving peer, that
receiverq maintains a data structure, the buffer map, to ke

. “®%Re authors identify as theheating anchar
track of the chunks requested but not received yet, availabl Attacks are prevented by using random auditing on top of

?Lﬁtenoeterfqriesfdtsyitﬁ ?]r:g Zzgg:gi b Ltj(t) ?ﬁ:ezlaﬁgrﬁ;‘;lisygﬁonymized communication. } is storing a fileF for peer
peerq reques u N9 P "z, he can queryr about his remote list. In an anonymous

1) the Ia_yer.mdex_: In a given instant of time, a lower-ordel,  m nication situation, sincecannot know who is auditing
layer is given higher priority than the higher-order Iayerﬁim’ he cannot know which file he can lie about, by hiding the
2) the playback deadline: the layers of closer deadline fap .o onding entry in the remote list. In fact,i§ remote
the playback are given higher priority than the farthq[st maliciously lacks the presence &f (x tries to increase
ones . L his under-quota situation by claiming he is using less space
3) the number of duplicates: the prlorlty IS glven_to the than he actually uses), can delete it from his local storage,
rarest chunk among those available at the ne'ghbour%ecausa: is not paying for the storage anymore. The operation

The receiver also selects the neighbour to which forwagd 5,diting a node that a peer has a storing relationship with
the request for each chunk. The selection is based on ;angjiednormal auditing

estimation of the download time made by the receiver. Sincey giscover collusion and chains of cheating, in theory, it

the estimation might not be accurate, the receiver also_ssqui necessary to walk the chain up to its originating cheating
probing requests, that are served after the regular resirest,nhor put this is computationally expensive if the system
case any bandwidth is available at the servers side. s composed of thousands of peers. For this reason, other
The authors present results obtained through simulation,f, -+ normal auditing, peers are required to perforraraiom

order to prove their system’s resilience to free-ridingn&la- auditing on a randomly chosen peer in the P2P system, not
tion results prove that layered ching gives highgr perﬁqme necessarily they are having a relationship with. The asgthor
than MDC. Furthermore, .free—nders are eﬁectlvgly diseou, . ove that with high probability all the peers in the system
aged because they receive a poor video quality. A_Ithou&pe subject to audit, including the cheating anchor. Sihee t
the problem of collusion, however, receives no attentibe, tusage file is digitally signed, the misbehaviour of the cingat

results suggest an effective way of punishing misbehaviolfe is clearly certified by himself. Peer can ask the system
which is general enough to be applied as deterrent agaifistyict the misbehaving peer.

colluders.
Ngan, Wallach and Druschel [19] examine a research pmB- Game theory approach
totype based on incentives provided by a barter system in
totally decentralized way (no central authority). Peers e
system to manage storage quotas in such a way that e
peer receives space remotely when he provides space to sg?r

others’ files. The attack scenarios consider the presence_Q responding strategies, allowing the protocol desigioer

collusion and compare the performance of the system wh how when a player does have advantages in obeying the rules
colluders are present or totally absent. The authors assumeg . protocol, and when he does not. In this Section, we

ﬂ:ﬁt the coII;JdIertstsre a m'rt'ﬁ”_ty’ and ca_r:hev?n f:ry_ to b”bc mpare different approaches to the design of efficient-peer
Other peers 1o fet them use heir space without 0 erIngGSp%—peer protocols, where peers have utility in following th

in exchange. S S
The design of the incentives system is based on the concE,E)c{tOCOI’ highlighting the possibility of further study wtever

. - ; . .“the presence of colluders is not tackled explicitly.
of random audits and altruistic punishment. A public key in- . :
. . . Buragohain, Agrawal, and Suri [20] analyze a resource-
frastructure is assumed to exist. Each peewns ausage file

- ) o - ! sharing application and characterize the behaviour ofsegsu
digitally signed with his private key, containing the adised ‘with a game theory approach. They study the existence of

capgcﬂy provided to store other peers' files, a Ipcal I'.th.W' equilibria that can allow the system designers to build fistel
the files stored locally for others, and a remote list cotinain . C ;
éesment application. Peers are assumed rational antegica

information aboup’s files stored remotely. The peer can stor
his flle.S \_Nhenever he isnder quota that is, his aQVemsed 3The underlying P2P quota application makes it possible to dimavhich
capacity is smaller than the storage he’s consuming regnoteeker the file is remotely stored.

dGame theory offers powerful tools to model environments
where autonomous agents, the players (peers, in our case),
at the maximization of a utility function. The concept
quilibrium effectively describes selfish behaviours sime



that is, they want to maximize their utility and can choosmining the syste@ Forb = b., only one solutionl} = d5 =1
actions to influence the system. The strategy of a peer, & thi> b., then two solutions exist, an unstable one and a stable
setting, is the level of his contribution, that is, a peer camne. We can think about the first solution as the equilibrium
decide how much contribute. that is reached when the users’ contribution is so low that
D; denotes the level of contribution for peerD can be a new peer would not gain any advantage in joining the
anything meaningful in the application context: for exaeph system, because his cost would overcome the benefit. The
a file-sharing application, it can be the disk space shared; i stable equilibrium is reached when a peer iteratively adjus
streaming system, it can be the dimension of the buffer map.ds strategy in response to the actions of other peers, until
peer: incurs a unit cost; when he contributes a resource. If a&onvergence. This equilibrium is stable because no peeldwou
peer contributed;, the total cost is; D;, and we can expressgain any more benefit by deviating from it (contributing less
the contribution in a normalized form as followd; = gé. more resources) after reaching it. Fr players, by analogy
The designer wants peers to contribute at lelast the system to be solved to find the optimal strategy becomes:
Peers get a benefit by joining the system, which should = \/b(N — 1)d* — 1.
be so high as to compensate the cost they incur. A matrixThe homogeneous case is not realistic, but is used as a
B = {B,;} describes the benefit that peereceives from model for comparison. Assuming heterogeneous peers,ghat i
peer;’s contribution. To obtain the benefit, the péeequests a benefit matrix with generis;;, the set of equations to solve
a resource to pegr, who provides it according to a probabilityjs 4» — 2,; bijd; — 1, for eachi. Solving such system is

distribution p(d;), that depends on the contr|but|on prov'deqnfeasmle thus the authors use an iterative learningritigo
by i. The authors choose the forpid) = 1+d“’ with a > 0, to find a solution. In this algorithm, all peers start with dam
but any monotonically increasing function can provide SaChcontributions; then, in each successive step, each peestad;

probability. _ o his contribution according to the other peers’ strategy. Whe
By combining costs and benefits, a peetecides whether o a1q0rithm converges, a Nash equilibrium is found.
to join the system or not. The utility function describes the The results of the study are mainly meant to address the
way costs and benefits are related: it has the form: selfish free-riders, that in such equilibria would not have a
U; = —¢; D; + p(d;) Z Bi;D; reason not to cont_rlbl_Jte resources in exchange for what they
receive. The security issues, however, are neglected. @& p
) ) U, are assumed to be trustworthy and not malicious, and thus
or, in a normalized formy; = 55~ = —d; +p(di) >_; bijd;,  to correctly report about their contribution level. The hars
where Dy is a normalization constant. The first term is th&dmit the need for an audit mechanism to verify the reports

joining cost, and the second the total expected benefit. As ygm the peers, but no actual implementation rule is desdrib
see, this expected utility (foi) is the sum of the resourcesj, detail.

provided (-d;) and the product of three elements: Feldmanet al. propose a model of the peers’ interac-
1) what other peers contribute to the systefy)( tions based on the generalized prisoner's dilemma/(PD[22])
2) how important their contributions are iq(b;;), One of the two players is identified as a client, who consumes
3) and the probability thatwill manage to get his requestsa service offered by the second, a server, who offers it. The
satisfied p(d;)). server can untraceably refuse to provide the service,the.,

Given this model, the authors analyze the existence of Naglayer who does not receive the service can not know who
equilibria, that characterize the social environments rehedenied it. A basic assumption is the lack of any centralized
the optimal strategy chosen by a peer is stable, that is, #igst or control. The study shows that the manipulation of
unilateral deviation from it can produce a higher benefitsti the typical payoff matrix used in the formulation of the PD
a homogeneous setting is studied. In this scenario, eaah pe@blem can be used to adapt the game to the P2P systems.
gains the same benefit from all the others, itg;,= b. The The matrix must satisfy the following requirements:

utility functions all have the form: = —d + p(d)(N — 1)bd, 1) The mutual cooperation leads to better payoff than

so the game can be studied as a 2-player game: mutual defection;
2) The mutual cooperation leads to higher payoff than the
= —dy + by2dap(d = —dy + ba1d1p(ds). .
“ 1+ bizdap(diJuz 2+ bardip(da) case when the two players behave differently from each
This setting is known a3ournot duopoly which has a well- other (one defects and one cooperates);
known Nash equilibrium described by: 3) Defection dominates cooperation at the individual level
. - y - i.e., the single player gets a better payoff by behaving
dy = V/bi2d3 — 1dy = /bardf — 1 selfishly, even though the whole system does not.
assuminga = 1 in the probability function of requestsThe scenario in which these assumptions hold is also called
acceptance. The system can be solvedias= (b/2 — 1) = social dilemmzecause the individual earns more by defecting
(b/2—1)2—1. than by cooperating, while the system as a whole has a

A solution to this equation exists #f> 4. We defineb, = 4
as a threshold under which the peer finds no advantage ifFor generaky, b. = 4/a.



better global payoff when everybody cooperate. The playerechanism and a shared history of the service, the system
are assumed to be homogeneous, that is, they all have $bales to large populations and is resilient to turnover and
same resources and can provide the same services, but thgymmetry of interests The server selection mechanisis
availability is not always guaranteed. The clients are &gl based on the use of two fixed-length lists, one for the served
to always cooperate because they incur no costs whether theg one for the server players. The client picks uniformly
cooperate or defect. at random from one of the two lists whenever he has to
The authors simulate different scenarios generated by mattoose a server to interact with, thus increasing the pibityab
ifying the behaviour of groups of peers and studying ther a peer who previously received a service to reciprocate.
effect of those modifications against the incentives meishan However, this strategy alone does not scale well to large
proposed. The simulations are divided in rounds, in each pdpulations, and is ineffective against high turnovergaiée
which every player requests and is requested a service in eabared historymechanism makes all the peers aware of the
round. At the end of a round, a player can behave in foprevious behaviour of all the other peers, thus increadieg t

ways: reliability of the reciprocative scheme; on the other haihd,
1) mutate (switch to a randomly chosen strategy), is hard to implement in a completely distributed system (a
2) learn (switch to a more convenient strategy), task usually accomplished through DHT-based storage)jtand
3) suffer turnover (log off of the system and be replacegf®ates the possibility for the peers to lie about the repbrt

by another peer), history, thus opening the possibility to collusion.

4) keep her strategy. A

A traitor is defined as a player who switches strategy, but Q

keeps identity. The different percentage of nodes follgwin 20

these basic behaviours determine the differences in the sce

narios.

30
To implement the learning process of a peer, any strategy 0/ \
is assigned a rating, given by the ratio between two moving B
averages:
MovAvg(s; * age) 10 0
100
10

MovAvg(age)

wheres; is the i-th player’s strategy’s payoff, andge is the
number of rounds he used that strategy for. The interpogtati
of the ratio is the following: it normalizes the payoff of a
strategy through a time window (implemented by the movingFig. 3. Example of collusion and how the Maxflow algorithm fegfit
average), then weighs it with respect to the previous hjstor
The switch to another strategy occurs with a probability To fight the collusion phenomenon, a maxflow
proportional to the difference between the currently usedgorithm([23], [24] is introduced that allows the Recipatize
strategy’s rating and the highest rated strategy’s. function to compute a subjective reputation of a node. In
The main contribution of the paper is the introductiogontrast to an objective reputation, a subjective reputati
of a decision function namedReciprocative according to does not use a global knowledge of how much peer agree
which a peer decides whether to serve a request or nom. the trust of each other peer in the system: in particular,
A decision functiontakes a Boolean decision (cooperate dhe maxflow algorithmoperates on a portion of a digraph to
do not cooperate) according to a history. In particular, tigive a value to the paths that may exist between the client
Reciprocative function is based on a measure of the gemgrogind the server. The digraph is built in the following way (see
of peers, defined as the ratio between what they provifg. [3): the vertices are the peers, the edges represent the
and what they consume, normalized by dividing the servegervice a client requested to a server, while the weights are
generosity and the client’s: then the probability to serve the reports about the service that the source (client) vedei
request is proportional to theormalized generositpetween from the sink (the server). The maxflow algorithm computes
the client and the server. The need for a normalized gerngroghe path between the node calculating the reputation and the
arises as in some circumstances the authors found out thatide under examination. In Figl 3 the node A finds a flow of
Reciprocative peers may find themselves to have consunegpacity O towards the node B because, even if the colluding
more than they contributed: in this case, if the Reciproeatinodes (indicated with a C letter) report that B helped them,
function used the generosity function, the decision wheththe node whom A trusts has never dealt with B, thus it
to help the client or not would have been negative with higs correctly identified as not trustworthy. The subjective

probability, so the reciprocative peers would become digfec
to each other. 5The asymmetry of interests occurs when a server player whajisgested

The Reci ti f fi is t di b f si of a service does not know that the requesting client hasedeother peers
e Reciprocative function Is tested in a number o SIMAan her, thus effectively collaborating inside the systermnot directly with

ulations, whose results show that by using a server sefectie server herself.




reputation of the player B perceived by player A is:

. { mazx flow(j,1) 1}

mazx flow(i,j)’

strategy, with positive results over the fixed strategiejl u
the turnover is under the rate @0~3. Finally, the problem
of the traitors is addressed. thaitor is a peer who earns a
good reputation and then start defecting (i.e., negatingcs

The drawback of Maxflow is its cost in terms of running timeto other nodes. It is shown that traitors are disruptive Far t
which isO(V?3); however, the authors use a truncated versigystem whenever a long-term history is kept, while by using
of the algorithm which presents good properties of scatgpil a shorter-term history the effects of good reputation asiiyea

though in some cases no flow is found even if it exists.

Type of misre-
port

Effect

Comments

No service re-
ceived

Lower reputation of the
server

Expensive (the liar must
provide service before
lying effectively)

Service Increase reputation of Expensive

received the server (Collusion)

Service Increase own reputation Minimized by the struc-

provided ture of Maxflow (the
closest entity is trusted
more)

Service not pro-| No benefit Ineffective

vided

TABLE |

SYNOPSIS OF THE TYPES OF FALSE REPORTS

[ Problem | Solution | Comments ]
Reputation Reciprocative decision | Shared history opens
function the possibility to collu-
sion
Collusion Maxflow accuracy Vs. running
time
Mole - Expensive strategy fo

the mole, thus not used
for long

False reports

Trust the closest pee
more

Expensive strategy

Whitewashing

Adaptive stranger pol-
icy

Trade-off (Being stingy
with all newcomers dis-
courages new contrib
utors); ineffective for
high turnover rates

Traitor

Short-term history

Trade-off (Long history

creates more stable rep-

utation but proves inef-
fective)

TABLE I

PROBLEMS ADDRESSED INFELDMAN et al.[21]

removed without destabilizing the system. A resume of the
main results of this paper is shown in Tab. II.

Morselli, Katz and Bhattacharjee [25] propose a game-
theoretic framework to analyze the robustness of a trust-
inference protocol, that is, where the interaction betwmsesrs
is directed by the trust they have in each other. Without
focusing on a single protocol, they give a notion of robussne
in a strong adversarial model, in the absence of a central
authority, that can be used to analyze a protocol and to
compare different incentives systﬁ‘ns

Let IT be the protocol that honest peers obey to, and
malicious peers do not. The protocol describes the way isust
computed and assigned to each peer, and the actions that peer
perform according to the trust values. The adversdrgknows
the details of the protocol, can see every message exchanged
between any two peers, and can interfere with the protocol by
sending messages.

The peers are identified through pseudonyms. The
pseudonyms are distinct, easy to create, but cannot be used
by an adversary to impersonate an honest peer. The adversary
can use four oracles, that are functions that simulate higpo
of manipulating the interactions and provide a worst-case f
the analysis:

1) NewUser : Create an honest user, whom knows of.
Through this oracled controls the size of the network;
Honest Pl ay(i, j): Makei andj (honest peers) play
a game. Through this oracled controls the trading
partner of the honest peer;
Play(i, id, action): Play a game betweenl
(identified byid) andi. A plays action, while i plays
according tolT;
Send(i, id, nessage):
message from A’s id to useri.
The interactions between peers are described through a pay-
off matrix typical of a classical Prisoner’s Dilemfyavhich

2)
3)
4)

Send a message

The paper then addresses the mole problem, false repdit§ans that the best strategy (highest payoff) for each playe
zero-cost identities and traitors. The system can notyrealf {0 defect instead of cooperating. The authors, howewer, d
address the problem ofraole i.e., a peer who earns a good'©t explicitly limit the choice of the game.

reputation and then starts colluding; however, the autsioosv

The robustness of the protocol helps understanding whether

that the mole’s strategy is expensive because it takes ug8howing the protocol is the best strategy for the adversar
itself the cost of providing the service, which turns out to b10 model robustnessd is assumed to have the capability
an ineffective strategy and is rapidly abandoned. An amaleg t©© Perform a limited number of contemporary actions: in
solution is discussed about false reports of a peer about dgfticular, he stores an integer timestamp 0 for each action
other peer (see Tab.l): in particular, it is demonstrateat tfh€ performs, and the model assumes a limit to the number
the false reports are expensive to produce because require a

gOOd reputation, to obtain which it is necessary to invest inGAn important consideration is that incentives are meant tooerage

selfish peers, whereas the malicious ones have to be coubtentder means,

providing services. The problem of whitewashing caused Ryyre related to security.
the zero-cost identity mechanisms is addressed by an adapti “See AppendixA.



of new user created at the same time by usNeywser, slightly different in case of streaming applications. Irctfa
and a limit to the number of simultaneous interactions egata peer can join a stream in every moment, but he is not
by invoking Pl ay. The protocol is run normally up to theinterested on packets appeared before his join. In this, case
time when the adversary decides to perform an action, afdis substituted withmp, wherem is the number of rounds

A can engage more users without giving them the chanceth® peer has sojourned in the system, anid the multicast
interact (according to the protocol) in the meanwhile. Inest rate from the source.

words, we can suppose thatis followed by honest peers, and The central (logical) serve¥ builds an overlay that connects
then, at timet, everything stops, andl interacts with more the peers. The overlay is required to satisfy strong coimssra
peers at the same time. After the simultaneous interactido,bound the delay of messages and to grant the existence of
the honest peers can keep on interacting normally (until the equilibrium of the strategies: in particular, all nodeséto

next A’s action). Now, each time he plays tf# ay oracle, have exactly: neighbours. The diffusion of packets is based on
the adversary increases his utility of an amodht, where gossip: every round, each node exchanges information tgith i

0 < 1 is adiscount factorand . is the payoff given by the neighbour about the packets received, and provides theefsack
payoff matrix defined above. The discount factor models thequested. Each node keeps a balance between himself and
decrease in utility as a result of playing later in timgs goal each of his neighbours between what it provides and what
is to maximize his utility. For this reason, the protoddlis the neighbour provides him in terms of packets. The balance
robustif A maximizes his utility by obeying to it. should never fall below a thresh8ldif a peer does not own

In this framework, a protocol can satisfy additional desirea sufficient number of packets, he asks the source to provide
properties. Theexpected utility that is, the utility everyone packets on its behalf, and pays a fee in terméire packets,
receives when everyone obeys the protocol, should be mae-, dummy packets which do not contribute to their balance
imized. A protocol is moreover required to lefficientin  but waste their resource (and the network’s). In these cases
the usage of network resources (for instance, by limitirg tlthe sourceS is said to behave as amulated nodelt is clear
number of overhead messages), and specifically efficiehiein that it is not in the interest of the peer to ask the help of
policy it uses with newcomers. Finally, it is desirable tha the source; on the other hand, the frequency of such situatio
protocol be resistant to faults, in particular that it kedys may limit the scalability of the system for the load the seurc
robustness when faults occur. incurs in.

With these properties in mind, a designer can prove hisin each round, a peer is requested to send and receive
protocol to satisfy formal requirements and compare it withackets. A peer who wants to minimize his cost decides to pay,
existing protocols. The authors, however, do not provide &mterms of fine packets, rather than fall below the threshold
example of a protocol which is robust and at the same tinaad misbehave. In fact, if a peer does not receive gossip
admits the presence of colluders, even if the framework\allo messages, nor requests for packets from one of his neighbour
modeling malicious/selfish coalitions. he assumes the neighbour is misbehaving, and he cuts the

Keidar, Melamed and Orda [26] design a peer-to-peeverlay link toward him and asks the server to replace it. The
system that counter freeloaders by modeling the advetsapanishment for misbehaviour, thus, is the irreversibletsmn
environment as a non-cooperative game for which an equilitsem the system. It is not completely clear, however, whethe
rium is devised that ensures all the participants will regeithe peer can reconnect by using another identity. Since no
all the content (content distribution) or the content proghl reputation mechanism is used, a user evicted from the system
from their arrival into the system onwards (streaming). can just rejoin with another identity. This strategy, hoesvs

A single serverS distributes a numbeP of data packets to ineffective in streaming applications, where being eddtem
N peersp packets per unit of time. A node is assumed to haibe system, even for a few seconds, substantially degraees t
sufficient upload bandwidth to sepdk (plus a small constant) quality of the user experience.
packets per unit of time to each of hisneighbours. TheV The authors prove that if all the nodes choose strongly
peers are assumed to be non-cooperative. Among the semtegbminant strategies in the set of POSs, then

they can decide to follow, the authors describe the pragerti 1) All nodes have an initial set df neighbours

of the Protocol-Obedient StrategiePOSs), which are the  2) All nodes keep their neighbours until the end of the
strategies that follow the protocol and define the number of  multicast session

connections and the traffic flowing in them. Users endeawur t 3) All nodes receive all the packets

maximize their utility, by using strongly dominant sta&% |, narticular, no unilateral deviation from such dominant
that is, strategl'es that Incur the minimum cost f‘?f any OdEIOI%’[rategy gives the peer a greater utility (lower cost), de th
of other peers’ strategies. The cost function usdries to is proved to be an equilibrium. This theorem, however, is

minimize has the form: proved for the static setting, where no joins or leaves occur
{ oo ifing < P The basic assumptions are that most users use a POS because

Ci(s1, 52,5 8N) = out; if in; =P they do not have the technical skill to hack the applicatiam,

wherein;, out; are the number of packets received and sentsrhe threshold is conceptually similar to the imbalance ratiscribed in
respectively, and; is the strategy of peeir. This function is Li et al. [27].
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refrain from installing hacked applications. It is alsowased time take advantage of the randomness to implement
that no out-of-channel communication occurs among users: robustness against faulty nodes);
the results found by the authors depend on the substantia) Exchange buffer maps (histories) to decide exactly

isolation of users. For this reason, the system cannot begro which chunks exchange according to what a peer owns

to be collusion-resistant (nor was collusion-resilienakesign and what the partner owns;

objective). In particular, no malicious peer is assumed. 3) Exchange encrypted chunkisrigfcasey plus a signed
Eventually, the authors describe a dynamic setting with joi promisemessage that matches the briefcase content. The

and leave operations. promise may be used as a Proof of Misbehaviour if the
Li et al.[27] design a system that encourages collaboration  briefcase contains garbage. A peer accused with a POM

by delaying the benefit until reciprocation is fulfilled (kpn is evicted from the system.

service maturation). The authors implement a video stregmi  4) Eventually, upon checking briefcase and promise and

application, that enforces approximatedNash equilibrium, finding them matching, the peer sends the decryption

described by a parameter While obtaining a perfect Nash key to the partner.

equilibrium may be very hard or even impossible, due to The pasic protocol is robust against the presence of faulty
computational complexity problems related to the distébu nodes, but suffers from unacceptable penalty in performanc
nature of the system and to the interactions among its userso address this issue, the authors plug into the basic mbtoc
approximated Nash equilibrium is computationally accefeta 3 set of improvements. First of all, peers reserve trades one
and can still provide the desired quality of service, desflie  gund before performing them, in order to organize the con-
presence of both rational and Byzantine players. nections with partners and limit a probable excess of regues
The system involves three types of entity. First, a solfcengdes are instructed to refrain from asking for the same
generateg” new chunks in each round, and distributes them Fﬁissing chunks to more than one partner, thus optimizing the
a small fraction of peers. Each chunk has an expiration daifatwork load; an appropriate chunk selection mechanism and
after which it becomes useless (adds no utility to the régiv ine ysage of erasure codes techniques ensure the mininizati
peer). Second, a tracker keeps track of the participants gy|osses. A further improvement includes a tolerance in the
storing their identities (public keys): each user intezdsh the jnpalance between the quantity of data uploaded and down-
stream asks to join to the tracker. Third, the peers pa#eip |paded, in order to give disadvantaged peers the posgibiiit
to the stream in order to get the benefit of watching the streagiiain the stream even though uploading slightly less chunk
Each peer delivers” chunks in a round; if this does nota getection module monitors the exchange of chunks and
happen, then a loss occurred and the video quality degradggygests a node to initiate more trades in a round to catch up
The goal of the system is to minimize the number of roundgith missing chunks and recover quality of service. Evelyua
where the quality degrades, or, to keep high and constant f1&yrther improved partner selection algorithm deals with
continuity index as defined in [28]. _ newcomers and alleviates the load on older participants by
The authors model the adversary according to the BARynding the possible partner choices of newcomers to a
assumption, where the acronym stands as a reminder ¢gf5jier subset of the entire participant set.
the three kinds of interacting players in the network, i.e., The system gains in performance, but, what is more impor-
they assume the presence and interaction of altruistic ('ﬁnt, it can be proved to enforce arNash equilibrium. Let's
Byzantine (B), and rational players (R). The latter purSuge now how the authors analyze the equilibrium and how
the maximization of a utility fungtion that can be expresseg o analysis affects the design of the protocol. The startin
asu = (1 —j)B — ww wherej is the average number of ,sint s the consideration that the equilibrium enforcectiey
discontinuities,3 is the benefit obtained when a continuougystem is not valid in every round, that is, a peer may gain
stream is receivedy is the used upload bandwidth (in kbps)yore by deviating. Let's consider the optimal strategy dred t
andr; is the cost of 1 kbps upload bandwidth. We can interprg;i”ty that comes out of it, that can be expressedugsWe
the utility as the number of continuous rounds (without&s3s ¢4, "describe the relative advantage of the optimal cheating

minus th_e (_:ost .in terms of upload bandwidth.In su_ch S?ttingbrategy over the strategy the obeys the protocol (that we ca
a e-equilibrium is a steady state where peers deviate if they) u,) as follows:

expect a utility increase of a facter

To reach the design goal, the authors design a basic gossip- e = % =
based protocol to ensure robustness against up to a fraction (J‘(ﬂf;ﬁgff{;:’)” =
of Byzantine players, and then augment it with a number T2 +(1-b)
of improvements to increase the performances. The basic c—1

protocol comprises four phases. Let's suppose that theesowyhereb is a fraction § < 1) of the bandwidth used to run
sends both chunks and a linear digest that can be used to prigie protocol (that can be lower-bounded). In steady state,
the chunks authenticity in each round. In each round, thespeghe user has to upload at leastin,ps = (%], with a
follow these four phases: corresponding cost afost = v + min,ps x p. The parameter

1) Select a partner using a verifiable pseudo-random al-represents the fixed cost of a trade in kbps, whils the

gorithm (to avoid malicious selection, and at the saniacrease in cost for each chunk uploaded; finallyeded is
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the number of chunks a peer needs in each round. To find the peer has higher incentive to start volunteering.
equilibrium, we can solve for with the objectives = 0.1: Given this model, the authors analyze two types of scenario,
we find that this is an equilibrium if the rational peer valueSybil attacks and Collusion, finding out that there is an over
the stream at least 3.36 times more than his cost in bits. lapping between them in some cases. A sybilling agentare.,
The system is proved to be robust against 10% of Byzaagent that controls Sybils, can be effectively discourdgeah
tine peers, and resilient against selfish behaviour. Long teSybil behaviour by making him pay a cost for each identity
strategies performed by malicious colluding peers, howevée creates. The authors observe that the Sybil threat is more
are not considered explicitly and their study is put off as effective on the system’s utility when the number of sybdi
future work. agents increase, thus arguing that the designers have to find
Kash, Friedman, and Halpern [29] offer an alternativa method to stop the phenomenon in the early stages of the
vision of collusion and Sybil attacks, where the formatidn csystem’s operations. The conclusion is somehow surprising
coalitions, be them formed by rational users or by mock usdrecause there are situations where the presence of Sybil
(as is the case for Sybil agents), can have a positive effect@gents is beneficial to the system. This can be explained by

the system’s overall welfare. considering that the social welfare almost coincides whid t
number of requests satisfied. The sybilling agents havela hig
T  set of types chance to satisfy requests, thus they tend to have léwgrey
f: _fraction of nodes with type earn more, so they are less greedy, too), thus leaving place
m  average money per agent

to the competition among fewer honest nodes. In particular,
if we call p. the probability of earning 1$ when providing
a service, ang, the probability of spending 1$ as there is
an agent willing to satisfy this agent’s request, then $yigjl
Qorovides a net gain to the attacker when< p,, and a loss
otherwise: the longer the distance between the two quesititi
the more the gain or loss, respectively. This can be exmdaine

TABLE Il
PARAMETERS THAT DESCRIBE THE MODEL USED BYKASH et al.[29

The system is modeled with agents, each of which can as
for a service and provide it, if he has enough capabilitiése T

system is described as a tuglg, f, n, m), whose components S . . . "
: . 1 . . by considering that with a cost for the creation of identitie
are explained in Tab. lll. A standard agent is describecuigino creating an identity is profitable if the need for earnipg)(s

a tuplet = (at, B, %, 01, pr, x¢) (see Tab. IV). The prices fOr ar less than the spending capabilipg ). With these premises,
services are assumed to be fixed and normalized to 1$, tlat i . i
e authors prove a theorem according to which, by carefully

service provided by agentio agentj costs 1$ toj and makes manipulating the quantity of money present in the system

1 earn the same amount of money. An important assumptionétsbiI attacks can be effectively countered. keepinahiah
that the random variables that model the behaviour of agen% y » Keepmghign
nough for honest peers to have advantage in staying in the

in coalitions are correlated, thus the authors cannot use
concept of entropy to measure the difference among theﬁ){Stem'
The simulation results show that when the valuerofoes

but they have to_ use th? concept miative e’?”".py' _that ver a threshold, the system crashes. Without Sybils;an
measures the weighted distance among the distributioress. . )
e increased up to a value of 10.5 before the system crashes;

3gents value the exchange of services with the same vaiuat\;v%en Sybils are present, this value decreases- 9.5).

. . . . This means that settingn without considering the presen
The agent's strategy consists in the simple choice of S means that Seting: out considering the presence

. : o Sybils can take the system to crash, clearly unveiling the
thresholdk, below which he starts volunteering to earn money, . ) . .
It can be interpreted as the greed of the agent: i high, Ixistence of a trade-off between efficiency (highe) and

stability (lessm).

Collusion, as said above, can overlap with the Sybil attack
[ ]| Definition [ Interpretation | whenever colluders pass off a request to another member of
a; || Cost of satisfying the request Amount of resources provided the coalition. The authors model the collusion as the piEsen
B: || Pr{Agent can satisfy the re; The Agent has the same type of the of coalitions inside which money and resources are shared,

quest request and the required resources .
Yt Utility gained from the agent| Benefit received without consider- thus assuming away the presen.ce of more types for the ageljts.
when his request is satisfied ing costs To separate the study of collusion from the problem of Sybil
5 || Discount rate Peer’s patience: The more patiende, agents, they also assume that a colluder accepts a requerst wh

the more the utllity got in the next o can directly satisfy it. The advantage in colluding ist tha
round will be similar (in amount)

to the same utility received in thisg When a peer does not have money to request a service (and
_ round _ only in this case), the members of the coalition volunteer.
p:_|| Service request rate A peer's need for service Moreover, all the request that can be satisfied inside the

Xt Pr{being chosen to give sert If more peers volunteer to offer the¢ . . . L .
vice | the agent is capable of service, they are chosen according COalition are indeed satisfied by another colluder. As the si

satisfying the requet to this probability distribution of the coalition grows up, there is less and less need to send
TABLE IV requests outside it. This situation has clear advantagethdo
MODEL OF THE AGENTS INKASH et al.[29] members of the coalition; it is clear, however, that othem-no

colluding agents with low,. have less chances to earn money
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because most requests from the colluders will be satisfied?) An output requirementy € F' that minimizesg, or an
inside to the group. The authors obtain results similar @ th approximation.
case of Sybil agents, showing that the system benefits whenthe context of an optimization problem, we can describe
the number of colluders is in a certain range, but that wheime concept ofmechanismA mechanismm = (o,p) must
the second extreme of the interval is overcome, the systessure the required output when agents behave selfishly. It
becomes unstable until it eventually crashes. defines payments for each agent, depending on the strategy
The collusion can also be encouraged to provide a logmey used. Particularly, the mechanism defines the possible
service: a member of the coalition without money can ask t@tions that each agenican perform as a set? from which
borrow some from another member. This mechanism, howevagenti chooses his strategy’. An output function has the
is particularly sensitive to whitewashing, where agenangfe form: o(a!...a"), that s, it depends on the choices of agents.
identity to escape debts, and its design represents an op@e payments are assigned according to the chosen stsategie
guestion for research. in the form of a vectorp(al...a"),Vi. As conventional
C. Mechanism Design in game theory, we define the vectar as the vectora
' without the component related to ageniWith this notation,
Mechanism design (along with Algorithmic Mechanismy mechanism can be designed widbminant strategiesf:
Design, or AMD, and Distributed AMD, or DAMD)/ [1], (1) Vi, ' it existsa’ € A’ (dominant) such thata—?, ' the
[30], has a strict dependence on game theory, whighechanism maximizess utility, and (2) Va = (a'...a"),
has been used as a modeling tool for the construction @ outputo(a) satisfies the specification. A mechanism is
incentive systems. The characteristics of systems mOdel%ly—time computable when the outputs and the payments are
using mechanism design is that they rely on the system i“r&fmputable in polynomial time.
structure to discourage and combat collusion, that is, theThe optimization problems, as they are formulated above,
system directly enforces fair behaviours. create a wide spectrum of cases. To further restrict theysisal
Mechanism design (MD) is the discipline that tries to inducge authors use the revelation principle: If there existealma-
a behaviour onto selfish agents by designing the paymeRigm that implements a problem with dominant strategies th
and the punishments for good and bad behaviour, respectivghere exists a truthful implementation as well. If the retien
Formally, we haven agents having aype each, denoted as principle holds, we can concentrate the analysis on truthfu
t' € T" for agenti. The type is a privately known input, implementations.
while the other information is publicly known. A mechanism A particularly useful class of truthful implementation is
design problem is composed of an output specification, thaiown as Vickrey-Groves-Clarke (VGC). VGC can be applied
mapst = t'..t" — o € O, whereO is the set of allowed to maximization problems where the objective function is
outputs, and a set of utility functions for the agents. Ada® given by the sum of the valuations from all the agents.
to his typet’, each agent gives a value, calledluation to  The problem, however, is that VGC mechanisms are often
any output, in the form(¢', o). The utility can be expressedintractable, through optimal. This requires the use of appr
as the sum of the number of currency units assigned by tiagated solutions.
mechanism to the agent’}, plus his valuation of the output:  To show an example of the approximated approach, the
wl = pi 4+ vi(t, 0) authors describe the classical task allocation problem and
’ find an approximated algorithm for a special sub-case by
This last form of the utility function is known as quasi-lare using AMD techniques. The task allocation problem can be
Mechanism design is an economic theory, but it can hiescribed in terms of MD as follows: We want to assign
combined with tools from the computer science, like approxi: tasks ton agents. The type of each agentis t; the
mation, and a particular concern about computationaldglalet minimum time thati needs to perform task. The feasible
ity. An overview of Algorithmic Mechanism Design with anoutputs are the partitions = (z'...2"), wherex’ is the
example application is provided by Nisan and Ronen[1]. Thet of tasks assigned to ageintand the objective function
authors describe MD optimization theory, and then intreduds g(z,t) = max; Y, t;. Each agent gives a valuation

. R . J°
the Vickrey-Groves-Clarke mechanisms that prove useful to(z, ') = —> e 1% i€, the opposite of the total time

solve many algorithm mechanism design problems. At thipent to execute the tasks in the sétFirst, the authors find
point, they focus on a specific case study, i.e., a task séihgdu an upper bound by defining a mechanism where each task is
problem, introducing the concept of randomized mechanisgssigned to the agent that can execute it in the least tinge, an
and the addition of aerificationphase to the mechanism, thator each taskj he is paid in terms of the time that the second
can be used to punish misbehaviour. fastest agent would have used to execute the same task. The
According to the previous outline, let's define what an optipwer bound is a 2-approximation, that is, it performs twice
mization problem is in the context of MD. A MD optimizationyorse than the optimal algorithm.
problem can be defined by two components: The theoretical bounds provide two limits to how well a
1) An output specification, given by a functiog(o,t) mechanism can perform. The authors, however, prove that
positive and with real values and a set of feasible randomized version of a mechanism can perform better
(computable) outputst’; than the lower bound described above. Before describing
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how, let's see how a randomized mechanism is defined. assignment is:

randomized mechanisins a probability distribution over a N N

family of mechanisms{m,|r € I} that share the same set maxZCilog (fﬂz T 1) Stle < W,
of strategies and possible outputs. The mechanism’s o&com | b; =

is a probability distribution over outputs and paymentsilevh

the objective function is the expectation computed over dMith =i € [0,b:] Vi. This allocation procedure does not waste

possible objective functions of each mechanism. Now, WgSOUrces and is proved to be Pareto-optimal, that means
at the allocation vector cannot be improved further witho

can outline the procedure followed in the study to prov@-1 i -~
the effectiveness of the randomized mechanisms. First,&gucing the utility of at least one node. -
mechanism is defined, which depends on a paramit@nd The aIIocatlon mechanism generates a competition that can
a bit vectors ¢ {1’2}@ At his point, the random version be modeled using game theory. In particular, the parameters
assigns a fixed value 6 , but defines a uniform distribution Vs @1dC; are supposedly common knowledge of every player
for the bit vector. It can eventually be proved that the rando(th€ Peer). The strategies are defined by the bidding values
mechanism so defined is a 7/4-approximation for the taf@ €veryi, andb = {b;,bs,-, by} describes a strategy profile.
scheduling problem when two agents are in the system. 1n€ allocation mechanism can be imagined as a system that
takes as input the contributionS and the biddings, and

As we can see, to obtain closed forms for the resulfz, g ces the assignmentsoutcome of the game (the players
we have to narrow down our perspective to very sDeCWant to maximize the aIIocatiom-j@
0.

cases. Another path, however, allows the authors to define a\frer describing the game structure, the authors prove two

|Eterestilng”tech_nlque t8| counter maI:jc_|o_us p_eﬁrs. Namely, .osuits, and then describe how the theoretical analysis can
the task allocation problem, we can distinguish two stages o yangjated in a practical implementation. Specificatig,
the strategies of the agents: in a first stage, they declare Etf‘rategy

times they need to execute the tasks, while in a second stage . W.C;
they actually execute, in a time generally different fromatvh bi = SN o

they originally declared, the tasks the mechanisms asdigne 25=1C)

them. The mechanism, however, assigns the paynadtetsthe for each playeri is a (unique) Nash equilibrium. Given the
actual execution, according to the difference between what validity of this result, it is possible to prove an interegti
declared and the actual execution times. The consequeifi-mggroperty of collusion resistance of the system. Let’s dtarn
anism, called Compensation-and-Bonus, is such that lyiagdefinition:x-collusion occurs when a subsetoftompeting
agents are punished for their misbehaviour. The mechanismdesN,, use a strategy profilé; # b; and achieve a larger
is intractable because it requires exponential time algms allocation of bandwidth, in the following form:

for the computation of the payments and outputs; it is péssib

however, to approximate it with a polynomial algorithm, but Z T > Z 7.

losing the truthfulness property. In particular, a subeca$ €N, €N

the task scheduling problem can be approximated with-a  The authors prove that-collusion does not create a better
polynomial approximatiorve > 0. allocation than the Nash equilibrium, thus peers have no in-

Ma et al[16] design a framework that provides servicderestin deviating from the solution that ensures the marim
differentiation according to users’ contribution and intse Social welfare.
peers to contribute resources to the system, with an irtleges 1N order to translate these nice properties into an existing
formal result about the amount of collusion the applicatiodnd feasible system, the authors make some modifications to
can tolerate. The framework consists in a resource allmcatithe theoretical model, proving the persistence of the piigse
mechanism, the Resource Bidding Mechanism with Incentigéscussed above. The first practical issue is the common
and Utility (RBM-IU), that induces a competition game amongnowledge of contribution of all peers by all peers. This
nodes requesting a service to a peer. The competitionPEdblem is solved by making the source send a signal at the
modeled through a competition game played by followingeginning of the competition game stating the value of the
a network protocol. Peei expresses his requests throughllocation in terms of user contribution. The source has the
biddings 6;(¢)) sent to the source of a serviee The source interest to apply this procedure because it enforces thetdar
has a given amouni¥’, of bandwidth to distribute to requestingoPtimality and thus a fair allocation that the source itsakes
peers, according to their biddings and their contributibne ~advantage of. To take into account the possible resourceewas
game is proved to have a unique Nash equilibrium, pracjicaflué to network congestion, the authors modify the bidding
implementable using a linear time algorithm by perturbing t System with a perturbation factor. In particular, nodes ase

theoretical solution by a small positive amount bidding value given by; = min{w;, (1+¢)s;}, wheree is a
small positive numbery; is the maximum download capacity

The RBM-IU m_echanlsm 'S built upon a max-min fa|_rne_s(s)f peeri, ands; is the signal sent by the source. The result
model for bandwidth allocation and encourages contriloutio

by assigning more resources to more contributing peers. TheBy specifying the players, the strategies and the outcomes have
theoretical problem of maximization the source solves li@r t described the game in normal form.
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is not strictly a Nash equilibrium, but becomes exact whenbe rebuilt. The presence of ad-hoc penance messages ensures
is small. that a player cannot turn a Friend into an Ex-Friend without
In the context of BAR systems, that is, a scenario whergotivation.
players can be divided into Byzantine, Rational (selfish), A key contribution of the paper is the rationality analysis o
and Altruistic (obedient to the protocol), Clemesit al[32] the protocol presented. The authors prove that their pobiec
argument against the lack of a clear process for the desigiNash equilibrium with the assumed cost-benefit model, thus
of a rational-resilient protocol, and propose a protocolclvh the players do not have any advantage in deviating from the
is proved to be resistant to collusion by using the ganeguilibrium strategy because they would in that case deerea
theory results. The authors show that the players incrése t their utility. The analysis enumerates all the possibléat@ns
utility when obeying the protocol. The analysis, howevsr, ifrom the equilibrium, and calculates the benefit gained by
based on a cost-benefit model that, once changed, weakendahewing them. The proof is based on the following result:

protocol’s resilience. the maximum utility gained by deviating is smaller than the
The process of designing a strategy-proof protocol followsinimum benefit gained by obeying the protocol.
four steps: Feigenbaum and Shenker[30] survey the state of the art

in the Distributed Algorithmic Mechanism Design (DAMD)

field, which can be exemplified as the study and the design

3) Design a BAR-tolerant protocol of distributed systems where participants, assumed to be
self-interested, have to be properly incentivized to fello

4) Analyze the protocol ) ' .
the system’s algorithm. As self-interested, the user wit n
The study leverages on the results that prove that players

follow a protocol when they have no greater benefit by deviq _%erally follow the algorithm if this is not an advantage fo
ing than by obeying it. The authors prove that the resultsiab em. Specifically, DAMD addresses both incentive compati-

k-Fault Tolerant Nash Equilibria, that is, Nash equiliithat

1) Describe the protocol as a game
2) Enumerate the possible players’ violations

%ility and computational tractability in systems where r@ige
and resources are distributed. The authors illustrate esm o

¢ P licability (the Walrasi bl eproblems inherent to the DAMD problems formulation: first,
00 narrow a range of applicability (the Walrasian pro hmsthey show that it is still missing a measure of the hardness of

and that the results about,¢)-robust protocols (which toleratea problem; second, they question the value of approximated

up tok ra_ltion_al and Byzantine_ players) rely on top st_rong %olutions to hard problems; eventually, an overview of Sotu
assumption, i.e., the inexpensiveness of communicatiwngm concepts alternative to Nash equilibria and dominantesgias

players. Accprd|_ng to these premise, the focus moves to ffe investigated, and indirect mechanisms are presented as
peated Terminating Reliable Broadcasting problems (RJTR ssible candidates to direct mechanisms, where notlgtrict
which are a class of protocols that are proved to be resili uired by the domain '

to Byzantine nodes. Specifically, they prove that the Dolev- Let's provide some specific definitions to further illusérat

Stron_g TRB protocol([33] is not a N_ash _e_qwhbnum, thu?he problems mentioned above. The system goals are charac-
allowing players to defect and the social utility to deceeas terized by theSocial Choice FunctioSCF), which generally

To counter the problems of R-TRB, the study PropPOSERes not coincide with the single user’s utility. A SCF is
a plrotocol based on Dolev-Strong, calladst TRB The strategy-proofif no agent has an incentive to lie about his
deS|gn, howev_e_r , overcomes the weaknesses of DoIev-&trormi”ty' it is group-strategy-proofif there is at least one agent
solution, classified as follows: suffering penalty whenever other agents collude to getfitsne

1) Impossibility to distinguish communication failuresifn A mechanism paif M, S), whereS is calledstrategy space

selfish silence from which agents choose a strategy, ards a function that
2) Possibility of increasing the long term utility by defectmaps vectors of strategies into outcomes. The mechanism is
ing indirect when we know something about players’ utility only
3) No punishment for misbehaviour through the indirect choice of the strategies frain direct

To clearly distinguish between failures and selfish behayio otherwise.
the Just TRB protocol uses predictable communication pat-The design of a mechanism depends on a model of the
terns: the number of messages to exchange is always [ieblem. While, however, theoretical computer science has
same, and, when the phase requires fewer, padding messagéised a notion of hardness of a problem in both the Turing
are sent. A cost balance decreases the utility gained by apd the PRAM models, the authors point out that there is
sending messages, and an accountability mechanism indugigsno such distinction for DAMD problems. In this context
the certainty of punishment. it can be defined the notion afanonical hardnesswhich
The protocol is based on the classification of the playeg@mprises the problems where either computational tréitjab
from each player's point of view, into Friends, Ex-Friendr incentive compatibility can be achieved, but not both.
and Enemies. The status depends on the direct interactifv, it is desirable to know whether a hard problem can be

between peers, but once a relationship turns worse, it ¢cangpproximated by a simpler problem, and how good the ap-
proximation is. Only basic results exist about approxiovati

105ee Appendik A. in particular, strategically faithful approximations goblem
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approximations where the strategic properties of the walgi of adversary, however, (especially selfish peers) is uguall

model hold, but other properties are approximated. Theist exconsidered, while others are neglected.

three such approximations: Against any adversary, a reputation system complies with

1) e-dominance: A strategy Vect@sy, ss, . .., sy) is ane- & number of sometimes contrasting requirements. First, as

dominant equilibrium if for every agert and strategies 21y System, P2P applications are required to be stable, so as
t; andt "y, itis true thatu; (M (t_;Us;))+& > u M (f)). to provide a good service to well-behaved users: resilience
In this approximations; is not the best strategy, but jtagainst churn (p_e_ers cpnnecting and disconn_ecting from the
is within a factore of the optimal strategy (also see Linetwork) exemplifies this problem, because high percestage
et al. [27] for an example of application). of churning might disrupt the service and the quality of sser

2) Feasibly strategyproof mechanisms: A better strate perie_nce. Second, to build a reputation, it is fundar.rienta
exists, but it is infeasible to compute for ALL the agentd© Persistently and securely store the data that descriee th
that is, the infeasibility derives from computationaP&haviour of users: in fact, one of the main targets of an
limits. adversary is the removal of the proofs of his misbehaviour.

3) Tolerably manipulable mechanisms: A mechanism igird, users in a distributed environment must be subject
tolerably manipulable if it is not group-strategyprooft but® Proper admission policies to access the resources of the
we can characterize the types of malicious groups tha¥Steém, butideally (and in opposition) also having the apti
can form, and we can demonstrate that their effects & rémain anonymous. Anonymity and access control are
the community are tolerable. Such mechanisms ansviagarly cont_rasting requir_eme_nts_ Pergistence of qataj;hen
the question: How large can the effects of maliciouQther hand, is hard to achieve in a continually mutatingesyst

coalitions be? For this reason, they are particularly FOT @ reputation system to manage reputations and re-
interesting for the study of collusion. Sources, a control entity is required. Control can be céntra

or distributed. Naturally, a distributed system shouldofav

As we said above, the problems from a mechanism dt‘Ffe latter; a centralized control, however, reduces thelmim

sign perspective are usually studied with a special focus 8P entities to trust, while making them a more isolated targe

dominant strategies and Nash equilibria, which are knovs{gr malicious agents

to be hard to compute. Alternative strategies may well be Now that we have explained the requirements, let's focus

thogght OVver, .however. In fact, it is realistic, in a distied e way to organize the architecture. The main components
environment like the Internet, to assume that the agents et

X a reputation architecture are:
only do n(_)t know of the existence of each ot_her, but they 1) the policy of information gathering about peers’ inter-
observe different payoff for themselves applying the same action
strategy, for mutated network conditions. In this case, wez) the ra’nking system with the ways of using it, and
obtain an interesting simplifying assumption by modelihg t !

. . . : 3) the system’s response mechanism to a misbehaviour.
system as an iterative game, in which the players do not kn . . ) : . .
. . e information about a peer binds an identity to a behaviour
about the payoffs of other players, but can iteratively dear, .~ " . : . . N
It is impossible to build a reputation without assigning it

:Egr?qebt{vg:akservmg the output of the choices as they appeat M an individual; the requirement of anonymity, however,

: . . may prevent system designers from binding a real identity
_Fmally, the authors show that the deS|g_n of indirect mecha- a virtual persona As stated previously, for example, Sybil
nisms offers a trad(_a off between the privacy of the 29€NLkacks are a way of misbehaving about identities and telfals
who just partially (if at a_II) reveal thelr utility. functics) uild a reputation by using more coordinated identitiese Th
?:t?ieg]eethnaett\iﬁ?(;lr(mc;iirgr?I%Xgh;?%\t/adzrl\\:\?hsic:%r:u;‘le inmi?sd ﬁ%formation about a peer can be gathered by hierarchically
the explosion of the number of %e,ssa s 10 e>¥chan eex{Janding the single peer’s trust: starting with direceint

. P - . 9 g 'a& ion, that can be easily recognized as good or bad, a peer
is not proved that indirect mechanisms inherently requwerﬁ\ay trust his real-life friends’ judgment about other peers

network complexity higher than direct mechanisms, howev?(1en using the neighbours’ experience, and so on. A general

so that it would t.)e a re;ult to show examples c.)f Scer]"’mgc)ésumption is that, by aggregating more opinions, the acgur
where the former incurs in lower network complexity than thgf information about a peer is likely to become high. Related

corresponding direct mechanism. to the problem of reputation building is the stranger policy
i.e., how to relate with peers that for the first time join the
system and thus have no reputation at all.

General overviews of the literature are provided in the The ranking system establishes which behaviour influences
works by Marti and Garcia-Molina [34] and by Despotovithe reputation. Particularly, since it is hard to prove raisb
and Aberer [35]. haviour, it is generally possible to measure the number otigo

Marti and Garcia-Molina[34] classify the design needs fdransactions. As we will see later on, transactions, o giee,
P2P applications that require a reputation system. Rdpntatmay have different importance, according to their value for
systems are used against three types of adversaries: seffighpeers involved and with respect to the resources used. Fo
peers, malicious peers and Byzantine peers; only one tyibés reason, both the quality and the quantity of interastio

D. Reputation systems
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have an impact on the score assigned. While some solutidnsld reputation, which coincides with an exploration oéth
use a single scalar value to rank a peer, some systems, likelerlying overlay gra@. Now, the main difference between
TRELLIS[36], assign arrays of values to separately masdocial networks and probabilistic estimation techniqueethat
different faces of the reputation of a peer. the former need to aggregate the feedback values of all the
The way the system uses the reputation is the last desjggers of the network to compute the trustworthines any
dimension of reputation systems. A punishment limits thgeer, while the latter only need information about the peer a
behaviour of malicious users without encouraging contidou its interactions (conveyed by a fraction of the trust muéijgh).
by selfish users. Punishments can range from the ejectiom frdhe algorithm A can actually exploit this difference in the
the system to the emission of fines, where this latter altena quantity of information to collect when the underlying desr
requires strong identity infrastructure and solid antlugion is structured, performing the necessary search operations
mechanisms. In fact, a group of colluders may slander @inN) time (N being the number of peers), unlike the
honest peer and make the system unfairly fine him. On tbase of social networks, where a flooding is necessary which
other hand, scores can be used as incentives, which eneouraguires a cost o (V). However, the costs become the same
the cooperation of selfish peers. Incentives can be moneyirincase of unstructured overlay networks, where even talbuil
a money-based system (see Section 1V) or a better qualityaopartial multigraph a flooding is necessary (in both cases, t
service. cost iIsO(E) where E is the number of edges of the whole
Despotovic and Aberer [35] make a comparison between thast multigraph).
reputation systems implemented using one of two approachesThe main contribution of the paper, other than the analysis
namely, probabilistic estimation techniques and sociat nef the two approaches, is threefold. First, a definition of a

works. The terms of the comparison are: set of collusive patterns which peers can follow in case of

1) the performance of the estimation of the behaviour efiisbehaviour is proposed and analyzed through simulation.

peers given the history of their past behaviours; The scenarios analyzed are four. The population is assumned t

2) the computational cost of the estimation; divide into two groups: the honest peers, who always report

3) the possibility of using the estimated reputation valuggnestly, and the liars (dishonest peers), who misbehave in
to build trust. different ways. Bep; the probability for peef to behave trust-

In order to formalize the definition of a reputation systenworthily: the analyzed scenarios are the following:

the authors introduce the concept wiist multigraph it is 1y simple collusion. The liars always misreport about hon-
defined as a digraph in which the peers are the nodes and  gg¢ peers, and always report 1 (trustworthy behaviour)
the interaction between a pegrproducing a service and a about peers of the same group.

peerq requiring the service defines an edge- ¢ which is 2y collusive chain. The liars form an ordered circular set
weighted by a value that represents an evaluation produced (chain): if there arer liars, then peer; always reports

by ¢ about the service received by A definition of aP2P 1 for peerc;_; and misreports on all the others, with

reputation systems then given as a quadruplé:( A, W, the additional rule (circularity) establishing that= c,,.

T). G is a directed weighted multigraph defined by, (V), Chains are most effective when loops bring gains, which

P being the set of the peers and being the set of vertices normally is the case in social networks.

of the graph.W is the set of evaluations from which peers 3y Two collusive groups. The population of liars further

extract the value to assign to the service received, wHile splits into two groups, which we call; and L,: a peer

is an algorithm that exploits the information containedhe t i belonging toL, always behaves honestly;(= 1),

muItigraph_ to produce the valuee T' of the trustworthiness but always report 1 for the service provided by any peer

of a peer in the network. _ _ from L; a peerj belonging toL, always report 1 for
The information that the algorithnd uses to build the the services provided by any peer fraf, but we do

multigraph can be imagined as a table stol(iey, valuepairs not do any hypothesis about the service it provides (

representing the identifier of the peer and the trustwoetsn is not necessarily 1). This means that peers of grbyp

value. This table can be stored differently according to the gain high reputation in force of their honest behaviour,

underlying P2P overlay: in a structured P2P overlay, th&etab and acquire high credibility to recommend peers of the
can be assigned to a node in a pre-specified way, because group L.

the keys are assigned to peers by the key space; on the Oﬂj

hand, in an unstructured overlay (which lacks an orgarimnati

of the peers’ disposition) each peer can store the infoonati
t

about itself and its outgoing edges (the evaluations gigen .
going edges ( g always misreport on any other peers, even those from the

interacting nodes). Since the information stored by paeis i h thi tb idered a collusiv
structured graph does not concern themselves, they caraearfi ¢ 9roup, however, this caiot be considere collusive

profit by misreporting it: in this case, ad-hoc voting syssent“"aM°: because malicious peers do not coordinate.
should be conceived to identify misreported content. Thetmo
fy P s 11The authors deem the building of an another overlay for tipaitegion

expensive n_etwork operation performed by the algorithiis  ,3nagement as too much an expensive operation if compared iopheve-
the exploration on the graph to gather aggregate feedbatk afents obtained with respect to using the existing overlays.

efgr . . .
ourth scenario is callethdependent misreportinghat we
report for the sake of completeness but we believe not dijrect
related to the subject of this survey. In this case, the liars
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The second main contribution is the comparison betweatentifiers are stored in a Friend Cache. According to the
the two kinds of approach. The results show that the prolecal policy, a trade-off must be decided about, by choosing
abilistic estimation techniques perform a better predictdf whether the most reputable peer should always be selected,
the peers’ behaviour than social networks when the popmatithus intensifying the load over him, or if a peer should be
of collusive peers is a fraction sufficiently far from halfthie selected probabilistically, with probability proport@lrto their
entire population (between 0.1 and 0.3 and between 0.6 aegutation, thus distributing the load among the most ie@gat
0.9), with the only exception of the simple collusion scémar peers. A local policy corresponds to a weight of zero about
The only case when the social networks are preferable is whather peers’ opinions about the target peer. A voting ppbey
the population of the collusive peers is equivalent in nuntbe the other hand, also considers the other peers opinions, tdow
the population of the honest peers; however, the costsreztjuiselect the other peers which the sender trusts the opinicen of
to aggregate the feedback, as said before, are to be taken ga@lection policy can be used among two (voters policy):csele
account. the neighbours, that not necessarily had an interacticm tivé

A third contribution is about the number of interactionsender in the past, or select the voters in the Friend Cache.
required for each peer to provide a sufficient amount &fi an adversarial, untrusted environment, choosing froen th
feedback information for the estimation to be performechwitFriend Cache turns out to be fundamental.
tolerable error. The simulation results show that a sigamific ~ The authors perform experiments with different adversaria
variation in the number of peers in the network has a littleettings, analyzing the efficiency of their system in terrhs o
impact on the number of interactions: it has been fountimber of files to download to obtain a valid one, the load on
that 20-30 are sufficient to obtain a good prediction of thgood peers, and the traffic generated by the system messages
trustworthiness of any peer (lmpodmeaning that the absoluteto manage the reputations. The results show that collusion
mean error between the prediction and the actual valueigsbetter countered when peers make an extensive use of the
around 0.3). Obviously, different requirements may demarmdiend Cache. Particularly, as could be expected, coluso
higher- or lower-quality estimations. more effective when indirect opinions are given more weight

As the authors admit, there are some assumptions whigh in any reputation system, furthermore, the problem of
may not be valid in the real world. First, the probabilistievhitewashing caused by cheap identities may significantly
models used in the simulations are not proved to modeduce the effectiveness of the reputation system. Theoeith
the behaviour of P2P communities: this means that furthpropose to use a login server to limit the effectiveness isf th
work is required in this direction. Second, they assume thigpe of collusive behaviour.
the information about the trust multigraph is availablejlaeh  Now that we have a general view of reputation systems,
this might not be the case in presence of churning (nodies's examine some solutions described in the literature T
disappearing from the network may have stored non-replitatproblem of reputation calculation is addressed by Gupta,
content), or simply if not all nodes are on-line. This lasfegb Judge, and Ammar[38] with a partially decentralized soluti
tion, however, can be removed whenever effective repticatithat is based on the presence of a central authority, the
strategies are used. Reputation Computation AgeRCA), which is assumed to

Marti and Garcia-Molina [37] show how much a pool obe trustworthy, and two different computation systems. The
trusted peers in a file-sharing system can reduce the numbentext the authors have in mind is a file-sharing applicatio
of attempts a peer has to perform in order to obtain a valid which a query-based search phase precedes a download
resource (a file, in the study). In a systemrofagents, they phase. Given this scheme, a peer gains a high score (1) by
suppose that a peer queries for a resource, and a numdmsuring his contribution in the processing and forwardihg
of peers owning a copy of that resource replies. Users ahe queries, and (2) by staying on-line during the trandfeisp
supposed to verify the validity of a file by using a functionf he is chosen by the requester (the client of the interaftés
that requires a cost, and the query is re-issued in case ¢he tlile server of the content. By considering these two basiestyp
obtained was corrupted. of contribution, the reputation score is built using objest

The authors conceive a threat model that takes into accoauriteria, that is, peers’ contribution do not depend on how
the collusion of a group of peers, particularly focusingmnf good the receiver considers the transaction, as is the case
peers that always provide good files but lie about the rejmmat in subjective reputation systems such as EigenTrust[39], b
of malicious peers. To avoid the attacks, a reputation systdy using objective elements (the quantity of data transtgrr
is designed. The reputation of a target peer is based on tweighted through the capability of the involved agents).
components: the direct opinion of the sender, if he alreadly h More precisely, the reputation score is computed according
interactions with the target, and the (indirect) opiniohatt to two elements: the peer’'s behaviour, i.e., his contrduti
other peers have about the target peer. The two componéntboth the search and the download phases, and the peer’s
are weighed according to the trust the sender has in the pempability, i.e., his resources in terms of CPU power, mgmor
that express an indirect opinion about the target. storage, and bandwidth. Once computed, the score is stored

When peers reply to a query, the sender selects onelaally, but a proof on the validity of its value is replicdte
them according to different policies. A local policy sekectthe RCA's records.
peers which the sender has a direct opinion about, and whos&he authors illustrate two schemes for the computation
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of the reputation score: a Debit-Credit (DC) and a Credithat the polled peer is not lying.

Only (CO) scheme. The contribution is measured among fourThe authors do not explicitly address the problem of multi-
dimensions: ple identities. In the CO scheme, since no debits are used, it
preferable for each peer to use a single identity to accumula
reputation score. In the DC scheme, however, a peer can use
two identities, one for uploads, that accumulates reparati
and another one for downloads, that accumulates debits. The
lack of a method to enforce expensiveness of identitiedesea
where the third lacks, of course, in the CO scheme. To compuia possibility of collusion. In particular, in the DC schera
these components, the system requires a registrationquaee peer can use multiple identities to avoid debit, while csitn

for the peers who want to benefit of it, and thus give Ugmong more agents is ineffective, since one of the colluders
their privacy (by making every interested peer aware ofrth@ias to pay for the download. In the CO scheme, the situation is
contribution). Each enrolling peer sends a pair of (publigyorse because colluders can claim to have transfers between
private) keys LK, SK), for peerp) to the RCA, who then them, thus accumulating reputation score. Even though less
uses a digest of the peer's public key to identify him. Theredit could be assigned to peers that always interact Wih t
querying peers sign their queries, that are then stored @y §ame partners, this is not wise because the frequent ititerac
serving peers to prove they actually got a request. For thifght be the consequence of common interests.

reason, the signed queries are called Proofs of Processinghe solution introduced by Ntarmos and Triantafillou [40]
(PPs). The RCA stores fistory of the transactionsetween s pased on a two-layer modular infrastructure which uses a
peers, thus preventing a server from asking for credit mofg4T to store reputation values, and uses them to schedule
than once for each transaction. At the same time, if Rfe requests stored in each peer's queue. The two layers
interaction occurred between a client and a server, theylyigeparate the problems tackled by the system. A first layer,
client can be proved to lie because his signature identiffes h SaL. monitors the peers’ behaviour, and is meant to fight
and a lying server can be proved to lie because he will not hajdifishness by using a reputation system. The second layer,
a signed request of processing. The RCA's transactionrijistosy/|_, tackles the problem of malicious peers that try to subve
however, has to be kept under limited size, thus startingdos the system.

records after a given time: this can create problems aboutrhe reputation system is based on the concept of favor. A
accuracy of the reputation score where a peer does not gglérp asks a favor to a peerby requesting a resource, For

for his credit from the RCA for too long. each favor granted, the client stores an entry in a list ofcowe

In the DC scheme, the file transfer produces a credit for thgyors, while the server stores an entry in a corresponding
server, and a debit for the client. The procedure is vallatéist of granted favors. The selfishness of a peer is measured
by the presence of eeceipt that proves the request from thepy comparing the number of favors granted to the number
client and the actual delivery of the content by the servesf favor owed: the more the list of favors granted is longer
The client produces a signed Requester Portion of the Recelfan the list of favor owed, the more a peer is altruistic. To
(RPR) before the transfer occurs, that the server stores agnplement the infrastructure that stores the reputatidnes
receipt after checking its authenticity against the retpr&ss the SVL layer uses a DHT system that can be created ad
public key. At this point, the server serves the content. Thyc when the underlying application does not provide it, or
requester is forced to produce a RPR to make the transgih exploit an existing DHT used by the application itself.
start, while the server is forced to serve the content whenpkers use an asymmetric key pair, and are identified by the
accepts, otherwise the client can complain with the RCA férash of their public key. This system prevents maliciouspee
misconduct and lower the reputation of the server or making position themselves in a well-chosen location in the DHT,
him kicked out of the system. In the CO scheme, on the othgécause their position is determined by their public key. Al
hand, the debit does not exist, so the RPR is sent only aftesources are identified by a UUID, and so are the interaction
the transfer. The receiver has no disadvantage in sendingoétween peers.
since it does not produce debit; he has no advantages, .eitheTo create reputation, peers interact through transactiins
This makes the system dangerously subject to unpaid creglier peer in a transaction stores a Transaction ReceiptifTR)
that could discourage altruistic agents from participptoit.  the form TR = (client.ID||server.ID,r.I1D,timestamp),

The sharing credit is eventually computed by the RCwhich has the important property of giving a quantitative
by inspecting his transaction history, thus retrieving thee information about how important a favor is, thus providing a
time of a peer from the timestamps of the first and laslifferentiation between transactions involving a smalloamt
transaction, or by periodically asking the peer himselfuaboof resources from the more resource consuming interactions
his shared content. Both the methods, however, are inaecurdhe server, as said above, stores the TR in his credits list,
The first one may miss the presence of peers that are in thkile the client stores it in his debits list. When a server is
system, but for some reason do not participate to transfemsguested a resource, moreover, he can redirect the reguest
the second method is still more inaccurate, since it depen=er to one of the peers who owe him a favor. The redirect can
on the frequency of the polls and on the system used to verlfg recursive, i.e., the peer pointed to can point to anoteer p

1) the credit acquired by processing queries,

2) the credit acquired by uploading content,

3) the debit accumulated by downloading content, and
4) the credit acquired by sharing content,
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who owes him a favor, and is regulated probabilistically by attack is discouraged by the reputation system, that erases
node-defined parameter, according to which the peer accepis reputation of a peer when he first joins the network as
the redirect or refuses it. a newcomer. The presence of colluding malicious coalitions
The transactions may involve altruistic and selfish peetsowever, is not tackled extensively. A group of colludera ca
According to their behaviour in a transaction, the peers gabuild a fake reputation for any of its members, and the only
or lose reputation. The reputation enforcement is based way to counter this phenomenon is the counterbalance dffere
black and white lists. When a peer interacts with peer by the presence of black records. If black records are adoide
g and observes a deviating behaviopr,publishes on the and white records are provided by colluders, the system
DHT a blacklisting request (BLR). The receivers of the BLRnay prove less effective than in more optimistic cases with
grants the misbehaving peer a second chance according weak, uncoordinated adversaries. Moreover, the combimati
probability P(SC'), or blacklist him creating a blacklist record.of Sybil attacks and collusion may make the adversariabthre
The BLR is structured in such a way that the storing nodtestabilizing.
cannot read the identity of the blacklisted node. Every nodeBanerjeeet al. [41] propose an agent-based system to
periodically probes the DHT overlay looking for black-red® build trust in a P2P environment. The following threats are
regarding him, and if he finds any, he can clear his reputatioecognized as destabilizing for trust:
by starting reciprocating favors to the blacklisting peer. 1) Free-riding, i.e., the phenomenon of acquiring benefits
The other mechanism that determines the reputation of a  jithout providing any. This problem is effectively ad-
peer iS the Wh|te'l|st|ng The |Oca| I|St Of faVOI’S grantedl’fl dressed by mechanisms that provide benefits proportion_

each peer serves as white-list and is used when requesting galy to the resources shared by the peerwho requests
resources to a server. Each request receiv&oee computed the resourcer to another peey;

as follows: The client chooses a subset of his granted favorsyy collusion. Authors recognize that in order to avoid

and sums up the sizes of the corresponding resources granted ysing the information provided by a clique of colluding
From this Value, sent to the server tOgetheI’ with the I’equeSt peers that try to promote a malicious node, it would

the server subtracts the sum of the resource sizes invoived i be necessary, in the worst case, to exchange messages
the transactions subject to black-listing, and the sizehef t with the whole network (in the worst case in which it
requested resource itself. According to the score, theesiqu is impossible to be sure about the honesty of the other

is inserted in the server's queue. Thus, the schedulingefth  peers).

requests in the queue depends on the client's reputat®n, i. 3) Zzero-cost identitywhich gives the malicious agents the
the size of the favor he has granted. chance to behave selfishly and cancel their low reputa-
The system considered so far, however, assumes that the tion by logging out of the system, creating a new identity
participants are not malicious. To counter the presence of and then logging in again, exploiting the bootstrapping
malicious (isolated or coordinated) peers, the secondrlaye  mechanisms meant to favour participation. As we have
(SVL) is designed to provide security mechanisms to prevent  seen before, this problem is partially addressed by giving
the attackers from controlling at their own advantage, and  greater advantages to identities with high reputation,
at disadvantage of the system, the resources that describe so that peers are encouraged to cooperate to gain high
the reputation system. To this end, SVL Sllghtly modifies reputa’[ion and greater ben
the mechanism of the SAL. The TR is now signed by both
parties, for accountability. Each node periodically vesfihe
validity of black records by asking for the correspondingRBL
and the TRs stored at the client and server who interact

The periodical check also gives the nodes unfairly blatddis : o .
(slandered) to file a blacklist request for the perijtftein the to a server peep according to theexpected utiliyy can gain

ol | t on the white lists. Wh i m/ helping. The expected utility is calculated by exchaggin
Same way, more control 1S put on the white fists. ¥vhen a clie ?ssages with a limited number of neighbour peers in order to
sends a request, the server checks the validity of a part

. . . . collect information about the past behaviourgofn particular,
his white list according to a probability parametfe(C). The if the requested resource is of type p will help ¢ if the

black records, which constitute the second term of the san ﬂéxpected utility E(p, ¢, ) evaluates to a positive number. In

defines the priority of the request, are checked with prdibabi fact in that th t with hiah babili
P(B). The values of the probability parameters allows for fhagt’ tlr?e pz e;av?/ﬁl h; pp?gggz i(re]xtp;]eecfuvtvllj re 'gh probability

trade-off between the accuracy of the control procedures an The probability for a peeg of being helped by a peerat

the overhead introduced in the network to check the validi%/met is the sum of two quantities. in the following form:
of the information exchanged. q ' 9 ’

The authors explicitly consider two types of attack, namely Prp,(f) = (1 — @) x local,(q) + a x remote,(q)
the Sybil attack and the presence of colluders. The Sybil

In order to fight the presented problems, the authors propose
a mechanism based on agents installed at each peer and on the
exchange of histories of interactions between pairs of eer
?ﬁﬁared history). A client peeris granted a resource requested

13This design choice leaves open the chances to gaining a bghation
12The randomness of the checks does not provide a tight bourtiedimie  and then exploiting it selfishly, and to forging high-repltilentities by
it takes for a perjurer to be punished for his behaviour. malicious users.
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wherelocal,(q) is the information that peer collected about of M score managetschosen by hashing the unique ID of
peerg during past interactions, whileemote,(q) is, on the the target node through M different hash functions. A score
contrary, the information thap gathers from other peersmanager has to know the set of peers interacting with the
who had interactions witly in the past. In other words, thetarget node, known adaughter either receiving a service or
local,(g) is the trust thap grants tog, while remote,(¢) is the providing itS: in particular, the nodes that received service
recommendation that receives from trusted neighbours. Thdrom the daughter give the score manager the reputatioesalu
factor o weights the two quantities, starting from small valueabout the daughter, which are used in turn by the manager
in the initial moments after the system starts, then rismg to compute a trust value. The authors show that this trust
higher and higher values as the history for each peer becorsas be obtained by an iterative computation of the principal
more and more populated. This mechanism fights the fremgenvector of the normalized local trust values.
riding problem: if many peers report about the free-rider, i The study analyzes different collusive scenarios. The first
cannot earn a high reputation, thus the probability of beirgllusive threat model is based on the assumption that col-
helped is constantly kept low. There is still the possipifitr  luders can form a chain inside of which they assign high
the peers to misreport in collusive scenarios: this problemtrust values to each other. The algorithm effectively Igthe
discussed in what follows. attack, but the pre-trusted peers play a key role in thisltesu
The second major problem which the authors try to addresscause they help the system keep the reputation of cafluder
is the collusion among peers, who may lie about the reputaw enough to prevent them from being chosen as download
tions they have collected about other peers. Collusion &ah rsources. However, without pre-trusted peers the algoriibm
possibility in this system, because it is assumed that tleereno means to combat the attack and the colluders irreversibly
a network gain when giving and receiving help to/from a pe¢ake over the system.
(as can be observed by the simulation seﬁf"bgé’o limit this A variation of this scenario is when malicious peers provide
problem, a peep evaluates the trustworthiness of the othemnalicious content with a probability, behaving collabora-
peers’ reports about a pegrthrough a Bayesian estimation:tively for the rest of the time; at the same time, they form
in a first step, the peers reporting abautare considered a chain as described above. The simulation results show that
trustworthy; then, the estimation qf is updated with the in this case colluders have an effective negative effecthen t
results of the actual interaction with The simulations show service of the system as a whole, because they earn trust by
that after an initial period (which is half of the simulationproviding authentic content; specifically, jf = 50%, they
length) the reciprocative agents correctly identify th#ise obtain the maximum result of diffusing a 30% of inauthentic
colluding agents; unfortunately, the authors do not shovclvh content. The authors argue that this scenario forces ttadeol
schemes of collusion (e.g., in the sense of Despotovic aars to spend resources in the system to gain their advantage;
Aberer [35]) have been used in the simulations, so it is hahdwever, we believe that this threat model is sensible when w
to give an opinion about this result. consider a malicious peer whose goal is not the disruption of
The zero-cost identity problem is addressed by introducitige system, but a better service than he deserves (seensectio
a threshold for the reputation that a peer must reach in order
to receive help from a server agent. The results show that theCollusion starts becoming effective when malicious peers
reputation scheme is not effective for newcomers, becawse érganize into separate groups. The authors suppose thad-col
their short past interactions history they have few elesiémt ers split into two groups: a first group (the Infiltrators) beés
decide whether to help another peer or not. The simulatigollaboratively with every agent and earns high reputation
results show that the scheme works effectively only when thet always assigns high trust values to a second group of

population of colluders is the minority in the system. colluders, who never collaborate (the Parasites). ThesRasa
earn high reputation for the scores assigned by the Infiltsat
E. Reputation through trust With the same effort spent in the previously described sipat
A way to build reputation can be based on the notion épalicious agents diffuse twice the polluted content. Tiseilts
trust compare a trust-based system with a system without trust-

Kamvar, Schlosser and Garcia-Molina [39] present a dEased QOwnIoad source sele_ction, showing better perfarasan
centralized algorithm to build reputation in a P2P systeriflt the first case. However this result was expected, anchitte f
and analyze its effectiveness in several scenarios, imgud!S that this kind of threat creates great damage with acbépta
collusive threats. The algorithm is based on the concept &fort, and is therefore one of the most effective collusion
global reputation, which is computed aggregating the locéfhemes analyzed. o _
trust information of each node belonging to a subset of theAnother form of (virtual) collusion is the famous Sybil
network. Nodes belong to regions of responsibility acaugdi attack. Although it may not be considered a collusive attack
to the DHT system described in Ratnasaetyal. [42], known (Since there is usually only one attacker that creates many

as CAN. The reputation of a target peer is computed by a §&tost identities under his control), a natural variatioryrba
when a group of colluders takes control over a group of ajread

14A peer who helps another incurs a cost of 10, while getting fiem a
peer gives a saving of 1000. 15The paper considers the exchange of files as the service.
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trusted peers. The EigenTrust algorithm does not dealttlirec duces theraffic concentration detectoiOne drawback
with the Sybil attack. The authors propose to assign a cost of this detector (as well as of the previous one) is that

to each identity to restrain malicious agents to createipielt it assumes that the identity of the user is univocally
ghost identities that provide high trust values. The atbami determined, which may be actually hard in presence of
itself performs poorly in this condition. DHCP/NAT systems.

Eventuglly, th? authprs analyze. a scenario when a SlrlgleEven though the analysis provides interesting insights int
peer provides with a given probability a malicious execleab

. o o ) the collusive behaviour patterns, the authors do not know

to the peers requesting legitimate content. This is nagtistr
. . . . . whether the users detected as colluders are actually sach, s
speaking, a form of collusion, but it would be interesting t&;‘/

know how disruptive can be an attack of the same kind set py cannot contrast their result; against a, kno_wln system.
owever, in order to prove their detectors’ validity, they

many colluding agents. . : : .
An application of the EigenTrust algorithm is used tocompare their results with those of the EigenTrust algorith

- . .~ “applied to the same logs. The different results are expfaine
penform an empirical ;tudy of an existing P2P apphcaﬂon. as follows: the EigenTrust algorithm assigns low values. (i.
_Llan et al. [f?ﬂ_descnbe the regul_ts of an emp'“c‘?" Stuoh(ow reputations, also known aBigenRankk to peers with
directed at defining the characteristics of colluding béhas low-reputation clients. This means that the following vel
in a peer-to-peer file-sharing system. The analysis is devo

- gcenario is misjudged: a LAN in which a server provides
o prove the validity of four novel measuredefectory by content to the local network, where its clients download tmos
app'y'f‘g them to one month of sy;tem l.OQS to Qetect SQSp?I%m the external network. The local server is detected as a
behaviours. The system analyzed is a file-sharing apmma“colluder by the algorithm. On the other hand, colluders may
where incentives are designed in such a way that the users vygl e their EigenRank by collaborating with th,e e0f pre-
upload content are rewarded with, and the users who downl ted peers.
content are deprived of points. The key concept is that a user

with more points (i.e., with a better reputation) gets faste Eventually, the authors make two reflections:

downloads. This incentives mechanism, managed by a single]) There is a similarity between the collusion threats in

central entity, assigns users more points per byte for gisloa  peer-to-peer systems and analogous scenarios in the web
rather than it takes away for downloads: this means that page ranking research field;

uploading and downloading the same amount of data produceg) The ideal solution would be the joint use of the

a net gain. This property can be exploited by colluders taear  EjgenTrust and the Maxflow[21] algorithm, though not

fake reputation (that is, without actually providing anynbét feasible due to the fact that Maxflow is expensive to
to the system) and use them to increase their own benefits (|n imp|ement in a distributed environment;

this case, the download speed). The assumptions made forthe )
definition of detectors are the following: One limitation of the approaches presented so far is that the

trust values are computed regardless of the context in which
application runs. Moreover, all transactions recelve t
e evaluation, without considering their relative intaoce.

1) Colluders produce a large amount of traffic with th
same content to minimize the number of data upload%gem
and maximize the numb.er. of pomts gaingdpetition In the following, we present a study that addresses these
detecto). This approach is ineffective when the COHUdefimitations

covers her traces by slightly changing the uploaded con-_ _
tent, because the detector assumes the perfect identity ofi0Ng and Liu [43] evaluate a system call&erTrust

the content of repeated transmission: to build trust in an adversarial environment. Each pees

2) Pairs of colluders can upload to each other large amoufiSi9ned a tr;'St valug'(p) tha]E measures Its reputation in
of (any) data with respect to the amount of data providdfl€ System. that depends on four intermediate measures. To
to the rest of the userpéir-wise detector explain the way trust is computed, let's consider two peers

3) Many identities on the same machiné might be aquw that exchange a service in a transaction; in particular,

attempt of a colluder of gaining reputation by uploadin t's assumew prowde§ the service . .F|rst, a peerv
content to herself. This threat exploits the inexpensivEXPresses a feedback in terms of satisfaction he received fr

ness of identity creation (like in the Sybil attack) and€ transaction, expressed sl (v, w). The feedback o has
the corresponding detector is known ssam account a certain degree of credibili§/r(v), which is the second value
detectd?s: influencing the trust computation and dependsv@nhistory.

4) Colluders are likely to keep a facade behaviour b hird, a transaction has a value, denoted as Transactitor fac
uploading to many peers while at the same time mi&. F(v,w)), related to its importance: for example, a query-
behaving by directing most of the uploaded data to rgsponse interaction to locate some content has a different
single partner. This behaviour is highlighted by a usefL‘eright than the transmission of the content itself. Finate

indicator named Traffic concentration (TC), which pro_single community can determine the weight of the trustfitsel
' according to internal conventions. This value is expressed

16The authors find out that by combining the pair-wise and thenspecount the Commur.]ity faCthCF(p). If we call I(u) the set of peers
collusion, users can deceive the detectors. that had an interaction with, then the trust of peer has the
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following expression: computation. In the original system , volunteer nodes (work
ers) provide their CPU power to run experiments over a

I(p) L
. . . large amount of common data sets. A master node distributes
Tp) = ag Sat(p,1) x Cr(i) x TF(p,1) + BCF(p) computation tasks for workers to run over the data sets,ewhil

data sets themselves are distributed using BitTorrentu§ioh

wherea and g are further weights used to give more imporis countered by using replication and consensus, that ésutr
tance to one term or the other. is deemed valid when a majority of the workers agree upon

The simulation results use a simplified form of the equatioi, The original system always uses replication to validhte
dropping the second term and puttiag= T'F(p,i) = 1, results, with large computation overhead.
while the credibilityC'r(4) is evaluated in the two ways. First, To alleviate this load, the authors propose a weighted
we can express the credibility of a peer recursively usirsg hjoting system to assess the validity of results, using trust
trust value, dividing the trust value of peeby the aggregated values to compute a validity score for results. The setting i
trust of all the peers that had interactions withAlternatively, the following: we haven workers that are assigned a work
suppose peer and peeri have interactions with different setsreplicatedn times. Then results are collected by the master,

of peers,I(p) and I(i), whose intersection is obviously thewho stores a table containing trust values for each worker.
set of peers who interacted with both. If both store a vect@iach result; is assigned a score; in the form:
where each element is a rating of satisfaction received by a

peer, we can define a similarity between the two vectors and 5 = M
measure the credibility of with respect to the distance of his >t
ratings fromp’s. whereg; ; is 1 if peeri ran the workj, 0 otherwise; the value

Given the metric for trust computation, we can describg is the trust for peet, stored in the aforementioned table.
the system. A component installed on each peer serves tifique defines; = max;s;, then the result; is accepted if
purposes. First, an archive stores a subset of the trusewsalg: > 0, whered is a threshold properly chosen to guarantee
of all the peers in the system; second, a trust manager ssibrtle coherence of results in the presence of low reputation
feedback and evaluates trust. Multiple replicas of thettruseers, but always greater than 0.5. Moreover, to avoid that
values are stored distributedly, so to prevent data poltubly low reputation workers (maybe forming a malicious coatijio
coordinated voting. The authors describe a caching systemuhdermine the correct result provided by a high-reputation
speed up the aggregation of trust values. A PKI infrastmgctuvorker, authors require that the lowest reputation peer in a
ensures the expensiveness of the creation of identities.  pool delivering the result;, say,w; (pivot), has a trust value

An interesting analysis of collusive behaviour is provided; > 0.5.

The simulation results show that the credibility computechia  The major contribution of the study is the method to build
function of similarity between ratings vectors proves efifee  the reputation of the peers. Each peer has two roles in the
in filtering out the distorted ratings of groups of colluderssystem: he is a worker, computing the result, and a peer
Moreover, the system is studied to rapidly adapt to chang@sa content distribution application. The master that gassi

in peers’ behaviour, trying to counter the effects of peethe works can observe directly the behaviour of the peers as
who accumulate trust and then abuse of it by misbehavingorkers, but not their behaviour in the distribution netkor

in fact, a peer’s trust grows up slowly, because only a largeThe direct observation is based on the presence of compu-
number of successful transactions build a high trust valugtion quizzes, used as explained in the following. A new pee
at the same time, however, trust decreases fast and few bsterts with a reputation of 0. The master establishes am erro
rated transactions are enough to drop it. A proper use ofrate,s, tolerable on the number of correct results over the total
time window prevents peers from using long-time up-timaumber of results. The general result is that to obtain aor err
periods and past good behaviour to misbehave effectivelydna worker has to solver,,., = \/m — 2 quizzes. In this

the present: simulations show that oscillating behavi@res system, however, the authors do not use separate quizzes, bu
chased by correct trust values that follow the behaviour gdther, for each result of peérvalidated by the master, the
peers by rising when they behave correctly and rapidlyrfglli peer’s reputation is increased bym,,... To avoid the clas-
down when they misbehave. sical front peer attack, the validated results are timegé&amn

An interesting problem for which the authors suggest furthéhis means that a peer that does not produce results for a give
study is the one-time attack, where a peer builds a strong réipe gets his reputation decreased. Specifically, the maste
utation and then exploits it once: such attacks are implessildiscards the results after a tirdg, subtractingl /m,;,q, from
to fight with current reputation systems. the worker that produced it.

Another way to get past the limitations of the reputation The indirect observation is based on the application of the
systems is to combine different sources of reputationag8il EigenTrust algorithm to the local trust values computedHey t
et al. combine a direct and an indirect mechanisms to compyteers about their partners. The local reputation that pbas
the trust of peers in order to overcome the limitations dbwards peer; is the ratiod; ; between what downloaded
the EigenTrust algorithm, explicitly addressing the csitun by j and what he uploaded th Moreover, a peer can ban a
problem in a peer-to-peer grid system used for distributgdirtner when he discovers that the partner sends corruat dat
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or otherwise tries to damage the system. No explicit focus @
is given to the problem of peers unfairly banning partners

(slandering). When the master needs the trust value for peer lA

i, he asks’s partners about their local trust values.ilfs in ph

a pool of n workers, and[n/e| workers have him in their

blacklist, then the master deemsnalicious and discards his @

result, halving his trust valug. If no worker turns out to be

malicious through this phase, the master computes a matrix Rpha R

D = d; ; and applies the EigenTrust algorithm. At the end of phy

the process, the diagonal of the matiix contains the trust

values for the peers examined, that are used to tune the trust

values obtained through direct observation. @ @

IV. MICROPAYMENT SYSTEMS Fig. 4. Coin replication# tries to reassigrC' to bothz andy

This Section introduces a completely different alterreativ
to incentive systems, based on micropayment systems, and
compares different implementations. 1) If h is the valid holder of coinC' owned byp, thenp

Yang and Garcia-Molina [13] propose a micropayment cannot prove that has relinquished his valid assignment
system to regulate the interactions between peers. Thersyst 2) Successive assignments reflect successive sequence
is based on floating, self-managed currenogir{s under the numbers
control of a central entity called broker. To be floating, the 3) The owner can refute any assignment made by an
coins are required to be taken and given by the same agent unauthorized holder

without the involvement of a central authority, which is etha The authors analyze how the system is resistant against

the case in P2P networks,_where agents p'aY the. rOlesc(aﬁ"nmon attacks to a micro-payment system; in particular,
both the server and the client; the currency is said to lag

I y focus on coin replication, malicious/wrongful dengl
self-managed because the security issues are managed byaFﬁgssignment, and double-spending. A brief analysis siethe
peers, still without intervention of the broker. If we deadity

PI SK, th i of publi d K f the b attacks gives us a useful insight into the problems common
b SK; the pair of public and secret key of the broker to most micropayment systems. The first threat described is

a peerp requests a com t.o the broker by.pay|ng a sum, aqﬂe coin replication: suppose the owner of a cginassigns
the broker sends him a signed message in the form it to a peerh, who thus becomes the holder of the coin.
Peerh can reassign the coin to a third peer and try to
reassign it again to another pagerThe sequence is illustrated
becoming theowner of the coin. Thesn parameter is the in Fig. 4. Peep can prove that the second assignment is invalid
unique serial number of the coin. because of invariant 3. Suppose now that the owner decides
From this moment on, the owner is responsible for th@aliciously or wrongfully that the current holder of a con,
maintenance of the coin. The owner uses it to pay anoti#@es not own a coin by valid assignment. Given invariant 1,
peerq in exchange for a service, thus grantipdhe right to p cannot maliciously claim that a valid assignment is invalid
become thénolder of the coin through amssignmenthat has it is his responsibility, as the owner, to prove that a holder
the form using an invalid assignment. Finally, the possibility olibte-
spending a coin exists. In this case, the owner assigns théce
same coin to two different peers. The broker knows the serial
The broker has no participation in the assignment phase. Thénber of each coin associated to each owner, the identity
holder carreassigrthe coin to a third peer, notifying the ownerof the owner and the identity of the holder that cashes the
and making the older assignment no longer valid. In eveepin. If two holders try to cash the same coin, the broker
moment, the owner is aware of who holds the coin and of tlasks the owner to refute one of the assignment: should he
history of exchanges, in order to have a proof of acceptanie able to refutéy;’s assignmenth; will be punished by the
or relinquishment in case of disputes with any peer that hbgoker; otherwise the owner will be punished. Invariantsd a
held or still holds the coin. 3 ensure the punishment of the owner who double-spent the
When any party but the broker happens to be in a downtirfein assigned.
phase, the remaining agent addresses the broker to refjaire t The system is extended by adding some features designed
reassignment or the cashing of the coin. Since this createsalleviate the load of the broker. First, peers are given th
a load for the broker, he charges both the requester and pgussibility to print coins on their own, given the authotiaa
owner (when it come on-line again) to perform the operatioof the broker. Second, a shortcut mechanism is provided for
this encourages peers to stay on-line as long as they can. reassignment, which does not require anymore the involaeme
The security analysis is based on three invariants: of the owner in each reassignment and is based on the concept

C =p, SNgk,

Apq = ¢,5eq1,Cgk,
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of layered coins (a coin gains a layer for each transfer tbat do not involve the broker unless the owner is offline,
account the identities of the peers involved). Finally, theo the system can be considered scalable. In fact, the other
introduction of soft credit windows exploits the symmetrpperations’ load is evenly distributed among peers, anit the
of exchanges to avoid useless cashing operations: pedrs thamber increases as the number of peers themselves.
exchange queries pay each other, thus nullifying the balanc Basic collusive attacks are briefly discussed and proved
of the two transactions. to be easy to neutralize by the security architecture. An
Collusive attacks against a system like PPay are limitetl if adversary can collude with the coin owner to force the holder
all possible. Colluders could, for example, act as ownand to relinquish the coin; however, the holder can challenge th
holder i of more coins. Peeh claims it received coins from owner to prove the validity of the transaction, and, once/@do
o and wants to reassign them, huwis offline'7, so he asks the it is illegal, he can make the owner be punished for his
broker to reassign the coins. The goal is to obtain the depasiisbehaviour. The authors, however, do not address the basi
made byo at the entrance into the system. This strategy @&tacks based on whitewashing and misbehaviour followed by
ineffective becausé. gets the coin reassigned, butcannot change of identity. Furthermore, no particular attentogiven
come on-line again, otherwise the broker would charge hita systematic collusive attacks, e.g., like distributedideof
with the cost incurred for the reassignment. Eveh gfives the service.
sum too, no gain is obtained, because the recovered moneyThe solution presented by Catalano and Ruffo [45] is based
is the original deposit 06, who already owned it. on the PPay mechanism and introduces some improvements
Forgery of coins, however, can become a problem, becaisefurther alleviate the load on the broker. In the described
the honest peers may start providing service without agtuasystem, each time a peer decides to buy copyrighted content,
being paid for it. Although the authors do not address thiwe can do it directly from the author or by any peer who has
threat explicitly, it is reasonable to assume that forgergdard previously bought it, i.e., reselling is allowed. The onigi
to achieve under the control of the broker. author asks to the broker to issue a certificate that binds the
Based on the prototype developed for PPay, ¥eil. [14] author himself to some content. The certificate is used teepro
consider the anonymity issue WhoPay leverages on the systi relationship author-content. Any time the item is sold
architecture of PPay, but ensures anonymity of peers tlatins are paid by the buyer, of which one goes to the seller,
perform a transaction by using group signatures as disdus®éile the other goes to the author of the content (that may
by Chaum and Heyst[44]. For the sake of fairness, howevenincide with the seller). Therefore, the interactionsoime
the system requires the presence of a trusted entityuttgls  always the seller, the buyer and the author of the contemt ite
that, in conjunction with the broker, can identify the astor As an improvement of the basic interaction system, in order
of each transaction. By using group signatures, agents &weavoid the involvement of the broker in every passage of
guaranteed to preserve their anonymity, unless they masteeh coin from one peer to another, delegation of accountalisity
in this case, the judge (and only him) is ensured to have theed. The accountability is the possibility of linking aant,
means to identify the peers involved in the transaction. be it an object, an action or a right, to a responsible supject
As an extension of PPay, WhoPay retains the basic structwio thus becomes accountable for it. The authors propose a
with a broker and coins that can be purchased, issued, and mechanism to pass the accountability of a coin from one peer
posited, but adds the features that make the system anosymouanother: the first peer, the grantor, passes to the graigee
and fair. To highlight the key differences, let's now examinright to delegate. To implement this mechanism, a second pai
the coins life-cycle. When an agemtlecides to buy a coin, he of public, private keys is required in addition to the usua¢o
generates a random paitK¢,, SK¢, and asks the broker to used to identify peers in front of a Certificate authoritye(th
sign the public key. In response to such a request, the brokeoker). A delegation token is issued from grantor to grante

sends a coin in the form: for each passage, thus it is always possible to reconstnact t
chain of exchanges.. The responsibility of such a verificati
¢ ={p, PKCP}SKb is assigned to the grantee.

As we can see, the coin is identified by the owner's public The study analyzes the effects of some collusive threats. As
key rather than by a serial number. Given this difference, tRn €xample, efficiency reasons suggest for each peer ty verif
operations of transfer and issue are perfectly analogubeto PNIY the last step of delegation, thus allowing the chance fo
corresponding operations in PPay. collusive peers occupying the last two steps in the delegati
This system relies on the involvement of the broker onlghain to provide counterfeit coins. Larger groups of cadiedl

when the coin has to be produced, deposited or issued, a@y create longer sub-chains, making it harder (that isemor
whenever the downtime protocol has to be executed. In tfl§manding in terms of computation because more steps have
case, however, the owner and the holder do not incur a}g,be verified) to discover the misbehaviour. The forgery can
fee when the owner is offline and the broker has to operaﬁ@ detected from the broker at the end of the passing process
on his behalf. The authors argument that the operations ths§- When the coin has to be cashed), or by any peer that

are performed in the system are mostly transfer and renew@famines the whole (in the worst case) delegation chain. The
authors, however, recognize that collusion is not in thepsco

"The system prescribés to ping the owner before contacting the brokerOf the paper and suggest that the topic is an open research
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field in the digital right management discussion. instance that a group of colluders decide to complain agains
The micropayment systems considered so far are bagbd broker about another honest peer. The system design

on virtual currency, that is cashed cumulatively. A naturalefines the number of complaints that must receive in order

alternative is the payment of real money for each transastioto ban an agent from the working system, so the number of

in the sense explained in the following. Nairal.[46] propose colluders must be quite large (assuming the parameters are

a system to incent agents in a BitTorrent-like system todavowisely chosen by the designers) to fool the broker. In any

the download of content by other agents. Each peet his case, the possibility exists.

entrance in the system, generated BK,, SK,} pair and

contacts a central authority (the brokemanaged by a content V. COLLUSION PREVENTION ENFORCED BY THE SYSTEM

provider), sending it the’/K and the coordinates of a valid |, this section we provide some examples of collusion-

credit account, used for the payments. As a second $tefesilient systems that do not rely on incentives, be them
sends top the contact of a tracker, that in turn provides @psiract or in the from of virtual currency. The system, iohsu
list of candidate peers to select from and download contephses, can try to base its defense against colluders byiogeck
In the same transaction, the brokeelso sendg a pseudo- he |ocation and existence of the content, or the location of
random sequence of numbers, ttakens that p will use ihe peers in the overlay.

to pay the providers of the pieces in which the content is o way to counter collusion is to have a mechanism to

divided. Specifically, one token will be given in exchange Qiemonstrate that an agent owns a content. Specifically, if a
one piece of the content. A_fter the downIO@_dwlll send the peerp declares he received some content from peeit is
provider ¢ the token, that in turn can decide to redeem Hggjraple to have a proof that this exchange actually haggben
immediately or after some time by contacting the broker. tUpgyis would prevent the collusion betwegrithat does not own
such request, the broker will take the corresponding Mongy, file or received it from another peer, e.g),and ¢ (that
from p's account and transfer it t@’s. This system incents y,ac 1ot own the file or did not upload it 9. This idea is

the upload of content by peers who are paid for their servicg,,gieqd by Reiter, Sekar and Zhang [5], who show preliminary
at the same time exploiting the resources of the networlerathyi ., 1ation results by applying their system to the Maze P2P
than the resources of the content provider. file-sharing application [47].

The system provides a good defense against the types ofn entity, theverifier, wants to verify that a set of peers have
_coIIu_S|_on we propose_at the beg_mnlng (_)f th_e paper, b?S'd%lSresource (file): he sends to each peer a bandwidth puzzle, i.
identities are expensive, so whitewashing is not profitablg ,,estion that can be easily and quickly answered only by the
Let's consider the defenses the system puts against differ§oq s \yho own the file. The question’s answer can be found by
types of collusion. First, consider a peewho tries to ask the hashing portions of the file’s content in bits; the hash figmct
N pieces of the file taV distinct peers, receives the pieces ang universally known by the peers and is modeled as a random
then clgims h_e did not actually receive_them. I th_e pr(_)vs'sde[)rac'@_ A thresholdd represents the time by which the peers
complain against, the broker can _deC|d_e to p‘%“'Sh him. A nder trial have to solve the puzzle: if a peer exceeds it the
colluder, however, can help by giving him a piece of the o hecomes suspect of misbehaviour. The threshold is chosen
content without payment and without complain withthus i, g,ch 4 way that peers cannot collaborate: a peer that does
giving x a way to fool the system. The authors study thiggye the file has just the time to solve his puzzle and send the
scenario and find a constraint that relates the number Oés'e?esponse. A legitimate owner

, at the expense of being

of tokens accumulated without asking the broker the paymeq. . seq of misbehaving, thus the system can detect the mumbe
and the number of peers in the system, and then show thatfys,,spects, but not necessarily their identity. One difjcu

carefully selecting these parameters it is possible to Gedqn choosing the value fov is that if peers have strongly

this type of attack: conceptually, if the number of pieces |$oar5geneous computational resources, then the value to b
far larger than the number of peers that can be contac

: . ' sen should allow the slowest machine to solve the puzzle
simultaneously, then it is hard far to find enough colluders \iihin the threshold; this, however, means that a fast nmechi
to provide him a way to gain his advantage.

s can solve its and other peers’ puzzles.
While colluders can collaborate to attack the broker us- The authors consider the Sybil attack [48], [49] a form of
|n”g pDoShattacksi the gultlh?jrs propos? existing Imethodsc lusion where the Sybil identities collude with their rtexso
a eviate the problem. Co uders can, for example, Yy anNfhost his reputation. The system counters this kind of threa
Impersonate the broker by Intercepting the requests of 1€ \ell. The mechanism of proof is based on the existence
Eeekrs, this w;)uld, however, require tro]. k;qvx;]the private m; of a hash primitive modeled as a random oracle. Under this
roKer uses for any transaction in whic It nas to ensureta %%sumption, the article shows that a bound exists to the aumb
his identity. Still, colluders could simply intercept razpis ¢ puzzles a set of colluders can collectively solve. This

to block them 3”0' negat_ing this_ way the chance for hon und has a closed form but is hard to compute. To solve
peers to get paid for their contribution, making the sysgem’

repgtatlon _fa" dPW”- ) ) 18A random oracleis the abstraction of a function that can produce a truly
Finally, isolating peers is hard to achieve. Suppose fendom output, and gives the same response to the same query.
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this problem, the authors prove the existence of a tighter go away from the system. Thein operation prevents the
but computable bound, not in a closed form. The model pbssibility for a malicious peer to put itself in the core,set
collusion is based on the work by Lian et [al.[4], especiallgy broadcasting a request for all core members to form the
the collusion graphs. core setex novo while newcomers are always inserted as
Although in theory the scheme does not require a centspare members. THeaveoperation is performed by a leaving
authority, in the sense that any peer can be the verifier, theer, or automatically issued by a group of core members of
simulation provides results from the Maze system, which hascluster upon detection of a peer failure.
a central authority that is chosen to act the role of the wrifi  After a sufficient number ofjoin/leave operations, the
The results are encouraging and show that the bandwidfimension of a cluster may become so small or so large that
puzzles prevent the colluders from: the maintenance of the hypercube topology becomes no longer
1) degrading the performance of the legitimate users  possible. For this reason, two thresholds are establistigg:
2) obtaining an unfair advantage from fake transactions is the number of members a cluster can contain before gpgllitti
An interesting approach is the separation of nodes initwto two smaller clusters, whil§,,,;,, is the minimum number
classes: a class, less numerous, provides the messagegpassimembers under which the cluster is required to merge with
services and is designed to be hard to pollute with the poesemanother. With this mechanism, a smart adversary can control
of colluders; another class uses the former to look for guntea number of malicious peers and make them leave or join
In this case, like in the systems analyzed so far, the gloliak system to make a cluster oscillate between a number of
welfare of the system and its participants is enforced thinoumerges and splits. This attack is countered by delaying the
design rather than by the user's behaviour. Anceawghe formation and split of clusters in such a way that a predefined
al. [50] combine existing techniques, originally developed toumber of colluders in a cluster can not cause them: namely,
ensure the resilience of distributed systems against ioatic if a fraction i of the peers in a cluster tries to issue such an
attacks, to design an architecture that limits the negaffexts attack, the mechanism can be designed in such a way that a
of collusion. They describe a structured P2P system whdraction = > p of joins/leaves is required for the cluster to
the management of the overlay is provided by a subclassaaftually change dimension by split/merge.
the peers, calledore members, where the other peespdre The way of choosing the members of the core set prevents
peers) do not participate directly to the routing operatiohll  colluders from issuing an Eclipse attack, i.e., a pollutéthe
the peers are identified through a secure hash of their nletwesuting tables. The structure of the lookup primitive is ds
address, and those who share a prefix in the resulting ID foon independent paths to ensure that more than one message
acluster Each cluster contains both core and spare membdgsforwarded and then more than one reply comes back, thus
with the former providing interconnection with other cleit. making the consensus algorithm work.
Clusters together form a hypercube, which is a structureColluders can be isolated by leveraging techniques bor-
proved to exhibit properties of easy management, becaese ibwed from distributed systems, like majority consenstree T
process of interconnection is recursive and easily au@tatimpact of colluders can be effectively limited if proper it
Data are positioned in the overlay according to an identifisichemes are designed and colluders are not a majority of the
taken from the same address space of the peers’ IDs, caliggbulation. With this idea, Corman, Schachte and Teaguje [51
key. All the peers in the same cluster are responsible for tiescribe a protocol (th&ecure Group Agreememtrotocol
same data. The operations performed by the peers are desigireSGA to form groups of peers with a majority of honest
to be resistant to attacks by groups of peers, colluding ar nagents with a predefined probability, on top of a structured
Peers use three primitives to obtain service and interadbt WDHT-based P2P overlay. For this system, in theory no central
the system. Peers looking for data perforrh@okup(key)  authority is required but to act as a public key infrastroetu
to locate a data item: spare members forward the lookWpeded when the nodes first join the network and are assigned
query to a core member inside the same cluster, that ferkey paitd. Given the infrastructure, the authors make basic
wards it to other clusters when needed. The path to thgsumptions about the characteristics of colluders. Timdyst
destination is retrieved by consulting the routing tablés ¢ fact, assumes the presence of a strong attacker, able to
core members. Core members use a broadcast primitivecteate, delete or modify the network traffic, and a secure
forward the duplicates of the message into more than opguting infrastructure, such that the mappikey-NodelDis
path. The presence of multiple copies gives the possibility reliable and secure.
using the following mechanism of consensus: The forwarding Now we describe the basic functioning of the system. Hon-
of messages between clusters (on either way) is disciplinggt peers gather into groups sharing a purpose, that depends
through a quorum-based consensus algorithm: if the forevarcyn the application: for example, in an on-line game, a group
receives at leastuorum identical messages, it can be proveghay want to share the state of a portion of the game. A group
that with high probability the message has not been pollbyed js created by a group initiatqr, who is supposed to be able
malicious peers. The number of malicious collectives & o verify the membership of all the nodes inside the group. To
by such system is well defined and determines the probability

of pollution. _ 19 think, however, that the verification of signatures makestant use
The join andleave operations are used by peers to accessa PKI, thus limiting the validity of this assumption.
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create it, he sends a messagentent, hash(content)}sk, probability that a sufficient number of colluders can subeer
to all the members of the group. Thentent value of system, where the notion of sufficient number varies acogrdi
the message is composed of five elements: a timestaisip, to the specific application domain.
unique identifierNodelD, the group’s purpose, the group’s
size, and a string of concatenated unique identifiers to help
members understand whether they are part of the group oin this work we analyze the problem of collusion among
not, and optionally verify the membership rights of othesugr autonomous agents by comparing several current solutions
members. The timestamp defines a time window inside whidesigned to provide security and trust in P2P applications.
the results of the hash are valid, to limit the number of gegssmain contribution is the clarification of what can be meant as
an attacker can do at the output of the hash function. Thepgrazollusion, the definition of the scenarios in which collustan
size is explicitly given, so each member can know it, and rehow up, and the analysis of how well the current systems fit
attacker can make an honest peer believe that a minoritytofthe purpose of countering colluders. We distinguish betw
colluders is the size of the group. malicious collectives and selfish collectives, in that therfer
Once the message is received, all the peers reply to all tuent to create harm to the system or to its users or to both,
other peers of the group. Two observations can be made while the latter use their number to earn advantages (eéeb
the message passing mechanism: first, malicious peers he&vice).
no advantage in deleting messages because honest peers wiHven though the literature about security in P2P systems is
send them to any group member they have not received arapt, there are not so many solutions explicitly designeth wi
notification from; second, this kind of message flooding ihe purpose of limiting the collusion. We identify, however
particularly expensive when the group size is large, bec#tusa number of relevant results from the recent literature that
requiresO(m2) messages ifn is the size of the group. help us to understanding the main issues related to the. topic
Now that we have described the mechanism, let's see hdWe lessons learned can guide the research effort in a more
the formation of groups is guaranteed to be safely ensuréefined direction and put the problem in more consideration
against being subverted by colluders and corrupt peers. Oy the research community for further study.
quantify the security of the group, the authors compute the
probability of forming a group with at leastcorrupt members
as a function of the number of peersin the network, the  In this appendix we give a brief explanation of what we
size of the groupsn, the number of guesses an attacker caiean by Nash equilibrium, and we will illustrate its appli-
perform (), and the number of corrupt nodes in the whol€ation in a famous setting, the Prisoner’s dilemma (PD). We
network ¢) and in the grouptj: consider a particular class of games, the static games with
complete information, characterized by the simultaneftthe
SO moves played by the players, and by the knowledge that each
T player does have about the utility functions of each other.
In the case of static games with complete information, a
According to the previous expression, the probability of-sugame can be formally described iormal formwhen it is
cess for the attacker to correctly guessing the output of tpessible to formally express three elements: first, the rmb
hash function increases gsincreases, thus it is sensible toof players involved; second, the strategies they follovirdth
endeavour and limit it. The value gfis limited by the freedom the utility functions which depend on those strategies and
of the attacker in varying the parameters, his computatiorthat players want to maximize. We can indicate the generic
power, and the width of the time window inside which th@layer by a numbei in a set of N players. The strategies
guess is valid. It is a design trade-off to decide betweegelarare the possible actions the player can play. In this case, we
timestamps that define large time windows, and the increassh express a game & = {P,S,U}, where P is the set
possibility for the attackers to having more time to perforrof players,S the set of strategy spaces, S, ..., Sy from
their guesses. Another trade-off is the size of the grouglismwhich the players choose a strategyc S;, andU is the set
groups have cheap communication overhead, but give greaitutility functions (payoffs)u; (3), ua(3) ..., un(8), 5 being
possibilities to colluders to pollute the majority. Theesiaf the vector defined ag8 = (sy, s2,...,5n).
the group can, in turn, be influenced by the size of the wholeA Nash equilibrium is a set of strategies such that no
network: larger populations of peer increase the difficfitty playeri can increase his utility by unilaterally (i.e., regardless
colluders to effectively pollute the application. of all other players’ choice) deviating from the correspiogd
Even a system designed by balancing the previous trad#rategys;. The Nash equilibrium is a strong state in which
offs, however, does not completely defeat a collusive cgbayers know that each player (who is rational) will abide by
lective. Attackers can in fact form groups of only colluderthe strategy described by the equilibrium formulation f& h
with past timestamps, declaring the group existed befdnes Town advantage.
problem is not explicitly addressed, because its danger isTwo-player games are a particular class of static games with
related to the specific application. In general, we can aatecl complete information, where the payoff of each player can be
that the work provides an interesting quantification of theéescribed by a matrix. The elemefit j) of the matrix is the

VI. CONCLUSION

APPENDIX

Pr{t over m} =1— (1 -



Betray | Do Not Betray
Betray 11 0,5
Do Not Betray 5,0 4,4
TABLE V

THE PRISONERS DILEMMA

(10]

(11]

payoff that player 1 and 2 obtain by playing the strategies

and j, respectively. This said, let's consider the payoff matrik?

in Table[ V. This matrix describes a well-known game called
the prisoner’s dilemmaPD). Two players are supposed to bél3]

arrested and put in separate cells, so neither knows what the

other player's move. The players have to possible stragegie
they can stay silent, or they can betray the accomplice. As Wé]

can see, if neither betrays, both are condemned to 4 years of

prison; on the other hand, if both betray, they obtain a diato [15)
The interesting thing is that if only one of them betrays, $e i

set free, while the accomplice gets the maximum damage IFI
is possible to demonstrate that the only Nash equilibrium o
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