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Chapter-0: Introduction

Chapter — 0
INTRODUCTION




Chapter-0: Introduction

Graph Theory is a branch of Mathematics which hasolme quite rich and
interesting for several reasons. In last three diezdundreds of research article have
been published in Graph Theory. There are seveealsaof Graph Theory which have
received good attention from mathematicians. Sorme¢hese areas are Coloring of
Graphs, Matching Theory, Domination Theory, Labglof Graphs and areas related to
Algebraic Graph Theory.

We found that the Theory of Domination in Graplesetves further attention.

Thus, we explode this area for our research work.

The present dissertation is a study of some viari@hdomination in graphs from
a particular point of view. In fact we consider tih@nbers associated with these variants.
More explicitly the study is about the change iesth numbers when a vertex is removed
from the graph. To do this we consider verticesiadifferent effect when they are
removed. Our purpose is also to characterize thedées using so called “Minimum
Sets”.

The dissertation consists of five chapters incaafpog the aspects describe
above.

Now we give brief description of individual chapg®f the dissertation.

Chapter-0: Introduction.

This chapter provides an introduction to dominat@md its variants. Some
fundamental results regarding domination and itsamés have been given in this chapter.
Some historical background of domination has atsnlgiven in this chapter.

The mathematical study of Domination Theory inppgstarted around 1960. Its
roots go back to 1862 when C.F. De Jaenisch stutiedroblem of determining the
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minimum number of queens necessary to cover amnchess board in such way that
every square is attacked by one of the queens.
Domination Theory studied to solve basically thtgees of problem which are

described as follows

(1) Covering- what is the minimum number of chess pieces ofrargtype which

are necessary to cover/attack/dominate every sqiae nx n boar®. This

is an example of the problem of finding a domingtiset of minimum

cardinality.

(2) Independent Covering- what is the minimum number of mutually non

attacking chess pieces of a given type which acessary to dominate every

square of rx n boar®. This is an example of the problem of finding a

minimum cardinality of independent dominating set.

(3) Independence Number-what is the maximum number of chess pieces of a

given type which can be placed on ar n chess board in such a way that no

two of them attack/dominate each othef his is an example of the problem

of finding the maximum cardinality of an indepentset. When the chess
piece is the queen, this problems known as thei®eq problem. It is known
that for every positive integer & 4, it is possible to place n non attacking

(independent) queen on arxm board.

For over a hundred years people have studied wayaireg this.

These problems were studied in detail by two bmstide M. Yaglom and

I. M. Yaglom around 1964.

They have derived solutions of some of these kofdsroblems for rooks, knights,

kings and bishops.



Chapter-0: Introduction

C. Berge wrote a book on Graph Theory in which ké&neéd the concept of the

domination number in 1958.

He called this number the coefficient of externtdbdgity. Actually the names

‘Dominating Set” and “ Domination Number ” publigshen 1962. He used the

notation d(G) for the domination number of a graph

The notationy(G) was first used by E. J. Cockayne and S. T. Hweelmi for the

domination number of a graph which subsequentlgatres the accepted notation.
We also give a brief description of the notationsbe used in this

dissertation.

Some conventions will be declared in individuahter.

Chapter-1: Extended Total Domination.

Chapter-1 is about extended total domination iplgsa\We define the concept of
extended total domination and extended total domananumber for any graph. We
characterize those vertices whose removal increaseseases of does not change the
extended total domination number of a given grajh.consequence we prove that if
there is a vertex whose removal increases the @atetotal domination number then
there are at least two vertices such that remdvaboh one of them does not change the

extended total domination number.

Chapter-2: Independent Domination and Vertex Covenmg.

Chapter-2 contains the concepts of independentrddion and vertex covering

of a graph.

First we have consider independent domination cratacterized those vertices
whose removal increases or decreases the indepethoi®mation number of a graph. It
may be noted that every maximal independent domigatet is an independent set and

vice-versa.
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We have also considered vertex covering sets anéw covering number of the
graph. We prove that the vertex covering numbegraph never increases when a vertex
is removed from the graph. In particular we hawevpd that if a graph has at least one
edge then it has vertices whose removal decreasesertex covering number of the
graph. Also we have proved that if a graph is wettansitive and have at least one edge
then removal of any vertex decreases the verteerooy number. Moreover we prove
that if a graph is vertex transitive then the iséstion of all minimum vertex covering
sets is empty. As a consequence we prove thatexvieansitive graph with even number

of vertices is bipartite if and only if it has exigdwo minimum vertex covering sets.

Chapter-3: Total k — Domination and k - touple Domnation, k-dependent k-
dominating set.

In chapter-3, we consider total k-domination, kkugomination and k-dependent
k-domination. Here also we define this concept ehdracterize those vertices whose
removal increases or decreases the total k-dommmatimber and k-touple domination

number and k-dependent k-domination number.

Chapter-4: Perfect Domination.

In chapter-4, we consider the perfect dominatiosh gnove similar results.
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DOMINATION

Here we give an introduction of basic concepts datmn and total domination.
Diagrams have been provided whenever they are resjuProofs have been given and

omitted. This chapter also provides some notat&msconventions.

Let G be a graph and S be a subset of the veeteX(G) of G.

Definition-0.1 Dominating set{44]

A subset S of V(G) is said to be dominating sdbifevery vertex v in V(G)-S,
there is a vertex u in S such that u is adjacent to

That is a vertex v of G is in S or is adjacentdmse vertex of S.

N 7
a 1) @
g
cl
Figure-0.1

For instance the vertex set {b, g} is a dominatsag in this Graph of Figure-0.1
The set {a, b ,c ,d, f} is a dominating set of graph G.
For a graph G, G-{v} denote the graph obtain byeeimg vertex v and all edges

incident to v.
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Definition- 0.2: Minimal Dominating Set.[ 44 ]
A dominating set S of the graph G is said to brimimal dominating set if for
every vertex v in S, S-{v} is not a dominating s&hat is no proper subset of S is a
dominating set.
For example, in graph of Figure -0.1 {b, e}and§ad, f} are minimal dominating sets.

Every dominating set contains at least one mingioahinating set.

Definition -0.3: Minimum Dominating Set.[ 44]
A dominating set with least number of verticesaled minimum dominating set.

It is denoted ag set of the graph G.

Definition -0.4: Domination Number [ 44]
The number of vertices in a minimum dominatingisetalled domination number
of the graph G. It is denoted B{G).

Theorem -0.5[44] A dominating set S of a graph G is a minimal domating set of
G if and only if every vertex v in S satisfies atdast one of the following two
conditions.
(1) There exists a vertex w in V(G)-S such that N0W\ S={v}
(2) v is adjacent to no vertex of S.
Proof:

First observe that if each vertex v in S hasasti one of the conditions (1) and
(2), then S-{v} is not a dominating set of G. Coggently, S is a minimal dominating set
of G.

Conversely, assume that S is a minimal dominatetgo§ G. Then certainly for
each vertex V1 S, then set S-{v} not a dominating set of G. Hetitare is a vertex w is

no adjacent to any vertex of S-{v}.
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If w=v, then v is adjacent to no vertex of S, goge then that w v. Since Sis a
dominating set of G and W S, the vertex w is at least one vertex of S. Haxew is

adjacent to no vertex of S-{v}.Consequently N{W)S={v}. l

Theorem- 0.6: [44]Every graph G without isolated vertices contains aminimum
dominating set S such that for every vertex v ofS, there exists a vertex w of
V(G) - S such that N(w)N S ={v}]]]

Examples-0.7: Now we Consider the following exampde

(1) Cycle Graph Cswith vertices i, Vo, V3, Vs, Vs :

Figure-0.2

In this graph set {1, vs} is minimal and minimum dominating set. The(Cs) =2.
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(2) Consider the graph G = Petersen Graph :

Figure-0.3

In this graph set {¥ vs, vg} is minimal and minimum dominating set. Thgi®) =3.

(3) Ps : The path with five vertices \, Vo, V3, V4, Vs:

% W@ % Wék %‘

Figure-0.4

In this graph set {4v,} is minimal and minimum dominating set. ThgiG) =2.
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(4) Stra Graph K1 g with nine verticesl,2,3,4,5,6,7,8,9:

Figure-0.5

In this graph {9} is minimum dominating set am(G) = 1.

(5) Wheel Graph with nine verticesl, 2 ,3, 4, 5, 6,7, 8:

Figure-0.6

10
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In this graph {9} is minimum dominating angG) = 1.

(6) Complete Graph with Ks vertices 1,2,3,4,5:

Figure-0.7

In this graph every singleton set is minimum daatiimg set and/(Ks) = 1.

(7) Hyper Cube Graph with eight vertices y, v,,..... Vg !

Vs Vs

o

Figure-0.8

In this graph {y, vz}is minimal and minimum dominating set ap(G) = 2.

11
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(8) Consider the Path R with n vertices.
Let B, be a path with n vertices. It may be proved thatdomination number of
Pnis n/3 if nis divisiable by 3. And is [n/3] +1 .

We shall use the following notations. [44]

Let G be a graph and V(G) be the vertex set ofitaph G.
Vo= {vOV(G): y(G-v) =Y(G)}
V*={v O V(G): 7(G-v) >Y(G)}.
V' ={vOV(G): vy G-v) <Y(G)}.

Obviously V(G) =V U V' U V°

Example-0.8:
1)

%
ly uv W

Uy

Figure -0.9
The graph in figure 2.1 withk 3 has
VO={u:1<i <k} U {v}

12
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V= {u}
V™ ={w}

(2) Consider Star Graph with nine vertices: (see gure-0.5)
In this graph
V= {9}
V=1{1,2,3,4,5,6,7,8 }
V =q.

(3) Consider the graph G =Petersen Graph: (séggure-0.3)
In this graph
O {V1, V2, V3, V4, Vs, Ve, V7, Vi, Vo, V1o }
V=@
V=0.

(4) Consider the graph G = G with five verticesv, Vo, V3, V4, Vs:
(see Figure-0.2)
In this graph

V=g
V=0
VO = { vy, Vo, V3, V4, Vs}

Remark -0.9]44] Note that removing a vertex from the graph G canricrease the

domination number by more than one, but can decreasit by at most one.

Proof: Let S be & set of G. SupposgG-v) is less thary (G) — 1.
ie.y(G-v)< y(G)-1.
Let S be ay set of G — {v}. So, | §| <y (G) — 1. So, §U {v} is a dominating set in G.

Soy (G)=[S|U{M=7(C) -1

Y(G)=y(©G)-1
This is a contradiction

13
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.So, yGv)=y@G) -1}

Theorem -0.10:[44]A vertex v O V™ if and only if
(a) v is not an isolate vertex.
(b) v is in everyy set of G.
(c) No subset SO V(G) — N[v] with cardinality y(G) dominates G — {v}.
Proof: (a)
Suppose v is an isolate vertex in G and Syiset of G. Then {J S. Then

S-{v} is a dominating set of G-{v}.

So,

YGv)< | S-{v} [< S |=/(G)
So,

Y(G-v) < ¥(G)
So,

vV
This is a contradiction.

(v O V" is given in hypothesis.) So, v is not an isolateex.

(b)
Suppose V1 S for somey set S of G. So, ¥ V(G) — S and $1 G —{v}. So, S is

a dominating set in G — {v}.

So,

1(G-v) < | S]=(G)
So

¥(G-v) < v(G)
So,

vOVv?
This is a contradiction.( i V" is given in hypothesis.)

So, visin every set of G.

14
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()
Suppose (c) is not true. There is a s&t §/(G) — N[v] such that| S| = y(G) and
S dominates G — {v}.
So,
1(Gv) < | S[=+(G)
So,
vOv*

This is a contradiction. (M V™ is given in hypothesis.)
Now we prove converse. i.e. we want to prove V.

Case -1:

Suppose/(G-v) =v(G)

Let S be a minimum dominating set of G — {v} sublatt| S| = y(G). If v is not
adjacent to any vertex of S then S is subset of)\{{B] with |S|=y(G) and S'is a
dominating set of G-{v} which contradicts (c).

If v is adjacent to some vertex of S then S is aimiim dominating set of G not
containing v — which contradicts (b).

Thus, v can not be in%/

Suppose V1 V. Let § be ay set of G-{v}. Then |g§ =y(G) — 1. If v is adjacent
to any vertex of Sthen S is a dominating set of G-{v}. TherefordG) < |S| =v(G) -
1,which is impossible. So, v is not adjacent to aextex of $. Let S= SU{v}. Then S is
a minimum dominating set not containing v which tecadicts (b).Thus, v can not be in
V-.Therefore VO V*. ||}

15
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Definition- 0. 11 44 ] Private Neighborhood of v with respect to S set.a. Pn[v,S]
Let S be a subset of V(G) andI\S. Then the private neighborhood of v with
respect to S set = Pn[v,S] = W V(G): N[w] N S ={v}.}

Example-0.12:

(1) Consider the given graph:

Figure -0.10

For the given graph, S is a any subset of G.
S ={4,5}
Pn[4,S] = {1,2,3}
Pn[5,S] = {6,7}

16
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Theorem -0.13[ 44 ] A vertex v is in V if and only if Pn[v,S] = {v} for somey set S
containing v in G.
Proof:

We are given ¥1 V™, theny(G-v) <y(G). So,y(G-v) =y(G) —1.Let She a
yset of G —{v} and| S| =y(G)-1NowvO S, let $=S U {v}, So,| S| = v(G)
S is ay set of G and V] S;. Note that v can not be adjacent to any verteS, o,
v Pn[v,S] .

Suppose W1 V(G) — S and w is adjacent to only v, then w is not adpde
any vertex of S, i.e. S is not a dominating seGin {v}. This is a contradiction. This
implies that either w is not adjacent v or w isaagjint v and some other vertex af iS.
w O Pn[v, §] . So, Pn|v, § = {v}.

Now we prove converse.

Suppose we haveset S containing v such that Pn[v,S] = {v}. Ntitat
|S] =y(G). We prove that S — {v} is a dominating set in-G v}. Let

w O V(G- {v})—- (S — {v}). We have S is a set and w is adjacent to some vertex t of S.

Case -1:
Suppose t = v ,then w is adjacent to v. SincélwPn[v,S], So w must be

adjacent to some vertex x of S such that w So, xI S — {v} and x is adjacent to w.

Case- 2:
Suppose £ v then t1 S —{v}andtis adjacentto w which is requiré&s,
S —{v} is a dominating set in G — {v}. So,y(G-v) <y(G). So, vL1 V I

17
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Theorem -0.14[4 ]For any graph G.
(@ IfvOV", then for everyy set S of G, v S and Pn[v,S] contains at least two
non-adjacent vertices.
(b) Ifx OV" andy OV then x and y are not adjacent.
© M =z2V
(d)  v(G) #v(G-v) for all v O V(G) if and only if V(G) = V".
(e) IfvOV andvis not an isolated in G, then there exist ay set S of G Such
thatv O S.
Proof:
(a)
We know that by Theorem -0.10, eacRlW™ is not an isolated vertex and is
in everyy set S. If Pn[v,S] = {v}.We prove S — {v} U {u} ig set, where @ N(v).
LettO V(G) — (S - {v} U {u}). If t = v then t is adjacetru.

If t # vthen it has two cases.

Case -1:itis adjacent to v,

Then t must be adjacent to some other verticeS bécause Pn[v,S] = {v}.
Thus, t is adjacent to some vertex of S — {v}. Heh¢s adjacent to some vertex of
SHvIU {u}.

Case -2:tis not adjacent to v.

Then t is adjacent to some vertex of S — {v}. 8i3, adjacent to some vertex of
S—{v}U{u}. So, S —{v} U {u}is a dominating se So, | S—{v} U {u} | =1|S|.
S —{v} U {u} is a y set of G. Thus, we haveset which does not contain v. This is a

contradiction. So, Pn[v,S¥ {v}. i.e. Pn[v,S] is contains at least two ved&

Now we prove these two vertices are non adjacent.

18
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Suppose pand y are adjacent vertices in Pn[v,S].  and y are adjacent,
then S—{viU{u;} or S —{v} U{u,}is a y set not contain v. This is a contradiction.
u; and y must be non adjacent.

(b)

We have xO V' and yO V™ . By Theorem-0.13 If yi1 V" there isy set S
containing y such that Pn[y,S] = {y}. Now®V".So x is in every set of G. Thus
x O S. Since Pn[y,S] ={y}. i.e. y can not be adjacto any vertex of S. So, X V*

and yOI V" then x and y are not adjacent.

(c)

Let vO V. There is & set S such thatMd S and Pn[v,S] contains at least two
non adjacent verticeg and y. Note thatw 0 S, 4 [0 S. So, wand y are not belongs
to S. So, wand u are not belongs to™f u; 0 V', then v and umust be non adjacent.

( by above result-b ) which is not true. Spand y are not belongs to’V So,

u; b OVC. Thus, for every vertex in*yYwe get two distinct vertices in\&o,

VO] > 2|V

(d)

Suppose we have V(G) = Vtheny(G) #y(G-v) .
Now we prove converse part.

If v(G) # v(G-v) for all vO V(G) then \P must be empty. So,\is also empty
because |¥] > 2| V'| then all vertices are in"\VSo, V(G) = V.

(e)
Let § bey set containing v such that Pn[y ${v}. Since v is not an isolated

vertex there is a vertex W V(G) — S such that w is adjacentto v. Let

S=9%—-{v} U {w} then S is ay set of G which does not contain v, i.eD\S.l

19
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Result -0.15f 44] Let G be a graph for every vertex v V(G) and y(G-v) # y(G)
then V(G) = V. i.e. VY and V" are empty set.
Proof :

Suppose Vis not empty then ¥s also non empty. i.e. then there is a vertex v
such tha(G) = y(G-v). This is a contradiction. So,"\6 empty. ...... Q)

Now if V°is non empty then there is vertexaW® such that
v(G-w)=y(G).This is a contradiction. So N6 also empty. ...(2)
So.By 1and 2 ,V(G) =\}}
Result-0.16: The following graph which has all veites are in \?. Thus, it may
happen that V' is the empty set.

We have proved that™is empty set for a vertex transitive graph.

20
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Fogure-0.11

y-set ={vy, V3, V5 V7, Vo, V11, Vi3 V15, V17, Vig}and =y(G) = 10.

Corollary-0.17:[44] For a graph G, V(G) = V if and only if for each vertex v V(G).
Pn[v,S]={v} for somey set S containing v.
Proof :

Let V(G) = V i.e. vO V'. Then by an earlier Theorem-0.13for every vertex i

vV then R[v,S] ={v} for somey set S containing v.
Now we prove converse.

Suppose for every vertex v, lef¥8S]={v} for somey set S containing v. Then
( by an earlier Theorem-0.13) V=\5o0, vl V" for every vertex 1 V(G). So V=V. So,
v(G)=V'}}

Theorem-0.18[44] If a graph G has a non isolated vertex v such that the
sub graph induced by N(v) is complete, then V(G V.
Proof:

Let v be a vertex which is non isolated and N(\Wamplete.

Suppose vl V' then there is @ set S such thaP,[v,S]={v}. Let w be a vertex
adjacentto v, then i S. Let T be & set containing w if {1 T, then wid Py[w,T]
( because of w is adjacent to ViVT ). If v O T then either \[1 P,[w,T] or Py[w,T] =@.
So, wlI V'. Thus, we have obtained a vertexwV". Sq V(G) # V" I

Next we consider the concept of total dominationchiwill be used in the next

chapter. The concept of total domination is stronigg@an domination. Also the total

domination number of a graph is, in general, biggan the domination number.

21
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It will be observed that a graph having an isa@atertex can not have a totally
dominating set.

TOTAL DOMINATION

Definition -0.19: Totally Dominating set.[2]
A set TO V(G) is said to be a totally dominating set if &rery vertex

v O V(G), v is adjacent to some vertex of T.

Note that a graph with an isolated vertex canhaot a totally dominating set and

we assume that a totally dominating set has at teasvertices.

Definition -0.20: Minimal Totally Dominating set.[2]
A totally dominating set S of G is said to be aimial totally dominating set if

S-{v} is not a totally dominating set for every v&x v in S.

Definition -0.21 : Minimum Totally Dominating set.[2]
A totally dominating set with least number of west is called minimum totally

dominating set. It is calledr set of graph G.
Definition -0.22: Total Domination number.[2]
The number of vertices in a minimum totally domingtset is called total

domination number of the graph G and it is denbteg(G).

Example-0.23:

(1) Consider the G =Petersen Graph :(See Figure3).
For Petersen graph minimum totally dominating s¢v3, vs , Vg, Vio}
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andyr(G) =4

(2) Consider the graph G = @ with nine vertices \, Vs,....Vo:

For this graph minimum totally dominating sets,{vs, Ve, V7, Vo} and
yr(G) = 5.

Figure-0.12
(3) Consider the G =Petersen Graph :(See Figure3d).
For Petersen graph minimum totally dominating s¢v;, vs , Vs, Vig}
andyr(G) =4
(4) Consider the Wheel Graph with nine vertices 12, 3, 4,5, 6, 7, 8, 9:
(See Figure-0.6)

For wheel graph minimum totally dominating set1s 9} andy(G) = 2.

(5) Consider the Star Graph with nine vertices 1, 23, 4, 5, 6, 7, 8, 9:
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(See Figure-0.5)
For wheel graph minimum totally dominating set1s 9} andyr(G) = 2.

(6)Consider the Path Graph G = Rwith six vertices w, Va, Vs, V4, Vs, Vs

Wy Vy Wy Wy Ws Vg

Figure-0.13

For Path graphdminimum totally dominating set is §yvs, vs4, Vs} and
yr(G) = 4.

(7) Consider the following graph

Figure-0.14
For this graph minimum totally dominating set is & 5} andyr(G) = 3.

Definition-0.24: V;°, V1%, V1, V7' .
Vo = {vOV(G): y1(G-v) =¥7(G) }.

V= {vOV(G) : ¥1(Gv) > ¥1(G) )
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V= {vOV(G): ¥7(Gv) <77(G) }

V'r= {vOV(G) : G - {v} has an isolated vertices}.

Example-0.25:
(1) Consider the graph G = G with nine vertices \, Vs, V3, Vs, Vs, V6 V7, Vg, Vo'
(See Figure-0.11)

0
V= { V1, V2, V3, Vs, V5, V6 V7, Vg, Vo }

VT+ =Q
Vi =g,
VTi =Q.

(2) Consider the graph G = Petersen Graph : (See Figure-0.3)

V1= { Vi, V3 Vs, V6 V7, Vo }
V= { Vo, Vs, Vg, Vi)

V=0

Vi = @

(3) Consider graph Wy Wheel Graph with vertices 1, 2, 3,4, 5, 6, 7, 8;
( See Figure-0.6)

Vr={1,2,3,4,5,6,7,8}
V= {9}

V=0

N @

(4) Consider graph K; g Star Graph with vertices 1, 2, 3,4, 5,6, 7, 8;
( See Figure-0.5)
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v ={1,2,3,4,5,6,7,8}
V=0
V=0
N {9}

(5) Consider Path Graph R Graph with vertices v, Vs, V3, Vs, Vs, V6 :

(See Figure-0.13)

Vo ={ v3, va}

V+T:(P
Vi ={vy,V}
\/T= {va vs}

(6) Consider the following graph (See Figure-0.14)

VP ={1,3,4,5,7}
V+T: Q

Vr= 0

\/T = {2!5}

(7 Consider the following graph.

Figure-0.15

vt = {2,3,5}, {2,4,5} {2,5,6}, (2,5,7) all verticesire in V1. So,
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V(G) O V.

Definition -0.26: Totally Private Neighborhood| 2]
Let SO V(G) and vO S then total private neighborhood of v with reggecsS is
Ton[V,S] ={w O V(G) : N(w) N S ={v}}.

Example-0.27:
(1) Consider the Cycle Graph G =@ with nine vertices w, Vo, V3, V4, V5, Vg V7, Vg,
Vg: (See Figure-0.12)
For cycle graph minimum totally dominating set® 8, 6, 7, 9}.
Ton[ 2,T] ={va}
pl 3, T] ={ Vs, a}
pd0,T] ={Vs, v7}
pl 7,T] = {Ve}
pl 9.T] =@

(2) Consider the graph G = Petersen Graph(See Figure-0.3)
For Petersen graph minimum totally dominating se{iv,,vs,vg,Vio}
pd 2,T]  ={v1, v3}
pl 5, T]  ={Va, Ve}
pd 8T]  ={vr, v}
pl 10, T] ={Vv2, V5, Vg }

(3) Consider the Wheel Graph G = Wwith nine vertices 1, 2, 3,4,5,6,7,8,9:

(See Figure-0.6)
For wheel graph minimum totally dominating set1s 9}.
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ol 1L,T]  ={9}
ol 9T] ={1,3,4,5,6,7}

(4) Consider Star Graph K; g with nine vertices 1, 2, 3,4, 5,6, 7,8, 9:
(See Figure-0.5)
For wheel graph minimum totally dominating set1s 9} .
pd 1L,T] =1{9}
ol 9,T] ={1,2,3,4,5,6,7,8}

(5) Consider the Path Graph G = Bwith six vertices M, Vs, Va, Va4, Vs, Vg :
(See Figure-0.13)
For Path graph G =sPminimum totally dominating set i§ vy, Vs, V4, Vs }

ol 2,71 ={wvi}
pl 3,T] = {v2}
pd4T] = {vs}
ol 5,T] = { ve}

(6) Consider the following graph . (See Figuré-14)
For this graph minimum totally dominating set is & 5}.

ol 2,T]  ={1}
pod 3,T]  ={2,5}
pd 5,T]  =1{6,7}
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Theorem-0.28[2] A Totally dominating set T of a graph G is a minima totally
dominating set of G if and if there exist a vertexw in V(G) such that Nw)N T =
{v}.i.e. A Totally dominating set T is minimal totally dominating set if and only if
for every vertex vin T, Tpa[ V,T ] # @.

Proof :

First we assume T is a minimal totally dominatieg s
To prove: For every vertex v in T there exist a vertex W(&) such N(wWNT = {v}.

Let vO T. Now we know that T is a minimal totally domiimeg set. So, T-{v} is
not a totally dominating set. So, there exist devew [J V(G) such that w is not adjacent
to any vertex of T-{v}.But we have T is totally demating set in G. So, w is adjacent to

some vertex of T. So, w is adjacent to only v ir60, N(w)N T = {v}.
Now we prove converse.

We assume that for every vertex v in T there exigértex w in V(G) such that
Nw) N T ={v}.

To prove: T is a minimal totally dominating set.
Let vO T, now there exist a vertex w in V(G) which isaxint to only v in T.So,

w is not adjacent to any vertex of T-{v}.So T-{v} inot a minimal totally dominating set.

So, T is a minimal totally dominating slt.
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Example-0.29: Note that removing a vertex can ince@se the total domination
number more than one but will decrease at most one.

Proof:
Wheel Graph with 11 vertices is example for remg\arvertex can increase the

total domination number more than one.

Figure-0.16
For the wheel graph with eleven verticgsset is {1,11} andy1(G) : 2. Now for the
graph G —{11}yr set is {2,3,6,7,9,10} angr (G-11) : 6.

Theorem-0.30:[2] If v O V'7 then Y1(G-v) = ¥71(G) — 1.

Proof :
let T be ayT set of G. Supposer(G-v) < Y71(G) — 1. Let T be ayT set of
G-{v}. So, | 1| <Yy7(G) - 1.

Option -1: Suppose v is adjacent to some vertexofhen T, is totally dom

inating set in G.

So, Y1(G)< | T < Y1(Gv).
So,
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Yr(G)< | | = ¥1(G) - 1.
So,

Y1(G) < ¥1(6) - 1.
This is a contradiction.
Option 2 :

If v is not an isolated vertex so, v is adjacensome vertex w of G — {v}. We
have T, is totally dominating set in G — {v}. Let T = U {w} and we want to prove T is
a totally dominating set in G. For this we haveshow that every vertex of G is adjacent
to some vertex of T =1U {w}, where wI T, i.e. wis adjacentto vthen T 50U {w}

is totally dominating set in G.
So,

Y1) <|T[< y7(G) - L.
So,

Y1(G) < ¥1(G) - 1.
This is a contradiction and we have

Y1(G) < ¥7(G) - 1.
So,

Y7(G) = y1(G) - 1l

Theorem-0.31[2] A vertex v O V't if and only

(a) visnot an isolated vertex.

(b) visin everyyT set of G.

(c) Nosubset T O V(G) — N[v] with cardinality of T = Y1 (G) can totally
dominate G-{v}.
Proof :
First we prove (a)
We are given v V'7 and T is a totally dominating set. So , by defimit of

totally dominating set it has no any isolated verte
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Now we prove (b)

We prove v is in everyy set. i.e. all minimum totally dominating set cansav.

Now we assume V is in eveyy set is not true. Therefore someset in T such
that v does not belongs to T. i.e[\MG - T. Let w G — {v}, and we have T is a totally
dominating set in G. So, w is adjacent to someexeof T. So, T is totally dominating set
in G —{v}.

So,

GV < | T =1(G).
So,

¥1(G-v) < 71(G).
This is a contradiction.  ( becaus@W+")

So, vis in everyr set.

(©)
Suppose we have subset T V(G) — N[v] with cardinality of T =yt (G) can

totally dominate G — {v}.

LetwlO G- {v}and T is a totally dominating set in Go,Sv is adjacent to some

vertex of T. So, T is a totally dominating set in (}.

yi(G-V) < | T|=yr(G).

y1(G-v) < y1(G).
This is a contradiction  ( becaus@ V1)

So, no subset T V(G) — N[v] with cardinality of T =yT (G) can totally dominate
G-{v}.
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Now, we prove converse .

Case-1:v O V% i.e. yi(G-v) = y1(G).

Let T be a minimum totally dominating set in G 3.{v

Case -(a):
v is adjacent to some vertex of T. i.e. T is a munin totally dominating set in G

which does not contain v. So, condition (b) is &tet. So, our assumption is wrong.

Case- (b):
Vv is not adjacent to any vertex of T.

ie. TO V(G)—N[v]and | T | 71(G-v) = yr(G). So, | T | =y1(G)
So, T is a totally dominating set in G — {v}. Thigolate condition (c). So, our

assumption is wrong. Thus, v does not belongb So, v O V;*.

Case -2 v V.

i.e.y1(G-v) < y7(G)
So,

y1(G-v) = v(G) - 1.

Let T be ayrset in G — {v}. Let wl G — {v} which is adjacent to v, i.e. w is
adjacent v. Let 7= T [J {w} is a yrset in G but T does not contains v. So, condition (b)

is violated. So, our assumption is wrong. Sa} V1 is not possible. So, M V1.

Now by case 1 and 2 we prove thatlvV% and vO V7 is not possible.
So,vOV': |}

33



Chapter-0: Introduction

Theorem-0.32[2] v O V't if and only if there is ayrset T such that vD T and
vOTpn[w,T], forsomewOT.
Proof :

Suppose V1 V. i.e.y1(G-v) = v1(G) - 1.

Let T be a minimum totally dominating set in Gw,{then obviously T can not
be a totally dominating set in G. Let w be a vertexin T which is adjacent to v.
Let T, = T O {w}, then v is adjacent to only one vertex w of. Bo, T, is ayr set of G.
So, vO Tpn[ w,T; ]. Suppose 1 Tpn[ w,T;] then z# v implies that z is not adjacent
any vertex of T. So, z is a vertex of G — {v} whihnot adjacent to any vertex of T. This
contradicts the fact that T is a totally dominatssg in G — {v}.Thus, if z£ v then
zO Tpn[w,Ty].

Now we prove converse.

Conversely suppose there isya set S of G such thatiy S and Vi1 Tpn[ w, S]

for some win S.

Let T =S — {w} then v is not adjacent to any wrof T. Also z£v, then z is not
adjacent to at least one vertex of S different fil@nso, z is adjacent to some vertex of T.
Thus, S — {w} which is equal to T is a totally damating set in G — {v}.

So,
y1(Gv)<s [S-{w[=|T]| < [S|R(G)
So,
¥1(G-v) <y1(G)
So,
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vovy. |}

Theorem-0.332]: If v O V't then for everyyr set T, vOI T and one of the following
condition is satisties.
(1) If T pn[v,T] = {w}, thenw O T.
(2) If wi,wo O Tpa[v,T] and both are in T then they are non adjacent.
Proof :
1)
Let T isyrset of G and V1 V1" and we have F[v,T] = {w}.We prove w( T.
Suppose Wil T.

(i

Wil

W

U

Figure-0.17

Let w' is any vertex is adjacent to w and T. Let T, = T — {v} U {w}, but w
is adjacent W.So, all vertices of G are adjacent to some vestek and || = |T| =

v7(G). So, T isyrset of G but I T1.This is a contradiction .So, WT.

2)
Let T is ayr set and w, Wo OTpa[V,T]. wq, wp OT.
We prove: w, w, are non adjacent.
We assume wis adjacent to w
Now, w; is adjacent to nd w is adjacent w it is not possible.
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( By the definition of F[v,T]. ) So, wand w are in T then they are non adjadjt.
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Chapter:-1
EXTENDED TOTAL DOMINATION
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It is clear from the definition of domination thetdlominating set exists in any
graph. However it is not true for total dominati@ntotally dominating set does not
exist in a graph having isolated vertices. Moreavieen a vertex is removed from the
graph the resulting graph may have the isolateticest Considering this fact it is
desirable to have the concept which is approximiegaie as total domination and it
can be define for any graph. To accomplish thisnir@duce the concept of so called
extended total domination.

In this chapter we introduce the concept of ex¢ehtbtal domination and
relevant concepts. In particular we define minimextended totally dominating set
and extended total domination number. This chapteevoted to characterize those
vertices whose removal increases, decreases ormbeshange the extended total
domination number of a graph. We prove that if theended total domination
number changes whenever any vertex is removedithiecreases when any vertex is
removed.

We may mention that a totally dominating set isuased to have at least two

vertices and all our graphs are simple.

In this chapter | will denote the set of all igeld vertices of G.

Definition-1.1: Totally Dominating Set.[2]
Let G be graph and S be a set of vertices. Thea &nid to be a totally
dominating set if every v in V(G) is adjacent toreovertex of S.

We introduced the following definition.
Definition-1.2: Extended Totally Dominating Set.

A set S is said to be a extended totally dominasietgif S = $U |, where $

is totally dominating set in G — 1.
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Definition-1.3: Minimal Extended Totally Dominating Set.
An extended totally dominating set S is said tonfieimal extended totally

dominating set if every 1 S then S- {v} is not an extended totally domingtset.

Definition-1.4: Total Private Neighbor hood.
Let SO V(G). Then the total private neighborhood of viwiéspect to S is
Ton[V,S] ={w O V(G) : N(w) N S ={v}.}

Definition-1.5: Minimum Extended Totally Dominating Set.

An extended totally dominating set with smalleatdmality is said to be

minimum extended totally dominating set. It is dieobyyre Set of graph the G.

Definition-1.6: Extended Total Domination Number .
The number of vertices in a minimum extended Iptdbminating set is

called extended total domination number of the lgi@plt is denoted by1¢(G).

Example-1.7 We Give an example of graph whose domination number and

extended total domination number are different.

(1)

O =
@)

'

Figure-1.1
yset={2,3} andy(G) =2
yre ={1,2,3} and y1¢(G) = 3.
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2

O d

Figure-1.2

yreset={a, ¢, d}, yre(G) =3
yset = {a, d}y(G) = 2.

Note: It may be noted that a set S is an extended tadaliyinating set if and only if

every vertex v of G is either isolated or adjadergaome vertex of S.

We characterizes those vertices whose removal aeese decreases or does
not change the extended total domination numbehefgraph. For this purpose we

will define three types of sets as follows'1y, V1e, and \re .

Ve ={v O V(G): Y1e(G-v) > y1e(G)}-
Vire ={vOV(G): Y7G-V) < 77<(C)}-

Ve ={vOV(G): Y1(G-V) = Y1(G)}.

Obviously all the three sets are mutually disj@nt their union is V(G).
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First we characterize minimal extended totally dwting sets in the

following theorem.

Theorem -1.8: An extended totally dominating set S of graph G is minimal
extended totally dominating set if and only if every vertex v in S satisfies only
one of thefollowing two conditions.
(D Tenlv,S #
(2) visanisolated vertex of G.
Proof:
We are given S is minimal extended totally domimaset of G. Suppose

v S, if vis an isolated vertex then second conditidll be satisfied.

Suppose v is not an isolated vertex. Nlpw S — | ,( because S 5%1), and
S;is minimal totally dominating set in G — I. So, -S{v} is not a totally dominating
setin G —I. So, there is at least one vertex vckvis not adjacent to any vertex of
S1—{v}, where wlJ G. i.e. suppose w = v, then v is not adjacenttp\eertex of

S;—{v}. This contradicts fact that;3s a totally dominating set in G — I. SoAw.

We know that ;Ss totally dominating set in G — |. So, w is adjatto some
vertex of $ and we also know that w is not adjacent to anyexeof S — {v}.So, w is
adjacent to only v. So, N(wW) S = {v}.

Now we prove converse.
Let vO S. If v is an isolated vertex then-§/}is not an extended totally

dominating set in G .
Now let v is not an isolated vertex. 8®re is only one vertex w is adjacent to

only vin § and w is not adjacent to any vertex @+8/}.So, S; —{v} is not a totally

dominating set in G — |. Hence S-{v} is not an exded totally dominating set of..
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Lemma-1.9: Supposev isavertex of G such that Y1¢(G-v) < ¥1¢(G). Then
Y1e(G-V) = ¥7¢(G) -1.
Proof: Suppose 1 V're. If vis an isolated vertex of G then v belongs t

everyyre set of G. So, suppose v is not an isolated in G.

Let S be a minimum extended totally dominating set div{s-

Suppose v is adjacent to some vertex0Tl8n w must be unique because if

w; is any other vertex of;Such that v is adjacent to,wthen T = ${w}U{v} is an
extended totally dominating set of G with |T{=(G) — a contradiction. Thus, w is
unique. Let S = SU {v}. Then S is a minimum extended totally doraiimg set of

G. Thereforeyr(G) = |S| = |8+ 1| =Y1e(G-V) +1.Thusyte(G-V) =v14(G)-1.

Suppose v is not adjacent to any vertex0fL8t w be a vertex of G which is

adjacent to v. Let S =8{w}. Then S is a minimum extended totally domimegiset

of G. Thusyre(G-v) =Y1<(G)-1. |}

Now we prove necessary and sufficient conditiondem which the extended
total domination number increases when a vertex vemoved. Note that these

conditions are similar to those for domination.(dteen— 0.31 )

Theorem- 1.10: v O V1. if and only if the following three conditions ar e satisfies.
(1) visnot an isolated vertex of G.
(2) visin every minimum extended totally dominating set of G.
(3) Thereisno set Swhich satisfies any one of the following two conditions.
(a)Sisa minimum extended totally dominating set of G-{v} with
[S] < Y1&(G) such that N[v] N Sisan empty set.
(b) Sisa minimum extended totally dominating set of G-{v} with
|S| < ¥71(G) and thereisaneighbor of vin Swhich isan isolated vertex in

G-{v}.
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Proof: (1)
We assume v is an isolated vertex of G. Let S beexended totally

dominating set in G, thenli S. Let w be any vertex of G —{v}.

If wis an isolated vertex in G-{v} then w is arplated also in G.( because v

is an isolated. ). Hence W S-{v}.

If wis not an isolated vertex in G-{v} then w isljacent to some vertex t of S.

Since v is an isolated vertex andg v. Thus, w is adjacent to some vertex of S-{v}.
Thus, S-{v} is an extended totally dominating setG-{v}. Hencey1«(G-Vv) < y1¢(G)

. This is a contradiction.

2

Suppose there greset T of G such that ¥ T. Now we prove that T is an
extended totally dominating set in G — {v}.Now, T& U | where | is the set of
isolated vertices of G. Sincel¥T. Now, we prove thatlis totally dominating set of
G- {v}.Let w be any vertex of G — {v} which is na&n isolated vertex. Since T is an
extended totally dominating set of G. So, w is e€id to some vertex z of T. Since

v O T, and z# v. So, w is adjacent to z, for some z in Hence T is an extended
totally dominating set in G — {v}. Thusyt«G-v) < |T| = y1«(G), a contradiction

( Because we are given¥V're). So, v must be in everyreset T of G.

©)
Suppose there is a subset S of the graph G-{v} y@{i y1«(G) and suppose

S satisfies either (a) or (b). Theyre(G-v) < [S|< Y1&(G). Thus, VI V're. This is a

contradiction. Thus, S can not satisfies (a) or (b)

Now we prove converse.

Conversely assume conditions (1), (2) and (3) fmidhe graph G.
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Suppose O V. Let S be a minimum extended totally dominating set of
G-{v}. Then |S] < y1e(G). If v is not adjacent to any vertex of then N[v]NS;= ¢

This is not possible.

Let w be any vertex of ;Swhich is adjacent to v. By 3-(b), w must be non
isolated in G-{v}. Since §is an extended totally dominating set of G-{v}must be
adjacent to some vertex of. Shus, $is a minimum extended totally dominating set

of G not containing v which contradicts conditi@).(

Suppose V1 V're. Let § be minimum extended totally dominating set of
G-{v}. Then |S| =v1&(G)-1. Suppose v is not adjacent to any vertex;oL.&t w be

neighbor of v ( which is not in,$ Let S = U {w}. Then S is a minimum extended

totally dominating set of G not containing v — whicontradicts (2).

If v is adjacent to some vertex z of Ben z must be non isolated in G-{v}
and therefore z be adjacent to some vertex, oTHis is true for any such vertex z of
S; which is adjacent to v.

Thus, S is an extended totally dominating set of G witf} {Sy1¢(G). This is
again a contradiction.

Thus, v does not belongs téry¥or Vre. Hence vil V*re. This complete the
theorem|l]
Example-1.11: Consider the path graph G = Ps with verticesvs, vy, Vs, Vg, Vs
(See Figure-0.4)
Note thatyte(G) =3, and S = { ¥, Vs, V4 } is the uniqueyreset of G. Also note that
vz 0 V're and y1¢(G- v3) = 4.
Consider the graph G-{z§. Note thatyte(G- va) =3. The setsS={v1, V,, vs} and
S={ v, V3, vs} are yte sets of G-{u}. Also note that there is a neighbor af v

((namely ¥ ) which is an isolated vertex of G-§vAlso note that |g = || =
Y1e(G).
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Theorem -1.12: Let G be a graph and v be a vertex of G. v 00 V'1¢ if and only if
one of the following conditionsis satisfied.
(1) visanisolated vertex of G and visin every 7y Set.
(2) ThereisyTeset Snot containing v and a vertex w in Ssuch that
Ton[w,S] ={v}.
Pr oof:
Suppose ] V're. If vis an isolated vertex then v is in every set S.
Suppose v is not an isolated vertex in G. Sin€&Axe, then there is gte set
S of G-{v} with |S| = y14G) — 1.If v is adjacent to some vertex w of S themust
be unique. Because ifjws any other vertex of S adjacent to v then ( v {v}
is an extended totally dominating set of G withdaaality less thanytg(G). This is a
contradiction. Thus, w is unique. Also w is notamint to any other vertex of S
because otherwise S would be an extended totallyirdding set in G with
cardinality less thagtdG). Let S=S [ {v} then S; is ayte set of G and Jiw,Sq]
contains v. Since v is not an isolated vertex in G then thera vertex w in G-{v}
which is adjacent to v. Note that w can not besaated vertex in G-{v}, because
w [0 S and S is an extended totally dominating set 4¥}GLet w, be vertex of S

which is adjacent to w. Let;SS U {w}, then § is ayte set in G. Since v is not

adjacent to any vertex of S andVT pi[w,S;].

Thus, in both the cases we have proved that ther@ertex w in §such that

Tpn[W,S1] contains v.

Let t be a vertex of G wherettv. If t is an isolated vertex of G-{vithen t can
not be adjacent to w becausetw. If t is not an isolated in G — {v}then t isdjacent
to some vertex z of S. If t is adjacent w implieéattt is adjacent to two distinct

vertices of & i.e. t does not belongs t@.w,S]. So, Ton[w,S1] = {v}.
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Now we prove converse.

Let S be an extended totally dominating set of Ghghat condition (1) or (2)
holds.
If v is an isolated vertex of G then S — {v} is artended totally dominating

set of G — {v} and we have M V'r.

If v is not an isolated vertex of G then there isamtex w in S such that
Tonlw,S] = {v}. We prove that S — {w} is an extendeotally dominating set of
G —{v}

Let x be any vertex of G-{v}.If x is an isolated nlex in G — {v} and also

isolated in G then X1 S and obviously X1 S-{v}.

If x is an isolated in G — {v}but not isolated in Ben since S is an extended
totally dominating set in G, x must be adjacerddme vertex z of S. Since
x O Tpw,S], we may assume thatw, thus x is adjacent to some vertex of
S-{w}.Hence S-{w} is an extended totally dominatisgt of G-{v}.This implies that
v OV te.

If x is not an isolated vertex in G-{v} then x ot an isolated in G also and
since S is an extended totally dominating set irth8re is a vertex z in S different
from w which is adjacent to x. Thus, x is adjacemtsome vertex of S-{w}.This

proves that S-{w} is an extended totally dominatseg of G-{v}.

Hence ViV re. |}
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Theorem-1.13: Let G be graph and v be a vertex which belongs to V', then for
any yteSet S, v O Sand Tpn[v,S] contains at least two vertices.
Proof:

First we prove that if Ji[v,S] = {w}then w I S.

Suppose w1 S, then w is not adjacent to any other vertex.d&pose also
that w is not adjacent to any vertex outside Sy thds an isolated vertex in G-{v}.
Now we prove that S= S-{v} is an extended totally dominating set in Gv}.For
this let z be any vertex of G — {v}.If z is an istéd in G then Zl S-{v}. Suppose z is
an isolated in G-{v} but is not isolated in G. SIn6S is an extended totally
dominating set in G, z is adjacent to some vertek$3. Since Z1 Tpi[v,S], we may
assume that £ v. Thus, z is adjacent to at least two vertioésS which is a

contradiction. Therefore this possibility does aose.

If z is not an isolated in G-{v} then z is adjatd¢o some vertex of S different

from v. Therefore z is adjacent to some vertex-¥}STherefore §=S-{v} isan
extended totally dominating set in G- {v}. S6;e(G-V) <V71G). So, v Ve, This

is a contradiction. So, w must be adjacent to swareex w outside S. Now wis
adjacent to some vertex;nof S. Now let $= S-{v}U{w 1}.Then S is ayteset of G
not containing v. This contradict the fact thafl W're. Thus, w can not be in S. So,
wV{G}-S.

Now suppose w is an isolated in G — {v} theiFS-{v}U{w} is an extended
totally dominating set in G-{v}. Soyt1e(G-V) < y1&(G). So, v V're. This is a
contradiction. Thus, w can not be an isolated wanes-{v}. So, there is a vertex
z 0 S such that z is adjacent to w. Now, z is adjatert of S. Let $= S-{v}U{z} is
a minimum extended totally dominating set in G oohtaining v. This contradicts
the fact that v V'r.. Thus, if we assume that,Jv,S] = {w} then we have a

contradiction. Thus, ji[v,S] must contain at least two verticl;..
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Remark-1.14:
The above Theorem 1.13 implies that ifvW e then d(v)> 2. Thus, any
vertex of degree one is either irryor V.. Of course we know that any vertex of

degree zero is always in\

Example 1.15: It may be noted that if w;, and w; belongs to Tpa[v,S] and wi and

w, doesnot belongsto Sthen w; and w, may or may not be adjacent.

1 2
5 "‘ g
4
Figure-1.3 Figure-1.4

In Figure-1.31, the graph has vertices 0,1,2,348 00 V1. T ={0,1}then
Tonl0,T] = {4,3}, where 4 and 3 adjacent
In Figure-1.4, 00 V'1e T ={0,2} T(i[0,T] = {2,5}, where 2 and 5 are non

adjacent.

Theorem -1.16: Let G be a graph and v and w are distinct vertices of G such
that v 0 V*reand w O Ve then v and w are non adjacent vertices.
Proof:

If wis an isolated vertex of G then v and w are adjacent.

Suppose w is non isolated vertex of G then by alitweorem-1.12 there is a
YreSet S and vertexn S such thaf,[w1,S] = {w}. Now, v S because
v 0 V're If vand w are adjacent and v and ave the same vertices then it
implies thatTpq[v,S]= {w}.which contradicts the statement of abo{heorem-
1.13).
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If v and w are distinct vertices then w is adjacent to twdiges of S and one
of them is v which is implies that Wl T,[w1,S]. This is a contradiction.

Therefore v and w must be non adjacjjt.

Theorem-1.17: Let G beagraph then Ve > 2|V*1d .
Pr oof:

We will prove that every V1 V'1e give rise at least two vertices &nd s in
VO Let S be gTeSet containing v then (by above Theorem-1.13,Jv]S] contains

at least two vertices yand v.

Casel: Suppose wand wO S. If wi,w, 0 Vo . Let v = wiand w= Wo.

Suppose wO Vrethen w O Vreor wi 0 V're. Since w and v are adjacent,
w1 O Ve then w O Ve Since w 0 V're, TolWs1,S] contains a vertex z different
from v ( by above theorem 1.13) sd,l5, again by similar above argument
z(V'1e. S0, 20 Ve

Letvi =z .1fwy O V. then v = w.
If w, 0 Ve then by similar above arguments there is a vert@ot is S such that
z1 0 Tpn[wo,S).Letwvu =27

If wo 0 Ve, then ¥ = w.

Case2: Ifwi,w, O Sthen y= wyand w= Wo.
Case3: Suppose w Sand w Sif vy 0 Voethen v = wi and ¢ = w.

If w, 0 V'rethen as in case (1) there is a vertex z not incB that z is adjacent to;w

and z0 V%e..Let in this case let /= z and y= ws.
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w2

Figure-1.5 Figure-1.6

Case4:

If w0 S and w O S. The proof of this part is as in above case.itfvall
cases we get two vertices and \(; in V. corresponding to vertex¥ V're. It can
be proved if y and yare distinct vertices of . . Then the sets {y vi2} and
{V21, a3} are disjoint. S0,V > 2|V'rdl. [

Coroallary-1.18: If G is graph such that y1&(G-v) # 7Y714G) then y14G-v) <
Y1e(G) for every v O V(G).
Proof:

Suppose for every vertex v of Gire(G-v) # y1&(G) then vOI Ve or v V-

1. If for some vertex 1 V1, then there are two vertices and y such that yand

v, belongs to Vre. This contradicts the hypothesis of corollary. Eel(G) = Vre. l

Theorem-1.19: Let G be a graph and v bea non isolated vertex of G. If for
every vertex w O N(v) and N(w) iscompletethen v O V're
Proof :

Suppose V] V're then there is @re Set S not containing v and a vertex w in
S such that Ji[w,S] = {v}. Now, w is adjacent to some vertexX w S. Since N(w) is
complete it implies that v is adjacent t0.Whis contradicts the fact that
v O Tprlw,S].

Hence v Vre. ||}
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Chapter :-2
INDEPENDENT DOMINATION
AND
VERTEX COVERING
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Independent sets play an important role in Graphofh and other areas like
discrete optimization. They appear in matching tipeooloring of graphs and in trees.
Our aim in this chapter is to consider independiarhination and characterize those
vertices whose removal increases, decreases omadehange independent domination
number. Further we also characterize those vertiwhese removal decreases the
independent domination number in terms of maximdependent sets with minimum

cardinality (i set).

Further we consider vertex covering sets of gragfesdefine the vertex covering
number of a graph and prove that this number doesarease when a vertex is removed
from the graph. We prove the characterization iamsé vertices whose removal reduces
the vertex covering number of a graph. We furthreve that when the vertex covering
number decreases the independence number remai@ aadh conversely when the
independence number decreases the vertex covermpear remain same. We also prove
that if G is a vertex transitive graph then eithemoval of every vertex reduces the
vertex covering number or removal of any vertexsdnet change the vertex covering

number. We also characterize vertex transitive lggaphich are bipartite.

Definition-2.1: Independent Set[44]
A set of vertices in a graph G is said to be arepathdent set or an internally

stable set if no two vertices in the set are adjace

Definition-2.2: Maximal independent setj44]
An independent set S is said to be maximal indepatnset if S U {v} is not an

independent set for every vertex v not in S.
Definition-2.3: Independence number[44]

The independence number is the, maximum cardinafitgn independent set in
G. Itis denoted by(G).
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Definition-2.4: Minimum independent dominating set.[44]
A set with minimum cardinality among all the maxinradependent set of G is

called minimum independent dominating set of Gust j set of G.

Definition-2.5: Independent domination number.[44]
The cardinality of a minimum independent dominatsag is called independent
domination number of the graph G and it is denbtedG).

Note: A maximal independent set is a dominatingp$&.

Definition 2.6: (Vertex Transitive Graph).[1]
Let G be a graph then G is said to be vertex thiaesif for every u, v,[1 V(G)

there is an automorphism f(G) such that f(u) = v.

We introduce the following sets.
V2={vOV(G):iG -v) =i(G) }

Vit={vOV(G) : i(G -v) > i(G) }
Vi ={vOV(G):i(G -v) <i(G)}

These three sets are mutually disjoint and iterurs V(G).
Note: If S is an independent dominating set of Qr&then for every vertex v in S,

Pn[v,S] contains v.

Example-2.7:
(1) Consider the graph G = G (See Figure -0.2)
For this graph minimum independent dominatingsé¥ ,, Vs} and
independence domination number is 2. affd=\{V 1,V2,V3,Va,Vs}, Vi' = @,
Vi= o
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(2)Consider the graph G = B:

Wy Uy Wy Uy Vs U Uy

Figure-2.1

For Path Graph A2 minimum independent dominating set is;{W4, Vg}
and independence domination number is 3. afltE\{V 1,V2,V3,Vs, Ve,
V7, Vit=@, andV= {Vg4}.

3) Consider the graph G = Patersen Graph : (Seddure -0.3)
For Peterson Graph minimum independent dominagngss{V, Vs, Vg}
and independence domination number is 3.
And Vi°={V1, V2, V3, V4, V5,Ve, V7, Vg Vo, Vio}, Vit =pand [ = .

4) Consider the Graph G = Hyper Cube Graph : Gee Figure -0.8)
For Hyper Cube Graph minimum independent dominagetgs {Vi, Ve}
and independence domination number is 2.
And Vi' =@ VI° = {V1,V2,V3,V4, V5, Ve, V7,Ve}, and Vi = .

Theorem-2.8: Let G be a graph i(G-v) <i(G) then iG-v) = i(G) — 1.
Proof:
Suppose i(G-v) <i(G) -1. Let Sis ai set of G {
Case-1:v is adjacent to some vertex of S.
Then S is an independent dominating set in G w8h 4 i(G). This is

contradiction. (Because a set with |S| < i(G) isamindependent dominating set of G.)
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Case-2:v is not adjacent to any vertex of S.

So, § =S U {v} is an independent dominating set in G.
So, |§] = |S| + Ki(G-V)<i(G). So, |9 <i(G).This is a contradiction.
(because i(G-v)<i(G)-1). Thus, i(G-v) = i(GJL.

Theorem -2.9: A vertex v V;™ if and only if
(a) v is not an isolated vertex.
(b) visin every i set of G.
(c) No independent subset S of V(G)- N[v] with |SF i(G) or i(G) -1 can
dominates G-{v}.
Proof: (a)

suppose Vv is an isolated vertex of G. Let S beat 0f G then ¥ S then
S —{v}is anindependent set in G — {v}.Let (G — {v}) = ( S — {v}) ,So w£ V. So,
w [OS. (i.e. G-S), and S iset of G. So, w must be adjacent to some vertéStwhere
t # v because v is an isolated vertex of G. So, $ — {v}.So, w is adjacent to some
vertex t of S — {v}. So, S —{v} is an independatdminating set in G — {v}.
So,

i(G-v) <|S—{v}| <|S].

So,

i(G-v) <|S|=(G).
So, i(G-v) <i(G).
So, v Vi+.

This is a contradiction.

So, v is not an isolated vertex of G.
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(b)
Suppose there is some i set S of G which does omiains v. Now, S is an
independent dominating set in G — {v}. So, i(G-¥)|S| =i(G). So, vO V;". This is a

contradiction. Thus, visin everyi set of G.

(c)

Suppose there is an independent subset of V(Gy}with [S|= i(G) or i(G) -1
can dominates G — {v}. Then i(G-vX |S|< i(G). So, v V;". This is a contradiction.
Thus, no independent set®¥(G) — N[v] with |S| = i(G) or i(G) -1 can dominate
G —{v}.

Now we prove converse.

Case 1:Suppose v Vy

Let S be a i set of G — {v}.Suppose v is adjadersgome vertex w of S in G. Then
S is an independent dominating set in G such ®jat|i(G-v) < i(G), which is not
possible. So, v is not adjacent to any vertex dffen SO V(G) — N[v] such that
|S| = i(G) -1 and S dominates G — {v}. This iscatradiction. So, I V;.

Case 2: Suppose v{I V7.

Let S be a set of G — {v}. TherefordS| = i(G). Suppose v is adjacent to some
vertex w of S. Then Sis ai setin G and\S. This is contradiction. So, v is not adjacent
to any vertex of S. Then S V(G) -N[v] which is independent and dominates ®/}-
This is a contradiction. So, @ V. Thus,v O V;* ||}
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We introduce the following definition.

Definition-2.10: External private neighborhood.
Let v be a vertex of the graph G and¥/(G) containing v then external private
neighborhood of v with respect to S,
i.e. BV, S]={w0O V(G) - S:N(w)N S ={v} }.
Note: EBefv, SO Ry[v, S].

Theorem -2.11: The following conditions are equivant for a graph G and a vertex

v O V(G)

(1) vOVy.

(2) There is a i set S containing v such thatg{v, S] = @

(3) There is a i set S containing v such that S ¥Yis an independent dominating set

in G —{v}.

Proof: Now (1) => (2).

Let S be aisetin G —{v}then |{5=i(G) — 1. Now v can not be adjacent

to any vertex of §( because otherwise S would be an independentrddimg set in
G with cardinality less thaifG) ). Let S = $ U {v}, then obviously Sis aisetin G
and v S. If w O Epefv, S] then w is not adjacent to any vertex of.. $his
contradicts that Ss an independent dominating set G—{v}. Hengg{E S] =¢. So,
(1) => (2) is proved.

Now, (2) => (3).

Let S be the given set in statement @)ppose S — {v} is not an
independent dominating set in G — {v}. So, thera igertex w in (G — {v}) —
(S — {v}) which is not adjacent to any vertex of§v} implies that w# v. Now S is
an independent dominating set in G. Therefore adjacent to v only in S. This is a

contradiction. So, v, S] =@. So, (2) => (3) is proved.

Now, (3) => (1).
It follows that i(G-v) < i(G) implies that ¥ Vi So, (3) => (1) is provel
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Remark — 2.12:

From the above Theorem-2.11 it follows that these an one -one
correspondence between the minimum independentofsés containing v and
minimum independent sets of G-{v} if 1 V. It also follows that there are at least

as many minimum independent dominating sets of thatf G-{v}.
Now we consider vertex transitive graphs. We pritnesfollowing theorem.

Theorem-2.13: Let G be a vertex transitive graph ad v O V(G). If i(G-v) < i(G)
then i(G-w) < i(G) for allw O V(G).
Proof:

We use the statement (2) of Theorem -2.11. Let @rhevertex different from v
and f be an automorphism of the graph G such {atfw. Since VIV’ then there
iS i setS containing v such thatEv,S] = ¢.

Now consider the set f(S) which is asetbecause f is an automorphism of G.
Since v S and f(v) = wd f(S).

Now suppose W Epefw,f(S)] .Let v O V(G) such that f(}) = w". Since
w! O S, also Wis adjacent to w implies that'\is adjacent to v. Since vis not
adjacent to any other vertex of f(S), and issnot adjacent to any other vertex of S
that is ' O EpedV,S]. This is a contradiction.

Thus, Be{W,f(S)] = @. This is equivalent to say thatwV.
(by Theorem-2.11}
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Theorem -2.14: For any graph G
(@) If v O V;" then for every i set S of G, V0 S and BV, S] contains at least two
non adjacent vertices.
(b) If x OV;"and y O Vi then x and y are not adjacent.
(©) IV 2] V.
(d) i(G) #i(G-v) for all v O V(G) if and only if V = V.
Proof:
(a)
Let S be ai set of G. SincelVV;"and vO S. If BV, S] = @then it implies that
v O Vi (by Theorem -2.11). Therefore if w is the onlytegrsuch that Wl Epefv, S],
then =S —{v} U {w}is ai set not containing v whictontradicts the Theorem — 2.9.
Suppose any two vertices in thg,fv, S] are adjacent. Select any two vertices
say w and w in the Bex [v, S]. Now let $ =(S — {v}) U {w4} then S is a i set not
containing v. This is again contradiction.
(b)
There is a set S is containing y such that S — {y} is an ineleglent dominating
setin G — {y}. (by Theorem — 2.11). SincéXV;" and x[O S. Since S is an independent

set. So, x and y are non adjacent.

(c)

Let xOV;" and S be aset containing x (by - a). Therefore verticesard % in
the Bex[v, S] (which are possibly non adjacent ). Sir@nd % are adjacent and
x10 Vi~ (by —=b ).Therefore xO V%.Similarly x, O V. Thus, every vertex X V;" gives
rise two distinct vertices in;¥ It can be verified. If x andbare distinct vertices in ¥/
then the sets {xx2} { x 1%, x."}are disjoint. Thus, it follows that |3 > 2| Vi|.
(d)

Suppose i(G-v¥ i(G) for all v V(G). If some v[V;"then it implies that
V° # @ .(by- c).That is there is vertex w such that i(B=w i(G) which contradicts our

hypothesis. Its converse is obvioul
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VERTEX COVERING

Definition -2.15: Vertex Covering Set44]
Let G be a graph. A setl$V(G) is said to be a vertex covering set of thapbr

G if every edge has at least one end pointin S.

Definition -2.16: Minimal Vertex Covering Set[44]
If S is a vertex covering set such that no prapdaset of S is a vertex covering set

then S is called minimal vertex covering set.

Definition-2.17: Minimum Vertex Covering Set[44]
A vertex covering set with minimum cardinality illed minimum vertex
covering set. It is also called, set.

Note that every minimum vertex covering set is migli vertex covering set.

Definition -2.18: Vertex Covering Number[44]
The vertex covering number of the graph G is thalinality of any minimum

vertex covering set of the graph G. It is denotedf{G) or simplya.

Definition -2.19 : Independent Sef44]

A set SO V(G) is said to be independent set if any twdinlcs vertices of S are
nonadjacent.
We will regard a single tone set as an indepenskent

Definition -2.20: Maximum independent Se{44]
A independent set with maximum cardinality is edlmaximum independent set.
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Definition -2.21: Independence Numbef44]

The cardinality of a maximum independent set Iledandependence number of
the graph G and it is denoted fyG) or simplyfo.

Now we see that vertex covering number of a grépés not increase when a

vertex is removed from the graph.

Lemma -2.22: If vO V(G) then
(1) ag(G-v) < ae(G).
(2) If ap(G-Vv) < ap(G) then ag(G-v) =ap(G) — 1.
Proof : (1)
Case- a:
Let S be g setin G and {J S. Consider the set S — {v} of G —{v}. Ife = xy
an edge of G — {v} then at least one end vertex xlees in S. Since e is an edge of
G —{v}, x #v and y# v. Thus, the end vertex of e which lies in S altjua vertex of

S - {v}. Thus, S- {v} is a vertex covering set of - Gv}.Thereforeay(G-v) < ag(G).

Case-b:vS.
Here also by similar argument Syigset of G — {v}.Thuso(G-V) < ao(G).

(2) Suppose@y(G-v) <ay(G) — 1.
Let S be a minimum vertex covering set of G — {v}.
Case -1:Suppose v is not adjacent to any vertex of S.
Let S = S U {v}, then Sis a minimal vertex covering set of the graph G.
So,

0o(G)<0p(G—Vv)+1<ag(G)—1+1
So,

0o(G) < ap(G).

This is a contradiction.
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Case -2:Suppose v is adjacent to some vertex of S.
Let § = S U{v}, then Sis a vertex covering set of the graph G.
So,
0(G)< |S9]=]S| +1a(C—Vv)+1<0p(G)-1+1
So,
0o(G) < ap(G).
This is a contradiction.

So, by above case we have contradiction. Tt(§ -v) =ao(G) — 1.

Theorem -2.23: Let G be a graph and  V(G) then vO V' if and only if there is
aYe set §suchthatvd S
Proof:

Suppose that ¥ V.. Let S be a minimum vertex covering set of G-{vijdalet
S; = S U {v}. Then sinceng(G-v) =0o(G) — 1.So, Sis a minimum vertex covering set of
the graph G. andM S;.

Now we prove converse.

Let S be a minimum vertex covering set of the graph Gtaiaing the vertex v.
Let S =3 - {v} then |S| < |g. We now prove that S is a vertex covering sehefgraph
G — {v}. Let e = xy be an edge of the G-{v} then#v and y+# v. Since $is a vertex
covering set of the graph G so[ xS, or y [0 ;. In fact (by above Theorem-2.22)[xS

or yO S Thus, S is a vertex covering set of G — {v}.

So,

(G -v)< [S]<]|§|= ao(G)
So,

ao(G -v) < ao(G)
So,

viOVe.

61



Chapter-2: Independent Domination and Vertex Congri

Corollary -2.24: Let G be a graph and v V(G) then v O V%, if and only if v does

not belongs to any minimum vertex covering set ohe graph G.l

Corollary -2.25 : Suppose § S, ...... S are all y, set of the graph G and vT VO,
then N(v) is subset of §1 SN...... NS.
Proof:
If N(v) = @then the result is obvious.
If w OO N(v) then w adjacent to v and sincéh\§ foranyi (i=1,2, 3, ..... K)
w O S for every i . Hence il SN SN.......NSc. ||

Corollary -2.26 : Let G be a graph and V1 V%, such that v is not an isolated vertex
in G then SN SN......NS¢ is non empty J]

Corollary -2.27: The set \;; is an independent set.
Proof :

If u and v belongs to % and if u and v adjacent then either u or v beloigs
some minimum vertex covering set of the graph.theowords U1V ¢, or v Vg

(by Theorem -2.23). This is a contradiction. Hen@nd v are non adjacel.
6(G) denote minimum degree of the graph G.

Corollary -2.28: Let G be a graph then | \ | > d(G).
Proof :
If VO = ¢ then V. = V(G). Hence the result is true.

Suppose ¥ # @. Let vO V%, If v is an isolated vertex then also the resuttile.

Suppose v is not an isolated vertex then N(v)ssilaset of 81 SN...... NS. which
is a subset of & SU...... U S.. Hence

3(G)< IN(V) | < |SlUSU.....U&|=| V|
Thus,3(G)< | Ve ||}
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Corollary 2.29: If G is any graph then | V% |< | V(G) | -3(G). |}

Corollary -2.30: For any graph G
(1) | Ver |2 ao(G).
2) |V |< Bo(G).
Proof:
Note that the union of all minimum vertex coverisgts = V,; andoy(G) is the
cardinality of the minimum vertex covering set.féllows that | Vi | > 0o(G) and

similarly | V¢ | < Bo(G)- |}

e Note that a graph having at least one edge higsasit one non empty vertex covering
set.

e \We make following convention.

The graph with no edges has only one vertex cogesat namely the empty set.

So, vertex covering number of such a graph is zero.

Theorem -2.31: Let G be a graph then @ V%, for every vertex v V(G) if and only
if the graph is a null graph.
Proof:
If G is a null graph then its vertex covering numizezero and it can not decrease

further when any vertex is removed. Hence evertexdrelongs to ¥%.
Conversely suppose there is at least one edge igrtph G. Then it has a non empty

vertex covering set. Hence any vertex x of thisogébngs to \; by above Theorem 2.24

This contradicts the assumption. Thus, the grapmbaedgei
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Remark -2.32:
(1) Note that the compliment of a minimum vertex cowgriset is a maximum

independent set. Henog(G) +3o(G) = n.

(2) Let v be a vertex of the graph G.
Now ao(G-V) Ho(G-v) = n -1. If v[1 V¢, thenao(G-v) =ae(G) —1, then by above

equation,
0o(G) -1 + Bo(G-v) = n-1.
So,
do (G) #Bo(G-v) =n.
So,
Bo(G-v) =n € (G) .
So,

Bo(G-Vv) =Bo(G) ( becausey(G) +3o(G) = n.

Thus, we conclude that if the vertex covering nundbecrease (when a
vertex is removed.) then the independence numbtiieagraph G does not change
(when a vertex is removed.).

Similarly if the vertex covering number does noaiehe when a vertex is
removed then the vertex independent number ofdedsease (when that vertex is

removed).

Example-2.33:
(1) Consider the complete graph #r n> 2. Its vertex covering number is n-1.
For any v of K K, — {v} = K,-1, and its vertex covering number is n -2. Thugrg

vertex of K, belongs to .

(2) Consider the cycle ££n> 3 then every vertex of Cbelongs to V. Similarly every

vertex of the Hyper Qube Graph s-Relongs to ..
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Theorem -2.34: If G is vertex transitive graph with at least one edge then every
vertex v V.
Proof:

Let S be a non empty minimum vertex covering sébiand v be a vertex of the
graph G. If vOJ S then \[J V'¢,by Theorem 2.23.

If v OSthen, let W S. Let f be an automorphism of the graph G suah th
f(u) = v (because G is vertex transitive graphpwNconsider the set f(S) which is
minimum vertex covering set of the graph G andoittains f(u) = v that is ¥ f(S).
Thus, f(S) is a minimum vertex covering set of Glsuhat v f(S). So, again by

Theorem - 2.23, {11 V. Thus, every vertex of the graph G belongs 'tal

Theorem 2.35: If G is a graph without isolated veiites and if § and $ are disjoint
vertex covering set of the graph G then,
(1) G is a bipartite graph.
(2)S and S are minimal vertex covering set of the graph G.
Proof:
1)
Let e = uv be an edge of graph G then eithéry and vOJ S, or ul S and
v [0 §. Thus, every edge joins a vertex qQft& a vertex of $(No edge can join two

vertices of the same set of & S).
Moreover if X is any vertex of graph G and if ersedge whose one end vertex is

x then xO S or x O S,. Thus every vertex of the graph G belongs to eifieor S.
Thus, G is a bipartite graph.
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)

Now let v be any vertex of;&nd if e is an edge whose end vertex is v then
S;-{v} does not contain the end vertex v of the edgeThus, ${v} is not a vertex
covering set of the graph G. Hencei$a minimal vertex covering set of the graph G.

Similarly & is a minimal vertex covering set of the grap}IB.

Corollary-2.36: If G is a graph without isolated vetices and if G has an odd number
of vertices then any two minimum vertex covering gehave non empty intersection.
Proof :

Suppose Sand $ are disjoint minimum vertex covering set of thagr G. Then
by Theorem-2.35 graph G is a bipartite. Hence [M&) S | + | S| .Since
|S =%, |V(G) | is an even number which is not trueus; SN S, # ¢ . ||

Definition-2.37: Co-vertex covering set.
A set S of vertices is said to be co-vertex cowerset if u and v are non
adjacent then W S or v S.

4 3
Figure-2.2

S ={1, 3} is not co-vertex covering set becausmd 4 are not adjacent and
2,40{1,3}.

If S = {1, 2} is co-vertex covering set becausentl & are not adjacent and
1 {1, 2}.Similarly 2 and 4 are not adjacent andl{l, 2}.
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Theorem-2.38: If S is a vertex covering set and itsompliment has at least two

vertices and any two of them are not adjacent the® is not a co-vertex covering

setll}

Theorem-2.39: SO V(G) is a vertex covering set and co-vertex covery set of G if
and only if S=V(G) or V(G) — S is a single tonset.
Proof:

Suppose S is both vertex and co-vertex coveringls& = V(G) then the
condition is satisfies.

If S#V(G) and if V(G) — S has at least two verticesntlamy two of them are
adjacent or non adjacent.

If they are adjacent it implies that S is not g@ex covering set.

If they are nonadjacent it implies that S is nabavertex covering set. This is a
contradiction. Hence V(G) — S must be a single &ate
Now we prove converse.

If S =V(G) then S is both vertex and co-vertexaring set.
If V(G) — S is a single tone set and u and v are vertices of the graph G then at least

one of them must belongs to S.
Hence S is both vertex and co-vertex coveringftte graph Cl

Corollary-2.40: If G is a graph and |V(G)| = n, tken there are exactly n + 1 sets
which are both vertex and co-vertex covering set]

Suppose G is a graph ad(@) = k. Let S be a minimum vertex covering set and
v be a vertex such that d)k and vl S then all the neighbors of v are in S. Thus, & is
k-dominating set of the graph G. Therefore the kh@tion number of the graph G is
less than of equal twy(G).
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Definition-2.41: K-perfect dominating set.
Let G be a graph and[$V(G) then S is said to be a k- perfect dominatagif
for every vertex v not in S, v is adjacent to ekaktvertices of S.

The minimum cardinality of a perfect k-dominatisef is called perfect

k-domination number of the graph G. It is denotgd/(G).

Theorem-2.42: Let G be a k-regular graph thero(G) = ypk(G).
Proof:

Let S be a minimum vertex covering set of the gr&hf v O S then v is
adjacent to exactly k vertices of S because dfand S is vertex covering set. Thus,

S is a perfect k-dominating set of G .Heyge(G) < ao(G).

Let T be a minimum perfect k-dominating set of ¢ineph G. We prove that T is

vertex covering set of the graph G.

Let e = uv be an edge of the graph G. SuppdseluSince d(u) =k and T is a
perfect k-dominating set, u is adjacent to exaktiertices of T and therefore v must

be in T. Thus, T is a vertex covering set of thepyrG. Therefore

ao(G) < Vpk(G) .This proves thato(G) = vp(G) ||}

Theorem-2.43: If G is a vertex transitive graph wheh is not null graph then

(1) There are at least two distinct minimum vertex coveng sets in the graph
G.

(2) The intersection of all minimum vertex covering set of G is empty set.

Proof:

1)
Since G is not a null graph there is a properexecovering set of the graph G,

therefore there is a proper subset S of V(G) wiscl minimum vertex covering set.

Now let y[O S and xJ S. Since G is a vertex transitive graph. So, tiean
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automorphism f: V(G)}— V(G) such that f(y) = x then f(s) is a minimum tex
covering set containing f(y) = x. Note that*S(S) because x[ f(S) but xO S.

Thus, S and f(S) are two distinct minimum vertexaring sets of G.

)

Let §,$,S;,.....& be all the minimum vertex covering sets of thepgr& and
we assume that $ S, ifi #].

Now suppose SISNSN....NS# @ Let y 1 SNSNSN....NS. Note that
this intersection is a proper subset db&every i.

Let x 0 S such that x£ y. Now since G is vertex transitive then thereams

automorphism f such that f(y) = x. Now the set
{519 %....&} = { (S). (&) (S), ... 7(S)}

Now f(y) O f(Sy) N (Sp) N f(S3) N, ... NTF(SK)
x O SNSNSN....N.Sbut xO SNSNSN....N.Sc. This is a contradiction.
Hence $NSNSN...N.S= ¢ |

Theorem-2.44: Suppose G is a vertex transitive grdpwhich is not a null graph
(2) If G has exactly two minimum vertex covering $s then they are disjoint,
the graph is bipartite graph and the y(G) = n/2. (i.e. n is an even number of
vertices of G.)
(2) If G is a bipartite graph and if G has n (even) vertices then G has exactly
two disjoint minimum vertex covering sets andy¢(G) = n/2.
Proof :
1)

Suppose sand $ are the only minimum vertex covering sets of theph G then §
and $ are disjoint.( by last theorem-2.43).
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Now since every edge has one end pointiarfl the other end point in en
the graph is bipartite. Also by (Theorem-2.35 )nust be even. Also note thatd® $
does not contain any isolated vertex.( In facvaitices are of the graph G have the same

degree.Since the graph is vertex transitive andetbee regular.) Thus, S} is

partition of V(G) and since {5=|S| . S0,y(G) = n/2.

2)

Let m = n\2. We will prove thglp(G) = m. First we note that if Mand \4 is the
partition of the graph G then {M= |V2| = m. Since the graph G is vertex transitive it is
k-regular for someXl. The number of edges incident with vertices pF\k|V,| and the
same edges are incident with vertices gfavid the number of such edges =k|Wence
KIVi] = k|Vo]  So, |M] = Vo] = m = n\2.The set of vertices of 6 an independent set.
Hence fo(G) > m. Now we prove that any set with m+1 vertices camt be an
(maximum) independent set.

Let S be any set with m+1 vertices. S has at leastvertex fromyand at least
one vertex from Y. Let t be the number of vertices in S which inthven m+1-t vertices

of Sareiny

Suppose S is an independent set. Consider thes edgeh are incident with
those vertices of S which are in.\rhe number of such edges = kt. The other endt poin
of these edges are those vertices pfWiich are not in S. There are exactly m-(m+1-t) =
t-1 such vertices. The number of edges incidertt these vertices is k(t -1).Thus, K(t-1)
> kt. i.e. t -1>t which is not true. Thus, S can not be an inddpat set. This implies
thatBo(G) = m. Henc@o(G) = m = n\2.Jjj
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Chapter :- 3
TOTAL k-DOMINATION
K-TUPLE DOMINATION
AND
K-DEPENDENT K-DOMINATION
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Chapter-3 :Total k-Domination and k-tuple
Domination and k-dependent k-Domination

In this chapter we consider the notions of totalddmination, k-tuple
domination and k-dependent k-domination for gra@hs2) It may be noted that if a
graph has a vertex of degree less than k then tee not exist a totally k-dominating
set in the graph. Similarly if a graph has a vexéxlegree less than k -1 then a k-tuple
dominating set does not exist. In this chapter aesler and characterize those vertices
whose removal increases or decreases total k-daomnaumber of the graph. We prove

similar result for k-tuple domination and k-depemidiedomination.

TOTAL k-DOMINATION

In this section we introduced a totally k-domingtisets. We prove theorems

similar to those of domination.

Definition-3.1: Totally k-dominating set.

Let k be an integerk.. Let G be a graph and[3V(G). The set S is said to be
totally k-dominating set if for every vertex(¥ V(G) , v is adjacent to at least k vertices
of S.

Note that every totally k — dominating set is ddminating set. However the
converse is not true.

Example-3.2:

4 3
Figure -3.1
Consider the above graph G with vertices 1,2)34S = {1,3} if k =2 then S is

a 2- dominating set but it is not a totally 2 —doating set.
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Remark-3.3:

Note that if a graph G contains a vertex v withrdedess than k then no subset
of V(G) can be totally k-dominating set. (Althougimay be k-dominating set.)
k-dominating set: A set S is k-dominating setaf every vertex VJ V(G)- S, v is

adjacent to at least k vertices of S. i.e.| N(\$|= k.

Definition -3.4: Minimal totally k-dominating set.
Let S be a totally k-dominating set then S is saide minimal totally

k-dominating set if for every vertex v in S, S-{ghot a totally k-dominating set.

Definition -3.5: Minimum totally k-dominating set.
A totally k-dominating set with minimum cardinalitg called a minimum

totally k- dominating set. It is calledya set.

Definition-3.6: Total k- Domination Number.

The cardinality of a minimum totally k-dominatingtss called total

k-domination number of the graph G and it is ded@tgy1«(G).

Note that any totally k-dominating set must camtait least k+1 vertices
therefore total k-domination number of any graplit, is define is grater than or equal to
k+1.

Definition -3.7: Total k- private neighborhood.

Let G be a graph and S V(G) and vl S then total k-private neighborhood of

v with respect to the set S.

Pr[v,S] ={ w O V(G) : w is adjacent to exactly k vertices of Sluding v. }

Example -3.8: Consider the cycle €with five vertices w, Vo, V3, V4, Vs
(See Figure-0.2)
S ={ v, v3, Va}. We consider the cycle{with vertices v, Vo, V3, Vs, V5. Let

v=v; then Ry[vy, S]={Vv., W}
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Theorem-3.9: Let G be a graph. K> 1(k is a positive integer.) A totally k-dominating
set S is minimal if and only if for every vertex wof S, P[v,S] # @.
Proof:

Suppose S is a minimal totally k-dominating set. v .&] S then S-{v} is not a
totally k-dominating set. Hence there is a verteinW/(G) which is adjacent to at most

k-1 vertices of S-{v}.

If w = v then we have a contradiction because adigcent to at least k vertices
of S. So, w£ v.

Now w is adjacent to at least k vertices of S @adjacent to at most k-1
vertices of S-{v}. This means that w is adjacentet@ctly k vertices of S including v.
Hence wl Pr[v,S].

Now we prove converse.

Suppose V1 S. Let wO Prv,S]. Now w is adjacent to exactly k vertices of S
including v therefore w is adjacent to k-1 vertic#sS-{v}. i.e. S-{v} is not a totally k-
dominating set. This implies that S is a minimaaly k-dominating se.
Comments-3.10:

As we have noted earlier a graph having verticés eegree less than k can not
have totally k-dominating set. Also it may happéattwhen a vertex is removed the

resulting graph may have vertices having degresethemn k.

Let G be a graph. Letdenote the set of vertices whose degree is leasktha
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Notations: We define the following notations.
V' s {v O V(G) : G-{v} has vertex of degree less than k inG-{v})}

Vi {v OV(G) : Y1x(G-V) > y7x(G).}
Vi {v OV(G) : y«(G-v) <y7«(G).}

Vo i fv OV(G) : y1k(G-v) = yrk(G).}

Theorem -3.11: Let v V(G) such that d(v)> k and v O V'y. If v O V1 then
Y1k(G)-k £ Y1k (G-v) < Y1« (G)-1.
Proof:
Let S be a minimum totally k-dominating set of G-{v}.rgie v I V1« ,
| S | <ymw«(G) and v is adjacent to at most k-1 vertices pfSsippose v is not adjacent to

any vertex of § Let z, 2, ....... Z be k neighbor of v.

Let S= SU{z, 2, ....... Z }, then S is a totally k- dominating set in G.
Thereforeyr(G)< | S| = | | + k =y1(G-v) + k. Thereforgm(G) — ks yru(G-v).

If v is adjacent to m vertices say, z, ....... Zn (M<K). Let Z+1, Zne2, -« %
be the vertices adjacent to v and notin S

Let S= S U { Zm1, Zmi2, «onone Z }, then as above S is a totally k- dominating

set in G and by similar argument(G) — k< y1i(G) —(k-m)< y1i(G-v).
Thus in both the cases the inequality hc.ls.
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Theorem -3.12: Suppose @V(G), d(v) > k and v OV'r« then v O V' if and only if
the following conditions hold.

(1) v is contained in everyyqy set of G.

(2) No subset S of V(G) which intersects N[v] in at mok-1 vertices of N[v] and

with |S|< v« (G) can be a totally k-dominating set of G-{v}.
Proof:
)
Suppose M1 V1. Suppose §is ayrk of G such that V1 & . Let v be any

vertex of G-{v}. Since VCIV'7y, d(wv1) > k in G-{v} and hence G also. Thus, is adjacent
to at least k vertices ohSThus, $is a totally k — dominating set of G-{v}. Thus,

Y1(G-V) < || =y7(G). That is VI V'1«. a contradiction.

(2)

Suppose there is a setwhich intersects N[v] in at most k-1 vertices, and
|So| < y1(G) and S is a totally k-dominating set of G-{v}. Thep(G-v) < |S| < Y1«(G).

This is again a contradiction. Therefore conditi@nholds.

Now we prove converse.
Suppose 1 V. Let S be a minimum totally k-dominating set of\@Af v is
adjacent to at least k vertices of S then S isramrmim totally k-dominating set of G not

containing v, which contradict (1).

Suppose v is adjacent to m vertices of S whezar0< k. Then S is a set which
intersects N[v] in at most k -1 vertices, £3ft«(G) and S is a totally k-dominating set of

G-{v} which contradicts (2).

Suppose V] V. Thenyn(G) —k< y1u(G-v) < y1(G) -1.
Let S be a minimum totally k-dominating set of @{If v is adjacent to at

least k vertices of S then S is a totally k-domm@set of G with |S| 1(G). That is
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v1(G) <y1k(G) - a contradiction. So v is adjacent to at niestvertices of S then also S
is a set which intersects N[v] in at most k-1 @8 and |S|< y1k(G) is a totally k-

dominating set of G-{v}, which contradicts (2).
Thus, v can not be in ¥ or Vor. Hence vV |}

Next we prove the following theorem.
Theorem -3.13: Suppose d(v* k and v O V'r. Then for any yr¢ set S, vl S and
Pr«[v,S] contains at least two vertices.
Proof :

Let S be anyyx set of G. Since VIV'y, v O S. Since S is a minimum set,
Pr«[v,S] contains at least one vertex.

Suppose R[v,S] contains only one vertex say w.
Claim:w O S.

Proof of the Claim:Suppose w1 S. If w is not adjacent to any vertex out sidenént

d(w) < k in G-{v}which contradicts that ¥ V'r. Thus, there is a vertex;voutside S

which is adjacent to w.

Now let S= S —{v} U {w,}. Then S is a minimum totally k-dominating set of

G not containing v. which contradicts thaflw " .

This proves that Wl S. Since d(w} k, in G-{v}, w is adjacent to some vertex
wy which is out side S.
Now let S= S-{v}U{w 1}. Then § is a minimum totally k-dominating set of G

not containing v , which is a contradiction.

Thus, in any case we get a contradiction. Hengp/ 8] contains at least two

vertices ||}
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Theorem -3.14: Let v be a vertex of G such that df k and vO V'r. Then
v O V'1¢ if and only if there is a minimum totally k-dominating set S and k vertices
W1,Wa,...Wk IN S such that Ry[w;,S] = {v} for every i.
Proof:

Suppose V] V1. Let § be a minimum totally k-dominating set of G-{v}.

If v is not adjacent to any vertex of Ben let w,ws,...wx be k vertices adjacent
tov. Let S = U { wi,Wa,...w } then S is a minimum totally k-dominating set®f For
each i v is adjacent to exactly k vertices of Sudmg w ( other vertices to which v is

adjacent are ywy, ...Wi.1, Wit1,...Wx) Thus, vOJ Prw;,S] for every i.

Let v be a vertex different from v. Since IS a totally k-dominating set of
G-{v}, v is adjacent to at least k-vertices gfa®d no wis member of § Therefore
v, O PTk[Wi,S].

Hence Rywi,S] = {v} for eachi.

To prove converse suppose S is a minimum totabipminating set of G and

W1,Wa,... Wi are vertices of S such thagRv;,S] = {v} for each i.

Let § = S-{w1}. We will prove that $ is a totally k-dominating set of G-{v}.
Let z be any vertex of G-{v}.First suppose that v Since S is a totally k-dominating

setin G, z = wis adjacent to at least k vertices @f S

Suppose zZ wi. Since zZz v, z [0 Prfw;,S]. Hence if z is adjacent to;wn G
then z must be adjacent to at least k other verti€&. This means that z is adjacent to at
least k vertices of;SIf z is not adjacent to mthen since S is a totally k-dominating set of
G, z is adjacent to at least k vertices af S

Thus in any case z is adjacent to at least koe=tdf $. This proves that,Ss a
totally k-dominating set of G-{v}. and hengg(G-v) < |S| < |S| =yr«(G). This means
that v Vi . |}
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Corollary -3.15: Suppose V is a vertex in Yy and w is a vertex in Vi then v and w
are non adjacent.
Proof:

There is a minimum totally k-dominating set S andektices w,wa,...wi in S
such that Rfw;,S] = {w}or each i. Since V1 V'1¢, v S. (Theorem -3.3). Note thattv
w; for any i, becausef]v,S] contains at least two vertices whilg[®;,S] contains only
w. Now if v and w are adjacent then w is adjacenk+t1 vertices of S including w
which contradicts the fact thatdpv1,S] = {w}. Thus, v and w can not be adjacelt.

K-TUPLE DOMINATION

The concept of k-tuple domination can be founf4#]. Note that every totally
k-dominating set is a k-tuple dominating set butvase is not true. We begin with the

definition of a k-tuple dominating set.

Definition -3.16: k-tuple dominating set[44]
Let G be a graph and k be an integer greater dh&qual to two. A subset S of
V(G) is said to be a k-tuple dominating set if doling conditions satisfied.
(1) If v O S then v is adjacent to at least k-1 vertices.of S

(2) If v O S then v is adjacent to at least k vertices of S.

Definition -3.17: Minimal k-tuple dominating set.
A k-tuple dominating set S of G is said to be aimal k-tuple dominating set if

for each vertex v of S, S-{v} is not a k-tuple dorating set.
Definition -3.18: Minimum k-tuple dominating set.

A Kk-tuple dominating set with minimum cardinaliy called minimum k-tuple

dominating set which also callgg, set of G.
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Definition -3.19: k-tuple domination number.
The cardinality of a minimum k-tuple dominating skt called k-tuple

domination number of the graph G. It is denotedyh{G).

Remark-3.20: Note that any minimum totally k-dominating setaik-tuple dominating

set, but converse is not true. This meansyh&G) < y1k(G).

Example -3.21: Consider the cycle ©with vertices w, V», Vs, V4, V5. Let k=2 then
2-tuple domination number of G; is 4 and total 2-domination number is 5.
(See Figure —0.2)

Now we define so called k-tuple private neighbarxthof a vertex v with respect

to a set containing it.

Definition -3.22: k-tuple private neighborhood.

Let S be a subset of V(G) andVS. Then the k-tuple private neighborhood of v
with respect to S. i.exffv,S] =SUS,US;
Where $={wS: w# v and w is adjacent to exactly k-1 vertices oh&uding v.},
S;={wS: w =v and w is adjacent to exactly k-1 vertioeS},

S;={wS: wis adjacent to exactly k vertices of S inahgdv.}

For example if we consider the cycle graph (CSee Figure -0.2)
S ={vy, Vo, V3, 4}, v =Vv; then Ry[vi1, S]={V1,vs}.
Note that in the above definition any one @f$, S; can be an empty set.
Also note that every minimum k-tuple dominating & a minimal k-tuple

dominating set.

We state the following theorem without proof as isimilar to that of Theorem -3.9
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Theorem-3.23: A subset S of V(G) is a minimal k-tule dominating set if and only if
for each vertex v of SR[v,S]Z @ ||}

Now we introduced the following symbols.

Vi ={v OV(G): Y«u(G-V) > Vi(G) }.

Viu={vOV(G): Yku(G-Vv) <7w(G) }.

Vo= {v O V(G): Y(GV) = Yiu(G) }.

Theorem-3.24: Let v V(G) such that d(v)> k and v OV'r«. Then v O V', if and
only if Yiu(G) — K< Yiu(G-V) < Yiu(G).
Proof:

Suppose V1 V. Let S be a minimum k-tuple dominating set of G-{v}.
Obviously v is adjacent to at most k-1 verticeSpf

If v is adjacent to exactly k-1 vertices of &d in this case let S = Hv}.

Then S is a minimum k-tuple dominating set of G {ld= |g + 1. This means that
Yiu(G-V) =Yiu(G) -1.

If v is adjacent to no vertex of $en let w, ws,....wx be vertices adjacent to v.

Let S = QU{wj, Wy,....W }, then Sis a k-tuple dominating set of G. Tdfere
Yi(G) S| S| =] 8|+ K=Yi(G-V) + k. This proves thgtu(G) —K< Yku(G-V) <Viu(G).

Suppose v is adjacent to m vertices B8y W, Ws,....Wn . ( I m < k). Let
W1, Wme2 «eeen. wyi be vertices adjacent to v and not in Bet S = QU { W1, Wine2
...... wk }. Then S is a k-tuple dominating set of G and F§ 9 | + k.

Therefore Vii(G) £ Vku(G-v) + k-m <y (G-V) +k.
Hence

Viu(G) =K< Yiu(G-V) <Yiu( ).
This proves the theoreil}
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We state the following theorem without proof as isimilar to that of Theorem-3.12

Thoerem-3.25: Let v V(G) such that d(v)> k and v OV'rx. Then vO V' if and
only if each of the following two conditions is sasfied.
(1) v is contained in every minimum k-tuple dominatingset.

(2) No subset S of V(G-v) which intersects N[v] in at wst k-1 vertices and with

IS|< Yu(G) can be a tuple dominating set of G-{v|j]

Theorem-3.26: Let v V(G) such that d(v)> k and vO V1. If v O V', and S'is a
minimum k-tuple dominating set then vO S and Ry[v,S] contains at least two
vertices.

Proof:

By Theorem-3.23, ¥1 S. Since S is a minimal k-tuple dominating sei[\/S]
iS non empty.

First suppose thatpv,S] consists only one vertex w.

Let wI Ry[v,S]. If w = v then S-{v} is a k-tuple dominatinget of G-{v}.This
means that 1 V', and this is a contradiction. If #v then there are two cases:
Case-1

w [0 S. Then w is adjacent to exactly k-1 verticesuduig v of S. Since d(w}
k, there is a vertex ymoutside S which is adjacent to w. Lgt=SS —{v}U{w i}, then S is
a minimum k-tuple dominating set of G not contagnin This contradicts the assumption
that v O V..

Case-2:
wll S. Let 3= S-{v}U{w}, then S; is a minimum k-tuple dominating set of G

not containing v ,which is again a contradicti@s v V.

Thus, the assumption that the[®, S] contains only one vertex leads to a

contradiction. Therefore it must contain at leasi vertices|
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Example-3.27: Consider the following graph to undestand for the Theorem-3.26.

Figure-3.2

Y2u={2,3,4,5} and k =2, So, (G) = 4. [ V", Now for the graph G —{5}

You=1{2,3,4,6,7}=S, and k= 2, S0z45,5] = {6,7}

%é o
? %/
N

Figure-3.3
Now for the graph G —{5}

You=1{2,3,4,6,7}=S, and k = 2, S0z45,5] = {6,7}
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Theorem-3.28: Let v V(G), d(v) 2 k, and vO V',
() If v O V' then there is a minimal k-tuple dominating set S @ntaining v
such that Ry[v,S] = {v}.
(2) If there is a minimum Kk-tuple dominating set S comiining v such that
Prlv,S] ={v} then vO V'i,.
Proof: (1)
Suppose V] V. Let § is a minimum k-tuple dominating set of G-{v}. Then

is adjacent to at most k-1 vertices af S

Case-1: v is adjacent to no vertex of;S
Let wy, Wy, ...... W1 be vertices not in;Such that wis adjacent to v for every
i.LetS=3U{wy, Wy, ...... Wk-1, V }. Then S is a minimal k-tuple dominating sétG

containing v.

Suppose vis a vertex different from v.
If v O S;then i is adjacent to at least k-1 vertices @f Bhus, if \i is adjacent

to v then y is adjacent to at least k vertices of S. TherefgreR[v,S].

Suppose v=w; for some i. Now wl S; and therefore wis adjacent to at least
k vertices of & Therefore if wis adjacent to v thenvis adjacent to k+1 vertices of S.
Therefore wl B[v,S].

Suppose ¥ S then y is adjacent to at least k vertices gftBerefore if v is

adjacent to v themyus adjacent to k+1 vertices of S. Thereforg B [v,S].

Case-2: v is adjacent to m vertices wwy, ...... W of § where 1<m <k
Let Win+1, Wm+2,..e .0 Wi.1 be vertices not in;&nd adjacent to v. Let
S=9U { Wmit, Wme2,en. ... Wi-1, V } then S is a minimal k-tuple dominating set ®f

containing v.
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Let v; be a vertex different from v.

If vi = w for some i {1,2,3...... m} then if w is adjacent to exactly k-1
vertices of $then wis adjacent to k vertices of S if ¥8 adjacent to v. Therefore
vi =W O Rg[v,S].

If vi = w; for some il0 {m+1, m+2, ....... k-1} then since wis adjacent to at
least k vertices of Sw; is adjacent to at least k+1 vertices of S, ifisvadjacent to v.
Therefore wO Py[v,S].

Case-3: v is adjacent to exactly k-1 vertices of S
Let S =3 U {v}, then S is a minimal k-tuple dominating s#tG containing v.

Let v, be a vertex different from v.

If v; = w for some i, then since;vg adjacent to at least k-1 vertices of \B; is
adjacent to at least k vertices of S including wjiis adjacent to v. Therefore
vi =W O Bgylv,S].

If viO S then v is adjacent to at least k-1 vertices af $herefore y is

adjacent to at least k vertices of Sifiv¥ adjacent to v. Therefore \[1 P[v,S].

If vi 0 S then \ is adjacent to at least k vertices gfahd therefore adjacent to
at least k+1 vertices of S if Vs adjacent to v. Thereforg ¥ P[v,S].

Note that I P [v,S]. Hence R|[v,S] = {v}.

)

Suppose there is a minimum k-tuple dominatingSsef G containing v such
that Ry[v,S] = {v}.

Let S = S-{v}. We will prove that $is a k-tuple dominating set of G-{v}.
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Let v; be any vertex of G-{v}.
Case-1: vy O S.

Since S is a k-tuple dominating set of Gisradjacent to at least k-1 vertices of
S. Supposevis adjacent to v in G and s adjacent to exactly k-1 vertices of S then v
vertex different from v andvO P[v,S] which is not true. Sinceyfv,S] = {v}.
Therefore if v is adjacent to v. Then;i¢ adjacent to at least k-1 other vertices of S.
Thus, V is adjacent to at least k-1 vertices @=SS-{v}. If v, is not adjacent to v then v
is adjacent to at least k-1 vertices of S diffeffemtn v. Therefore vis adjacent to at least

k-1 vertices of $

Suppose ¥ S;. Now v # v. Therefore y O S. Now since S is a k-tuple
dominating set of G.;vis adjacent to at least k vertices of S differfeoin v. Therefore

vy is adjacent to at least k vertices @fTBus, S is a k-tuple dominating set of G-{v}.

Therefore,
Yau(G-V)S[S[<]|SEY(G)
Therefore,
Yau(G-V) < Yu(G)
Therefore,

v Vi

The following definition of k-dependent set is dte J. F. Fink and M.S.
Jacobson [21]
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K-DEPENDENT K-DOMINATION

Definition -3.29: k-dependent sef21]

Suppose k 1. A set S subset of V(G) is said to be k-dependenif for every
vertex vin S, v is adjacent to at most k-1 vegio€S.

Note that if k=1 then 1-dependent set is justraiependent set.

Definition -3.30: Maximal k-dependent set.
Letk>1 and S be a subset of V(G). Then S is said @ feximal k-dependent
set if
(1) Sis a k-dependent set.
(2) For every vertex v notin S, S U {v} is not a k-depulent set.

Note that every maximum k-dependent set is a mabkrdapendent set.

If S is a maximal k-dependent set then obvioustyelvery vertex v notin S v is
adjacent to at least k vertices of S. Thus, Sksdaminating set. Hence every maximal
k-dependent set is a k-dominating set.

Also if S is a k-dependent set and VS then v is adjacent to at most k-1
vertices of S. Therefore v belongs to private kghborhood of v with respect to S, which

is denoted asyf,S]. That is Bv,S] is non empty.

Therefore S is a minimal k-dominating set of G.TBus, every maximal

k-dependent set is a minimal k-dominating set.
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Definition -3.31: k-dependent k-dominating set.
Letk=1 and S is subset of V(G). Then S is said to begendent
k-dominating set if
(1) Sis a k-dependent set.
(2) S is a k-dominating set.

Definition -3.32: Minimal k-dependent k-dominating set.
Let S be a k-dependent k-dominating set then 8Sidgste be minimal
k-dependent k-dominating set if for each vertéx 8, S-{v} is not a (k-dependent )

k-dominating set.

Definition -3.33: Minimum k-dependent k-dominating set.
A k-dependent k-dominating set S with minimum caadlty is called a

minimum k-dependent k-dominating set. It is dendigé set.

Definition -3.34: k-dependent k-domination number.
The cardinality of a minimum k-dependent k-domingtset is called

k-dependent k-domination number of the graph &. dienoted ak(G).

Thus, by above remark every maximal k-dependeris seminimal
k-dependent k-dominating set.
Conserve is also true. That is every minimal kethefent k-dominating set is

also a maximal k-dependent set.

Thus, the minimum cardinality of a k-dependent okathating set = the

minimum cardinality of a maximal k-dependent sétafTisi(G).
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We define the following symbols.

Vi ={vOV(G) : Yk(G) <Yi(G-v)}.

Vi ={vOV(G) : Y(G) > Yk(G-v)}.

Vo = {vOV(G) : Yi(G) = Yik(G-v)}.
V'1¢ = { G-{v} has a vertex which degree is less than}k

Note that the above sets are mutually disjointtaed union is V(G).

We state the following theorem without proof.

Theorem-3.35: Let v V(G), d(v) = k and v O V'y then v O V¥ if and only if the
following conditions holds.
(1) v belongs to every minimum k-dependent k-dominatinget of G.
(2) No subset S of G-{v} which intersects N[v] in at m&t k-1 vertices and
|SK ik(G) can be a k-dependent k-dominating set of G-{v}.
Proof: The proof of this theorem is similar to that of r@sponding theorem for total

k-domination]j

Example-3.36:
(1) Consider the graph G = Petersen Graph ( See Figuré:3)
For the Petersen Graphset is {2, 4, 6, 7, 9, 10} and(G) = 6.
and p setis {1, 3, 6, 9, 10} and(G) = 5.

(2) Consider the graph G = Hyper Qube ( See Figure —&).

For the Hyper Qube Graphset is {2, 3, 4, 5, 6, 8} and(G) = 6.
and p set is {2, 4, 6, 8} and{G) = 4.
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Definition -3.37: External private k-neighborhood.

Let S be subset of V(G) and VS, then the external private k-neighborhood of
v with respect to S. i.efv,S]
Ex[v,S] = {w O V(G)-S : w is adjacent to exactly k vertices ah8uding v.}

Now we state and prove the equivalent conditionyéotex v to be in

Theorem-3.38: Let v V(G), d(v) =2 k, and v O V'7 then the following statements
are equivalent.
(1) v O V.
(2) There is a minimum k-dependent k-dominating set Santaining v such that
Ex[V,S] is empty.
(3) There is a minimum k-dependent k-dominating set SfoG containing v such
that S-{v} is a k-dependent k-dominating set of Gf}.
Proof:
1) =>(2)
Let S be a k-dependent k-dominating set of G — {v}. Th8ih < ix(G). If v is
adjacent to at least k vertices of tBen S is a k-dependent k-dominating set of G and
therefore((G) < |S| <ix(G). This is a contradiction. Therefore v is adjatd®e at most

k-1 vertices of &

Let S = 3 U {v} then S is a minimum k-dependent k-dominatisgt of G

containing v.

Suppose WIEx[v,S] then w is adjacent to exactly k-vertices oinSluding v
therefore w is a vertex of G-{v} such thatiwS; and w is adjacent to exactly k-1 vertices
of . This is a contradiction because B a maximal k-dependent set in G-{v}.

Therefore RJv,S] is empty. Hence (1) => (2) is proved.
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Now (2) => (3).
Let S be a minimum k-dependent k-dominating se® afontaining v such that

Ex[Vv,S] is empty.

Consider the set;S S-{v}. We prove that Sis a k-dependent k-dominating set
of G-{v}.

Let w be a vertex of G-{v} such that W S-{v}. Then w is a vertex of G with w
0 S. If wis adjacent to v in G then w must be aéjddo at least k other vertices of S

( because Wl Ex[v,S] ) Therefore w is adjacent to at least k wo&siof S —{v}.

Since S is a k-dependent set in G, S-{v} is alstekendent set in G-{v}. Thus,
S-{v} is a k-dependent k-dominating set of G-{v}eHce (2) => (3) is proved.

Now (3) => (1)
Let S be a minimum k-dependent k-dominating seb afontaining v such that

S-{v} is a k-dependent k-dominating set of G-{v}h&n

IK(G-v) < | S-{v}| < IS| =ik(G)
Therefore,
i\(G-v) <ik(G).
Hence v V'i. Thus, (3) => (1) is provel}.
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Chapter-4: Perfect Domination

Perfect Domination is closely related to Perfeotd€s and Perfect Codes have
been used in Coding Theory. In this chapter weysthe effect of removing a vertex

from the graph on perfect domination.

Definition-4.1: Perfect dominating sef42]
A subset S of V(G) is said to be a perfect donmggset if for each vertex v not

in S, v is adjacent to exactly one vertex of S.

Consider the path4Rwith four vertices 1,2,3,4. The set S= {2, 3} isrfect

dominating set in this graph.

It may be noted that if G is a graph then V(Galways a perfect dominating
set of G.

Definition-4.2: Minimal perfect dominating set.
A perfect dominating set S of the graph G is saidbé minimal perfect

dominating set if for each vertex v in S, S-{v}nist a perfect dominating set.

It may be noted that it is not necessary thatogpgr subset of minimal perfect

dominating set is not a perfect dominating set.
Example-4.3:
Consider the cycle graph G = Qvith six vertices 1, 2, 3, 4, 5, 6. Then

obviously V(G) is a minimal perfect dominating sétG.

However the set {1, 4} is proper subset of V(Gilas a perfect dominating set
in the graph G.
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Definition-4.4: Minimum perfect dominating set.
A perfect dominating set with smallest cardinalgycalled minimum perfect

dominating set. It is callegy set of the graph G.

Definition-4.5: Perfect domination number.
The cardinality of a minimum perfect dominating setcalled the perfect
domination number of the graph G. It is denote¢h#S).

The perfect domination number of cyclgi€ 2 and that of the pathy B also 1.

Definition-4.6: Perfect private neighborhood.

Let S be a subset of V(G) andVS. Then the perfect private neighborhood of v
with respectto S =
Pov,S] = { w OO V(G)-S: N(w) N S ={v}} U {v, if v is adjacent to no vertex of Sraat

least vertices of S }.

Theorem-4.7: A perfect dominating set S of G is mimal perfect dominating set if
and only if for each vertex v in S B{v,S] is non- empty.
Proof:

Suppose S is minimal andVS. Therefore there is a vertex w not in S-{v} such
that either w is adjacent to no vertex of S-{v}wris adjacent to at least two vertices of
S-{v}.

If w = v then this implies thatly Py[v,S].
If w # v then it is impossible that w is adjacent toeatst two vertices of S-{v}
because S is a perfect dominating set. Therefdeenwet adjacent to any vertex of S-{v}.

Since S is a perfect dominating set w is adjaceminty v in S. That is N(wh S = {v}.
Thus, w O Pylv,S].
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Conversely supposely S and B[v,S] contains some vertex w of G.

If w = v then w is either adjacent to at least twartices of S-{v} or w is
adjacent to no vertex of S-{v}. Thus, S-{v} is natperfect dominating set.

If w £ v then N(w)N S = {v} implies that w is not adjacent to any \extof
S-{v}.

Thus, in all cases S-{v} is not a perfect domingtiset if v(I S. Thus, S is

minimal.Jj

Example-4.8:
Consider the path G =R See Figure-0.4 ) with five vertices, Wy, Vs, V4, Vs .
Note that S = {y,vs} is minimum and therefore minimal perfect domimatiset.

pr[VZHS] = {V]J V21 V3}-

Now we define the following symbols.
Vot = {v O V(G): 7p(G) < vpr(G-V)}-

Vipt = {v O V(G): pi(G) > vpr(G-V)}.

Vi = {v O V(G): 7p(G) =7pi(G-V)}.

Note that the above sets are mutually disjointtaed union is V(G).
Now we prove the following lemma.
Lemma-4.9: Let vO V(G) and suppose v is a pendent vertex and hashaighbor w
of degree at least two. If VO V' then ypi(G-v) =yp(G) — 1.
Proof:

Let S be a minimum perfect dominating set of G-{v}. If W S, then S is a
perfect dominating set of G with|S< ypi(G). That isyp(G) < |S| < yp(G), this is a
contradiction.Therefore Wl S;. Let S = $ U {w}. Then S is a minimum perfect
dominating set of G. Thereforg(G) = |S| = |8 + 1 =ypi(G-v) + 1.
This proves the lemm|j]
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Next we prove the necessary and sufficient conutifor a pendent vertex (with a

neighbor of degree at least two) to be i}V

Theorem-4.10: Let v be a vertex of G Then \0 V' if and only if the following
conditions are satisfies.
(1) v belongs to everyy, set of G.
(2) No subset S of G-{v} which is either disjoint fromN[v] or intersects N[v]
in at least two vertices and |Sf y,:(G) can be a perfectly dominating set of
G-{v}.
Proof:
1)
Suppose \J V¥ .
Suppose S is @y set of G which does not contain v then S is a pedeminating set of
G-{v}.Therefore yp(G-v) < |S| =yx(G).Thus, v V', This is a contradiction. Thus, v

must belong to everyy set of G.

(2)
If there is set S which satisfies the conditioatest in (2). Then S is a perfect

dominating set of G-{v} and thereforgi(G-v) < yp(G). — This is a contradiction.

Conversely assume that (1) and (2) hold.
Suppose V! Vopf. Let S be a minimum perfect dominating set of G.-Then
S| = pt(G).

Suppose v is not adjacent to any vertex of S. Thendisjoint from N[v],

|S|=y,f(G) and S is a perfectly dominating set of G-{vhi3 violates (2).

Suppose v is adjacent to exactly one vertex die® 1S is a minimum perfect

dominating set of G not containing v which violafgs
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Suppose v is adjacent to at least two vertices. @then SIN[v] in at least two
vertices and S is a perfectly dominating set of\gith |S| = v,(G), which again
violate (2).

Thus, v Vopf implies (1) or (2) violated.

Suppose 1 Vi Let § be a minimum perfect dominating set of G-{v}.
Then |§| <ypi(G). If v is not adjacent to any vertex oftBen as above (2) is violated.
If v is adjacent to exactly one vertex of tBen 3 is a perfect dominating set of G with
|Si| <ypi(G) — which is a contradiction.

If v is adjacent to at least two vertices of tBen SN N[v] in at least two
vertices, |8 <v,(G) and $is a perfect dominating set of G-{v} — which again

violates (2).

Thus, v Vs implies that (2) is violated.
Thus, v does not belongs t8Mor V. Hence VI V¥ . |}

Theorem-4.11: Let v be a pendent vertex which haié neighbor w of degree at least
two then v O V' if and only if there is yys Set S containing w and not containing v
such that By[w, S ] = {v}.
Proof:

Suppose \[ V. Let § be a minimum perfect dominating set of G-{v}.Then

as proved Lemma -4.9, W S;. Let S = SU {w}. Then S isy,s containing w.

Since % is a perfect dominating set of G-{v}, w is adjatéo some vertex of
S:1. Therefore wi Pyw,S]. If x is any vertex different from v such thais adjacent to w
then x is also adjacent to some vertex pb&ause Ss a perfect dominating set of
G-{v}. Thus, x O Px[w,S]. Further v is adjacent to only w of S therefdR{w,S] = {v}.
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Conversely suppose there igg@set S containing w such thag[/,S] = {v}.
Let S = S- {w}. Let x be any vertex of G-{v} which is rian S-{v}. Since x Py[w,S],
X must be adjacent to some unique vertexXT8us, $ is a minimum perfect dominating
set of G-{v} with |S| <yp(G). Thus, vl V. |}

Example-4.12:

Consider the path G=®vith vertices 1,2,3,4. Thenp«(G) = 2. Letv =1 and
w=2.

Nowy,(G-1) = 1. Thus, 11 Vs also S = (2, 3) igprset of G , containing
w =2 and RB{2,S] = {1}.

Theorem-4.13: Let § and $ be two disjoint perfect dominating sets of G. Then

1S: =[S
Proof:

For every vertex x in Shere is a unique vertex v(x) in ®hich is adjacent to
X. Also for every vertex y in Shere is a unique vertex u(y) in ®hich is adjacent to y.

It may be noted that these functions are inver§each other. Therefore
Isi=1sl. W

Corolary-4.14: If in a graph G there are perfect deninating sets $ and S such that
ISI#ISIthens NS¢ i

Corolary-4.15: Let G be a graph with n vertices. Ifthere is a perfect dominating set
S with |S| < n/2 or> n/2 then V(G) - S is not a perfect dominating sel.
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List of Symbols

V(G) : Set of all vertices of the graph G.

G —{v} : A sub graph removing a vertex from thegh G.

y set : Dominating set with minimum cardinalitytbé graph G.
V(G) : Cardinality of minimum dominating set of theaph G.
N(v) : Open neighborhood of vertex v in the gr&ah

Cs : Cycle Graph with five vertices.

Ps : Path Graph with five vertices.

Pn : Path Graph with n vertices.

Ks : Complete Graph with five vertices.

Wy : Wheel Graph with nine vertices.

Kig : Star Graph with nine vertices.

VO {v O V(G): y(G) =y(G-V)}.

v* {v OV(G): Y(G) <y(G-V)}.

\A :{v O V(G): Y(G) >y(G-v)}.

N[V] : Closed neighborhood of a vertex v in thaght G.

[S| . Cardinality of the set S.

Palv,S] {w OV(G): N[w] NS ={v}}.

yr set : Totally dominating set with minimum cardityaof the graph G.
vr(G) : Cardinality of a minimum totally dominatirsgt of the graph G.
VO v OV :y7(G-v) =y7(G) .

V' {v OV:y1(G-v) >Y1(G) }.
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G-l
Yre SEt

Yre(G)

Epe{V,S]
Yer Set
0o(G)
o(G)

Kn

Cn

List of Symbols

AvOV:yT(G-v) <v1(G) }.

{v OV: G -{v} has isolated vertices}.

Aw O V(G) : N(w) N S = {v}}.
: Set of all isolated vertices of the graph G.

: The sub graph of removing all isolated \&&$ of the graph G.
:Extended totally dominating set with minimoardinality of graph G.
: Cardinality of minimum extended totally dovating set of the graph G.
H{v O V(G): yre(G) <yre(G-V)}.

{v O V(G): ¥re(G) > yre(G-V)}-

{v O V(G): yre(G) = yre(G-V)}..

: Cardinality of a maximum independent sethef graph G.

: Independent dominating set with minimundaeality of the graph G.
: Cardinality of a minimum independent donting set of the graph G.
v O V(G): i(G-v) =i(G)}.

{v O V(G): i(G-v) > i(G)}.

{v O V(G): i(G-v) <i(G)}.

{wO V(G)-S:Nw)NS={v}}

: Vertex covering set with minimum carditabf the graph G.

: Cardinality of a minimum vertex covering séthe graph G.

: Minimum degree of the graph G.

: Complete Graph with n vertices.

: Cycle Graph with n vertices.
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List of Symbols

Qs : Hyper Qube Graph.

Yok Set : Perfect k-dominating set with minimum caatity of the graph G.
Yo(G) : Cardinality of a minimum perfect k-dominajieet of the graph G.
Yrk Set : Totally k-dominating set with minimum cardlity of the graph G.
yrk(G) : Cardinality of a minimum k-dominating settbe graph G.
Pr[v,S] {w O V(G) : wis adjacent to exactly k vertices of 8luding v}.

Ik . Set of all vertices whose degree less thantkefyraph G.

Vi :{vO V(G): G-{v} has vertices of degree less than k }.

Vi v OV(G): yid(G) <yr(G-v)}.

Virk v OV(G): yi(G) > yr(G-v)}.

VO v OV(G): yr(G) =yr(G-V)}.

d(v) . degree of vertex v in the graph G.

Yiu SEt : k-tuple dominating set with minimum caadity of the graph G.
Yku(G) : Cardinality of a minimum k-tuple dominatisgt of the graph G.
Piu[V,S] : SUSUS;, Where $= { wlIS: w# v and w is adjacent to exactly k-1

vertices of S including v.}, S={wS: w =v and w is adjacent to
exactly k-1 vertices of SES{wS: w is adjacent to exactly k vertices

of S including v.}

Vi : {v 0 V(G): Yiu(G) <Yiu(G-V)}.
Vi v O V(G): Yi(G) > Y G-V)}.
Vo v OV(G): u(G) =Viu(G-V)}-
Vi - {vO V(G): G-{v} has vertex of degree less than k}.
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i(G)

Vi

Vo
Vit
Ex[v,S]
Yot Set
Yoi(G)

pr[V, S]

List of Symbols

. k-dependent k-dominating set with minimum caadity of the graph G.
: Cardinality of a minimum k-dependent k-doating set of the graph G.
{v O V(G): ik(G) < ik(G-Vv)}.
v O V(G): ik(G) > ik(G-v)}.
v O V(G): ik(G) = k(G-Vv)}.
: {G-{v} has vertex which degree less than k}.
{w O V(G)-S : wis adjacent to exactly k vertices ah8luding v}.
: Perfect dominating set with smallest caalitiyn
: Cardinality of a minimum perfect dominatiset.

{wOV(G)-S:NWw)n S ={v}}

U {v, if vis adjacent to no vertex of S drleast two vertices of S} .

AV OV(G): Yr(G) <Ypr(G-)}-
H{V OV(G): Yo (G) > Yor(G-V)}-

H{V O V(G): Yer(G) = Yer(G-V)}-
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