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Abstract

This thesis describes research efforts undertaken to investigate passive, multi-spectral
infrared imaging. Although many applications of multi-spectral infrared imaging may
exist, the high cost of developing viable multi-spectral technologies has limited re-
search into, and subsequent exploitation of, these applications. Our efforts attempt to
find a way to minimize the cost of this research while concurrently investigating one
of the possible applications of multi-spectral infrared imaging using current infrared
imaging technology. The outcome is an object-oriented, infrared imaging system sim-
ulator, called IRIMAGE, and a series of experiments and simulations that confirm the
viability of gaseous pollution detection using passive, multi-spectral infrared imaging.

IRIMAGE is a flexible tool capable of applications research and basic infrared sys-
tem design. This combination makes it a cost effective tool for researching the appli-
cations of multi-spectral IR imaging and the technological requirements they require.
We present the physical and computational concepts that underly the simulation as
well as certain computational advances made during IRIMAGE’s development. A
comprehensive discussion of the primary objects that make up IRIMAGE and how
the simulation works is also provided. Since the reliability of a simulation depends on
experimental verification of its output, we also present the results of this verification.

Besides verifying IRIMAGE, these experiments investigated detecting gaseous pol-
lutants using passive, multi-spectral IR imaging. The thesis describes the imaging
system we used and the theoretical background of these experiments. For each ex-
periment, we describe the experimental setup and how IRIMAGE simulated the ex-
periment. Finally, we compare the experimental and simulation results. Although
these experiments verify IRIMAGE and demonstrate how gaseous pollutants can be
detected using passive, multi-spectral IR imaging, further research is necessary and
certain technological advances must be made before this application can be exploited.

More information about IRIMAGE is available on the web at www.ssdp.caltech.edu.
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Glossary of Terms

Atmosphere Object: A simulation object responsible for atmospheric modeling in

IRIMAGE.

Atmospheric Model: A set of parameters that define a specific set of atmospheric

conditions.

Detector Object: A simulation object responsible for modeling the four detector

types and the background fluctuation noise in IRIMAGE.

Element Coordinate System (ECS): A general coordinate system for a program-
ming object (such as a VGO or UPO) which makes internal operations easier

but can transform any location in itself to and from the WCS.

Flexible Data Array (FDA): Either a floating point or integer array that stores
the grid point data in the VGO.

FPA Object: A simulation object responsible for modeling each focal plane array

and driving the IRIMAGE simulation.

Geometric Model (GM): A three-dimensional representation of the surface of a

geometric object such as a cone or sphere.
Grid Coordinate System (GCS): The coordinate system for a VGO.

Object Index Array (OIA): An integer array that associates every grid point in
a VGO with the source of the data that it stores.

Optics Object: A simulation object responsible for modeling the optical system for

each FPA in an IRIMAGE simulation.

Output Object: A simulation object responsible for outputing the image data for
each FPA in an IRIMAGE simulation.
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Program Object (PO): A programming class or structure that defines a complete

and self-contained piece of programming code.

Scene Object: A simulation object responsible for modeling the background sources

in IRIMAGE.

Simulation Object (SO): An abstract element of the simulation such as the Scene

object or FPA object.

Universal Primitive Object (UPO): A programming object capable of modeling
a bounded surface using a hybrid polygon-edge based surface model. Specifically
designed for interpolating onto a VGO.

Versatile Grid Object (VGO): A program object that defines a multi-dimensional
orthogonal data array which stores spatially dependent data (e.g., image and

volumetric data).

Virtual Image Object (VIO): A program object that stores a set of image trans-
formations which define the location, orientation and scale of the image on the

Scene object’s imaging VGO.

World Coordinate System (WCS): The coordinate system for the entire IRIM-
AGE simulation. Located at the front surface of the optical system. All other

coordinate systems must be able to transform points to and from the WCS.



Chapter 1 Overview of Research

This thesis discusses the research related to the development of an infrared imaging
system simulator and its application to investigations into passive, multi-spectral,
infrared imaging. The potential of passive, multi-spectral imaging for environmental
monitoring and other scientific and commercial applications has long been a matter
for discussion and debate. The development of experimental systems to explore these
multi-spectral applications has been hampered by the high cost of such systems and
the potentially small market they may represent. Therefore, it was the intention of

this project to address the following issues related to multi-spectral infrared imaging:

e What are the possible commercial applications of infrared imaging, specifically

multi-spectral infrared imaging?

e Is it possible to use passive, multi-spectral, infrared imaging to detect the pres-

ence of gaseous pollutants?

To answer such specifically systems oriented questions it is necessary to inquire into

two more general issues.

e Is it possible to develop a cost-effective method of defining a standard scene

and use it to compare the performance of different infrared imaging systems?

e Can we apply the same method to judging the performance of a particular

imaging system that looks at a variety of different scenes?

We investigated these issues by developing a flexible computer simulation of the in-
frared imaging process and by conducting a series of multi-spectral experiments. The
results of this investigation are an attempt to provide answers and solutions to the

questions raised.
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As a result of this investigation, this thesis describes several contributions we have
made to the infrared imaging community. One of these contributions is the develop-
ment of a flexible computer simulation, called IRIMAGE, that simulates the entire
imaging process from the background scene to the output from an imaging system.
Because it simulates the entire imaging process, IRIMAGE is capable of comparing
different imaging systems against a standard scene and comparing a specific imag-
ing system against a variety of scenes. IRIMAGE can also serve as an application
research tool, investigating different applications of single band and multi-spectral
infrared imaging. Using IRIMAGE in this capacity leads to the other significant
contribution of our research. In an effort to validate IRIMAGE and investigate
passive, multi-spectral detection of gaseous pollutants, we conducted a set of ex-
periments that imaged various plumes of CHy, CO, and CO, against either a hot
or cold background. These images were generated using an infrared camera fitted
with a filter wheel containing filters to isolate the emission bands of these pollutants.
Subsequently, we simulated the approximate conditions of these experiments using
IRIMAGE. By comparing the images from the experiments with the simulated im-
ages, we are able to demonstrate the validity of IRIMAGE. More importantly, we
prove that it is possible to isolate and detect these three gases independently using
passive, multi-spectral infrared imaging. However, we also determined that certain
technological and performance issues must be resolved before this is a viable method
of pollution detection. The rest of this chapter details the motivation for this project,
discusses the IRIMAGE simulation, and presents an overview of the multi-spectral

experiments discussed above.

1.1 Motivation

With the discovery of the infrared region of the electro-magnetic spectrum by Sir
William Herschel in 1800 and the subsequent discovery of the absorption and trans-
mission band nature of infrared radiation by his son, Sir John Herschel, in 1840, a new

era in non-visible, optical investigations began. Since its humble beginnings as a re-
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search tool, the generation, detection and imaging of infrared radiation has become a
multi-million dollar industry that encompasses a vast array of military (night scopes,
targeting systems, etc.) and commercial (communications, astronomical observations,
motion detectors, etc.) applications. Although a broad array of commercial applica-
tions for single detectors abound, very few imaging applications exist. Furthermore,
it is becoming increasingly difficult for the industry to bear the cost of supporting
efforts to commercialize and improve infrared imaging technology during this current
era of government downsizing. Therefore, the infrared imaging community needs to
find ways to increase the commercial market for infrared imaging while, at the same
time, reducing the costs of manufacturing and supporting current technology as well
as developing new technologies.

We believe that many of the applications of infrared imaging will require or be
enhanced by some form of multi-spectral capability. The advantages of multi-spectral
infrared imaging are analogous to the advantages of color images over black and white
images. While a black and white image provides only the intensity of light observed, a
color image provides both chromatic and intensity information. The additional chro-
matic information adds to the total information known about an object being imaged.
Similarly, a multi-spectral infrared image contains additional information which also
improves our ability to discern the unique characteristics of an object that would
otherwise not be obtained from a single-band infrared image. These characteristics
include the temperature and emissivity of a surface or the transmission and emission
bands of a gas. Active imaging measures the change in the incident radiation of a
known source due to the absorption of a substance. For instance, the most common
use of active multi-spectral infrared imaging is terrestrial monitoring [1, 2]. These
images are captured by airbourne or space-bourne, high resolution, imaging spec-
trometers (32 to 224 bands) which collect the reflected sunlight (.4 pm- 2.45 pm)
from the earth’s surface. From these images, we are able to differentiate minerals
in the earth’s crust; determine ocean temperatures; discriminate between different
types of vegetation; and monitor certain characteristics of the atmosphere. Passive

multi-spectral detection assumes that the objects of our investigations are either the
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source of the infrared radiation or attenuate a background source whose own radiative
characteristics are not known. Although most of the standard infrared imaging sys-
tems are passive imagers, none of these systems are capable of real-time multi-spectral
imaging. However, we believe there are certain applications such as temperature mea-
surement, environmental monitoring and medical diagnosis which could benefit from
the development of passive, multi-spectral infrared imaging systems [3].

As mentioned above, one of the possible applications of passive multi-spectral IR
imaging is environmental monitoring, specifically pollution detection. As concerns
about global warming and the enforcement of government mandated air quality stan-
dards increase, there is an overwhelming need for remote sensing and imaging of
both natural and man-made gaseous emissions. Current methods of remote sensing
of gaseous pollutants involve active detection such as FTIR (Fourier Transform IR)
spectroscopy [4], laser heterodyne radiometry [5] or longpath photometry [6]. The
drawback to these active methods is that they require some type of IR source which
may not be convenient or even possible in certain situations. In addition, none of
these methods image the emissions, but rely on the pollutants to pass through the
active region between the source and the detector. On the other hand, since most
gaseous pollutants are emitted at an elevated temperature, it may be possible to pas-
sively detect the emission spectra of these gases. A passive, chemical vapor detection
system involving a FLIR (Forward Looking IR imager) with several narrow-bandpass
filters and a series of detection algorithms was proposed in 1991 by Althouse and
Chang [7]. Although their application was military based, they surmised that such
a system could also be used in environmental pollution detection. Our experiments
and simulations of passive, multi-spectral pollution detection rely on similar filtering
concepts.

One increasingly popular method used to design and test systems is simulating
how that system will perform under various conditions. In this approach, the entire
infrared imaging system is modeled on a computer. Then using a set of test scenes
(background sources and atmospheric models), the viability of this system could be

compared with other existing imaging systems or new system designs. In addition,
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different aspects of a system can be adjusted to find the best balance of functionality
and performance. Such an approach has been very effective in the design of electrical
devices, integrated circuits and optical systems using simulators like Spice3 [8], ANA-
LOG and BEAM. By testing new designs prior to their fabrication, it is possible to
minimize the time and cost of the “trial and error” phase of development. In addition,
a simulator gives the system designer the freedom to investigate designs that might
be too expensive or difficult to fabricate without evidence to support the design.

Besides aiding in the R&D of an infrared imaging system, the same simulation
could be used to investigate new applications of current and future infrared imag-
ing technology. Using the information generated by such a simulation, a systems
designer could fine tune existing systems for current applications or determine the
best technology for a new application. It would also be possible for a researcher to
investigate the performance requirements of a proposed application. Ultimately, a
computer simulation of the entire imaging process could be used to tailor a complete
imaging system for any application. Therefore, a flexible simulation capable of both
imaging system design and infrared application research would not only reduce costs
but would help stimulate the commercial market with new applications of infrared
imaging technology.

Although there are several simulations related to infrared imaging and detection,
none of these simulators are comprehensive enough to satisfy the need for a complete
infrared imaging simulation. Several scene simulations exist including GTVISIT by
Cathcart and Sheffer [9] and DIRSIG by Schott, Raquetio and Salvaggio [10]. These
models use first principle computations and three-dimensional models to simulate
the infrared radiation emitted by a scene. Despite their sophisticated modeling of
background scenes, these simulations fail to properly model a dynamic and hetero-
geneous atmosphere and use a very idealized imaging system. On the other hand,
several detector simulations like Stanford’s SUMerCad [11] and Dawn Technologies’
SEMICAD DEVICE [12] model the response of individual detectors. These simula-
tions do not attempt to model a background scene, but use a standard gray body

source for analysis instead. Between these two extremes lie several simulations that
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do attempt to model both the imaging system and the background scene [13, 14, 15].
However, these simulations are designed for either a specific application or a specific
imager type. Although these simulations model the atmosphere using the Air Force
Geophysics Lab (AFGL) LOWTRAN/MODTRAN atmospheric code [16], they only
take advantage of its layered nature making the atmospheric model static and purely
one-dimensional. In one way or another, each of these simulations falls short of the
goal of a design and applications research tool capable of modeling the entire infrared
imaging process. They either do not incorporate all of the major parts (source, at-
mosphere, optics and imaging method) or are designed for a specific type of imaging

system or application.

1.2 The IRIMAGE Simulation

IRIMAGE bridges the gap between the scene generation programs and the detector
simulations. It provides both a tool for designing and comparing different imaging
systems and an application research tool for investigating the various applications of
infrared imaging. Using a simple ray tracing technique in conjunction with a well
defined background scene, atmospheric model and a simple optical model, IRIMAGE
computes the infrared radiation that is incident upon the surface of each detector
in a focal plane array. Each detector uses its responsivity curve and a background
fluctuations model to convert the incident radiation into a signal, noise and total
voltage. Following the object-oriented programming paradigm, IRIMAGE organizes
these operations into a series of self contained objects that represent the major ele-
ments of the infrared imaging process. Data is passed between these objects in such
a manner that improvements to any one of the program objects does not effect the
other elements of the simulation. The parameters that define each element of a sim-
ulation are stored in a set of parameter files which are generated by the Graphical
User Interface (GUI). All of these pieces put together result in a flexible simulation
package that can generate results now and can be improved in the future.

Figure 1.1 is a physical representation of IRIMAGE. As this figure points out,
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Figure 1.1: Physical representation of IRIMAGE simulator.

there are several major elements that make up the simulation. IRIMAGE attempts
to treat each of these major elements as separate objects. By doing so, we are able
to easily control and modify each of these elements independently.

The first element, or simulation object, of IRIMAGE defines the temperature and
emissivity of background infrared sources. The Scene simulation object represents
the non-atmospheric sources of the scene using a two-dimension background surface.
This background surface is a two-dimensional grid called the imaging VGO (Versatile
Grid Object). The imaging VGO allows us to reduce the source objects to a series of
two-dimensional temperature and emissivity maps that may be interpolated onto the
imaging VGO. Using a manipulation object called the Virtual Image Object (VIO),
each of these maps can be translated, rotated and scaled in the 2D plane before being
interpolated. Furthermore, these transformations can be animated using a series of
key frames to store the manipulations for specific frames. Using the key frames, it

is then possible to interpolate the transformation values between two key frames. In
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addition, multiple images can be overlaid on the imaging VGO using a simple “matte”
to define what part of each image to interpolate. This two-dimensional approach is a
first order approximation of a full three-dimensional scene simulation. Since such 3D
simulations already exist, our intention was to provide a simple method of modeling
a scene while being flexible enough to be able to incorporate an existing 3D scene
generator in the future.

The other element responsible for modeling the scene is the Atmosphere simulation
object. This element models the atmosphere between the Scene object and the imaging
system. In this case, the atmosphere is modeled using a three-dimensional form of
the VGO. The atmospheric VGO is used to define specific regions of the atmosphere
that may have different characteristics such as a polluted plume or a hot gas cloud.
Each of these polluted regions is represented by a bounding surface model, a gas
model and an aerosol model. The parameters for each gas and aerosol model are
stored in a set of databases. The bounding surface is linked to these models via their
database index. Using an interpolation algorithm we developed, the Atmosphere
object interpolates each bounding surface onto the VGO. By doing so, every grid
point inside the bounding surface is then assigned the surface’s corresponding gas
and aerosol model index. Like the images in the Scene object, each of these bounding
surfaces may also be animated using the key frame procedure defined above. Once
all of these surfaces have been interpolated for a given frame, the Atmosphere object
uses another interpolation alogrithm to generate the atmospheric profile along each
ray that passes through the VGO. It combines this atmospheric profile with the
- temperature and emissivity values of the ray’s interception point on the imaging VGO
and passes this data to the MODTRAN object, a modified version of the atmospheric
model developed by the Air Force Geophysics Lab. The MODTRAN object generates
the spectral radiance array for the ray using the ray’s background source information
and atmospheric profile. Once the spectral radiance array is computed, it is passed
onto the imaging system.

The IRIMAGE imaging system is made of four major elements: the Focal Plane
Array(FPA) object, the Optics object, the Detector object, and the Output object. The
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FPA simulation object acts as the overall control object for the imaging system. It
lays out the detectors onto the focal plane by tiling a unit cell across the array. It also
generates the rays used to compute the radiance incident on each detector and passes
them onto the other major elements. Once the radiance is computed, the FPA object
passes this information onto the Optics object and then the Detector object. Finally,
the FPA retrieves the output voltages, photon power and photon arrival rates from
the Detector object and passes them onto the Output object to be output into a file.
IRIMAGE is also capable of defining multiple FPA’s that look at the same scene. In
some cases, this means that each FPA may need its own Optics object and Output
object. Therefore, these objects are defined to be part of the FPA object.

The Optics simulation object defines the optical system of the imaging system.
Currently, we use the pin-hole approximation in conjunction with the nodal points of
the optical system. This approximation uses the concept that a ray passing through
one of the nodal points of the system will appear to exit from the other nodal point
with the same direction vector. Therefore, the Optics object stores the location of
the cardinal points of the optical system (focal, principle and nodal points) and the
location of the front and back surfaces along the optical axis. In addition, it stores
the F-number (F/#) of the system and maintains a database of transmission curves
for different filters used in the optical system. When a ray is generated by the FPA, it
is passed to the Optics object. It determines the point where the ray exits the optical
system, adjusts the ray and returns it to the FPA object. Once the spectral radiance
array is calculated for the ray, this array is passed back to the optical system which
then uses the filter transmission curves to attenuate the incident radiance. After this
attenuation is complete, the Optics object waits for the next ray.

The individual detector models are stored in the Detector simulation object. This
object maintains a database of detectors which are based on a general detector model.
Currently, we model four different detector types: Photoconductors, Photovoltaics,
Pyrometers, and Bolometers. Although the physical processes imfolved with detection
may be different, each of these detectors can be represented by a spectral responsivity

curve. This curve defines what the resultant voltage is for an incident number of
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photons of a particular frequency. Since the radiance data is also given in the form of
photons per frequency interval, this approach is an excellent method for generalizing
each detector system as well as computing the output voltage that results from a
given radiance array. This object also defines a model for generating the random
noise associated with the background photon fluctuation. This time-dependent noise
model approximates the random noise due to the random fluctuations in the incident
number of photons for each frame. This noise model combined with the responsivity
curve representation generates the signal, noise and output voltages for a particular
detector.

Finally, the last element of IRIMAGE is the Output object. This object simply
takes the output values from the Detector object and puts them in an ASCII data
file. Each frame of the simulation is stored as a separate file. The object-oriented
nature of this object will allow future versions of IRIMAGE to output the data in
various image formats as well as onto the screen.

The parameters that define each of the major elements of the IRIMAGE simulation
are stored in a set of parameter files. The Graphical User Interface (GUI) generates
a parameter file for each of the six major objects of IRIMAGE. In addition to the
six parameter files for these objects, the GUI also generates a general parameter file
which sets up a few of the animation parameters, the monitoring flags, and links
each major object with its own parameter file name and location. Each of these
parameter files are written in ASCII format so they are portable to virtually any
operating system that IRIMAGE supports. We avoid a direct link between the GUI
and IRIMAGE because we prefered to be able to run our simulations in batch mode
(multiple simulations at a time) which is difficult to implement if the GUI is linked
directly to the simulation.

The actual simulation process in IRIMAGE is very straightforward. It begins by
loading and initializing each of the major objects. Once each object is prepared, the
imaging and atmosphere VGO’s are set up for the current frame. With the scene and
atmosphere prepared, the FPA generates each ray and passes it to the Optics object to

compute the exit ray. This ray is then passed to the Scene and Atmosphere objects to
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generate the profile and then compute the spectral radiance array using MODTRAN.
This spectral radiance array is passed back to the Optics object to be attenuated and
is then passed on to the Detector object. Using the detector associated with the given
detection element, the Detector object computes the signal, noise and total voltages.
These values are passed onto the Output object which loads them into the ASCII file
for the current frame. This process is repeated for each detector in the FPA and each

frame of the simulation.

1.3 Multi-Spectral Infrared Imaging Experiments

The experimental phase of this project had two primary goals. The first goal was to
investigate the viability of passive pollution detection using multi-spectral methods,
one of the primary issues that we intended to investigate further with this project.
The second goal was to verify the results of the IRIMAGE simulation using a set of
simple experiments that test the various parts of IRIMAGE. In an effort to codify the
verification process, we laid out three criteria that IRIMAGE should satisfy in order

to be considered a valid simulator:

1. The Scene object accurately emulates a simple background scene that has re-

gions with varying temperatures.

2. The Atmosphere object reasonably approximates the absorptive and radiative

effects of a three-dimensional heterogeneous atmosphere.

3. The Imaging system (made up of the FPA, Optics, Detector and Output ob-
jects) generates a reasonable and realistic output based on the actual physical

parameters of the experimental setup.

Using these criteria and the desire to investigate passive pollution detection, we de-
signed three experiments that would satisfy both goals. Each of these experiments
uses an Amber AE-256 infrared camera consisting of a 256x256 InSb array and a five

position filter wheel in a LN, dewar. By using several different narrow band-pass fil-
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ters in the filter wheel, we were able to incorporate multi-spectral imaging into these
experiments.

The first of these experiments was the Relative Temperature Experiment (RTE).
Designed to test the first and third validation criterion, the RTE consisted of a large
aluminum plate and a smaller aluminum disk located in the center of this plate. The
small disk was thermally isolated from the large plate using styrofoam and had a
small heater attached to its backside. The surfaces of both plates were painted with
a high emissivity black paint to maximize the generated infrared radiation. Using
the heater, we controlled the temperature difference between the large plate (at room
temperature) and the heated disk. We used a thermocouple attached to both plates
to measure their temperature difference and used a standard surface thermocouple to
measure the absolute temperature of the large plate. Using several different filters,
we captured images of various temperature differences. The inherent two-dimensional
nature made this source ideal for testing the 2D source modeling in the Scene object.
For the simulation, the measured temperature data is applied to a set of images that
approximate the large plate and the small disk. Using these images and each filter’s
transmission curve, IRIMAGE generated a set of simulated images for each filter.
The results of these simulations were images that were very close to the experiment’s
images, with some minor variance from the experiment. This variance may be at-
tributed to temperature variance across the surface of the large plate (especially near
the disk/plate interface) which could effect the relative and absolute temperature
measurement. Since this behavior was not consistent between filters, we also suspect
that the approximations made when digitizing the filter transmission curves may also
be affecting the image, especially in the narrow bands. Overall, we felt IRIMAGE
easily satisfied both the first and third criteria for validation.

Although the first experiment was exclusively for verfiying IRIMAGE, the second
experiment had broader implications. Referred to as the “methane experiment,”
this experiment introduced a plume of highly concentrated methane (92.88%) and
a trace amount of COy (.22%) into a clean atmosphere against a fixed temperature

background. The plume was generated by passing natural gas from the laboratory gas
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line through a copper coil placed in a water bath. By adjusting the water temperature,
we controlled the temperature of the plume. Using the absorption/emission spectra
of CH4 and COq, we selected three filters to isolate the band-pass of the camera to the
methane band, the carbon dioxide band and a clean band (not containing either gas).
For each filter we examined the four possible cases of hot and cold backgrounds versus
hot and cold plumes. We obtained the gas concentration data from the gas company
and recorded the temperatures of the plume and clean atmosphere as well as the
background surface for each case and filter. From this data and the camera setup data,
we conducted a series of simulations of these experiments as well. The most important
result was the ability to passively detect methane and COs in their respective spectral
bands. In addition, we did not detect any gas in the clean region, which implies that
the plume was not part of the background plate and that the CH, and CO, bands
were not overlapping. The simulation results were as encouraging. The simulated
images compared very well to the experiment images. The major variances occurred
when the cone that approximated the plume grew wider but still maintained the
same concentration (not physically correct). This caused this simulated region to
appear brighter when it was imaged against a cold background and vice versa against
a hot background. However, near the tip of the exhaust nozzle, the images looked
very similar. In addition, the background sources and noise modeling appeared to be
much more consistant than in the RTE images. The excellent corroboration between
experiment and simulation proves that IRIMAGE satifies the second and third criteria
for validity. Furthermore, the experimental evidence and simulated images not only
demonstrate the viability of detecting a highly concentrated gas, but also the ability
to image a very minor consituent of that gas as well.

The third experiment proved to be the most difficult. In this experiment, we
chose to examine a real world application of pollution detection using multi-spectral
methods. Using a setup similar to the methane experiment, this experiment gener-
ated plumes nitrogen containing 10% CO,, 1% CO and a mixture of 6.7% CO,/ 1%
CO. The poisonous nature of carbon monoxide (CO) necessitated the use of a gas

cell that would isolate the polluted atmosphere from the laboratory atmosphere. The
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constraints of the imaging system, in combination with the desire to minimize depth
of field problems, forced us to build a large gas cell which required large windows
that were transmissive in the infrared. Unfortunately, the only windows transmissive
enough to allow the detection of the plumes were made of poly-ethylene based plastic
wrap. Although very transmissive, the non-uniformity of the surface caused noticable
differences in transmission across the surface of the window. Therefore, we incorpo-
rated an image processing technique to try to negate the effects of these windows. The
resulting images showed marginal improvement, but introduced artifacts that seemed
to wash out most of the expected detail. Again, we used three filters to isolate the
band-pass of the camera to the CO; band, the CO band, and a clean band. However,
in this experiment we decided to examine only the cases of a hot plume against a cold
background and cold plume against a hot background. For each filter and case, we
recorded the temperatures of the plume, the clean atmosphere and the background
surface. We also recorded the concentration of the gases in the plume. Using this
data and the camera data, we defined the simulations for these experiments.

Unlike the methane experiment, the experimental results of the gas cell experi-
ments were mixed. For the hot background/cold plume case, we were able to detect
the carbon dioxide in a still frame, but carbon monoxide was much fainter and could
only be seen by viewing successive frames. For the other case, we were able to see
the plumes for each gas, but again very faintly. We attribute these problems to the
problems with the windows. In all cases, the clean band showed no trace of either
gas. Comparing the simulations to the experimental images, the simulation predicted
that the plumes would be more visible. The results of the methane experiment agree
with these simulations as well since the concentration of CO, in that experiment was
between 25 and 50 times smaller and that plume was still visible. In general, these
experiments demonstrate the possibility of independently detecting CO and CO4 us-
ing passive, multi-spectral IR imaging. Since the results of the simulations predict
that both plumes should be easily detected, we believe further experiments should be

conducted using a better experimental apperatus.
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Besides the detailed conclusions about each experiment and its relationship to
IRIMAGE, there are some general conclusions that can be made. First, using a system
like the AE-256 has significant problems as a true multi-spectral imager. Since the
camera has to be recalibrated for each filter, it is impossible to generate near-real time
multi-spectral images using this system. It might be possible if each of the filters in
the wheel had central wavelengths and bandwidths that correspond to approximately
the same number of collected photons over the desired temperature range, but this
would put severe limitations on these filters. Another solution might be to use a set
of microfilters with each filter sitting over a single detector. Such an arrangement
would allow the camera to be calibrated for all of the bands simulataneously as
well as provide true real time multi-spectral imaging. However, if the scene has
a lot of spatial variance, there will be problems where two adjacent pixels may be
looking at two very different sources. Such a solution could be ineffective for pollution
imaging. Therefore, the further technological advances and research are neccessary
before passive, multi-spectral infrared imaging is economically feasible.

Another conclusion from these experiments is that although IRIMAGE generates
reasonably accurate images, there is still room for improvement. The atmospheric
modeling in the methane experiment demonstrates the fundemental problem of mod-
eling an expanding gas in IRIMAGE. As the bounding surface grows, the concen-
tration remains the same. Although this is physically impossible, it is possible to
simulate a series of sucessive surfaces that do decrease in concentration as they get
larger (our two cylinder gas for example). However, it would be better if IRIMAGE
were to define a method of diluting the gas inside a volume as it grows. Such a
solution would require certain modifications to be made to MODTRAN as well as
IRIMAGE. Another place for improvement is detector noise modeling. Initially, we
assumed that a detector would be operating under background-limited conditions
(BLIP). This is a reasonable approximation when looking at a wide spectral band,
but as the band is narrowed for multi-spectral imaging, the detector noise begins
to dominate the system. This would especially be true at shorter wavelengths (less

than 4um) were the radiation of a near room temeprature source gets considerably
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smaller than for the longer wavelengths. In these experiments, the effects of the sim-
ulated noise model on the simulated images appeared to be much smaller than in the
corresponding experimental images for the filters centered around 3.5um and having
very small bandwidths (= .07um). In these cases, the experimental images looked
considerably noisier than the simulated counterparts. Although these improvements
would make IRIMAGE an even better simulation, the results of these experiments

prove that IRIMAGE is already a valuable design and application research tool.

1.4 Outline of Thesis

The rest of this thesis discusses the concepts and experiments introduced in this
chapter in greater detail. Chapter 2 provides a detailed discussion of the IRIMAGE
simulation. This includes a comprehensive discussion of the physical basis and com-
putational methods used by IRIMAGE. It also expands on the six major elements
of the simualtion and how they fit together. Finally, it presents the results of two
example simulations.

Chapter 3 presents a comprehensive discussion of the experiments used to inves-
tigate passive multi-spectral pollution detection and validate the simulation. The
chapter includes a complete description of the Amber imaging system and how the
IRIMAGE simulator modeled this system. There is a brief overview of multi-spectral
pollution detection. The three following sections describe each experiment and make
comparisons between the experimental and simulation results.

There is also a three part appendix. Part A provides a set of block diagrams
that show how the different objects in IRIMAGE are related. Part B is a very
detailed discussion of the computational methods employed to interpolate bounded
volumes onto a versatile grid object. This discussion expands on concepts introduced
in chapter 2. Part C is an example of the parameter files used by IRIMAGE to
simulate the car example in chapter 2.

Finally, a web site exists to support the IRIMAGE software. The latest versions

of the source code and the GUI are available at www.ssdp.caltech.edu.
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Chapter 2 IRIMAGE: An Infrared

Imaging System Simulator

2.1 Introduction

Since the beginning of the computer age, scientists and engineers have used computer-
based simulations to investigate numerous theories, designs and ideas. Initially, simu-
lations performed the computational drudgery of numerical analysis and other simple
algebraic calculations. As time progressed and computers became more sophisticated,
more advanced numerical methods could be employed to solve linear differential equa-
tions. With advent of Computer Graphics (CG), the simulation community grew
exponentially. By adding the visual component to simulations, one could “view”
a simulation’s results and quickly make adjustments or even adjust the parameters
while the simulation was still running. With the advent of cheaper and more power-
ful computers, the concept of Computer Aided Engineering (CAE) took hold. Using
CAE, solutions to real world problems could be tested on the computer, saving the
time and money that might be spent attempting to find the solution in other ways.
Computer Aided-Design (CAD) evolved from the CAE model. Using a CAD system,
scientists and engineers could completely design and conduct simple tests on various
models or equipment. Not only did this save time and money, it allowed a greater
sense of freedom. A scientist could explore various cases without spending months
adjusting an experiment. An engineer could not only tailor a specific product to
an application but also look for alternative solutions to a particular problem. With
acceptance of the Object-Oriented approach to problem solving and programming,
new CAD systems allowed users to pick and choose what elements to incorporate
in their models and which ones to disregard. It made creating CAD systems easier

and improved the ability to tailor a CAD system to a particular application without
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losing its flexibility and maintainability. Using this new approach, we have created
the IRIMAGE Infrared System Simulator to provide an object oriented CAD model
for designing, testing and experimenting with various IR imaging systems.

In the past, IR system simulation has been approached from two directions. The
first was inspired by the desire to simulate IR backgrounds and scenes. Programs like
those created by Schott, Raqueno and Salvaggio [1] or by Cathcart and Scheffer [2]
were created to use 3-D scene information and generate images that would represent
what an IR scene would look like under various conditions. Although these simula-
tions use sophisticated computer graphics models and first principle calculations to
model the final scene, the atmospheric modeling is not as sophisticated, usually using
standard atmospheric models like those in LOWTRAN [3]. In addition, the imag-
ing system is largely ignored for simplicity sake or is treated as an image processing
task. While these approaches certainly simulate what a scene would look like to the
perfect imager looking through a standard atmosphere, they do not adequately ap-
proach how one would actually generate such images using an imaging system. The
second approach involves the simulation of various detection devices. Programs like
SUMerCad [4] or SEMICAD DEVICE by Dawn Technologies [5] simulate device per-
formance using the physical parameters of a device in combination with equations
for various detector types and material systems. The results would be the expected
performance of the detector. Although a very effective method for testing detector
performance, these simulations do not test the detector in an imaging system or test
it against a realistic background.

IRIMAGE bridges the gap between the scene generation programs and detector
simulations. It generates a simple background scene and uses a backward ray tracing
approach to determine the incident IR radiation on the optical system of the imaging
system. Using the spectral character of the incident radiation, the simulation com-
putes the output signal and noise of an FPA based on the response curve of each
detector. Thus, IRIMAGE generates output images of the background scene and
intervening atmosphere using an actual imaging system.

The IRIMAGE simulator uses a straightforward Object-Oriented Programming
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(OOP) approach instead of the classical linear programming methodology. Under
the OOP paradigm, a basic object contains both data structures to store informa-
tion and routines which can manipulate this information. Some basic objects define
standardized methods for storing and manipulating specific types of data, i.e., vec-
tors, matrices, grids, etc., while others are more specialized to perform specific tasks.
Larger objects are constructed from these smaller objects while incorporating new
variables and routines as well. Eventually, the program becomes a collection of cou-
pled, self-contained objects that pass information, or other objects, between each
other in order to perform the various tasks of the simulation. In terms of IRIMAGE,
the OOP approach allows us to treat the various physical elements of the infrared
imaging process as “objects” which interact with each other to generate an output
image.

In chapter 1, figure 1.1 presented a physical representation of IRIMAGE. As this
figure points out, there are several major elements that make up the simulation.
IRIMAGE tries to treat each of these major elements as a separate object. By doing
so, we are able to easily control each of these elements independently.

The first two elements of the simulation generate the IR source information. The
background Scene Object defines a 2D background surface for the scene. The surface
represents objects in the background by projecting various temperature and emissivity
maps onto an image plane represented by a 2D grid approach. The atmosphere
between the Scene object and the imaging system is represented by the Atmosphere
Object which models the 3D nature of the atmosphere using a three-dimensional grid
and the MODTRAN atmospheric model. IRIMAGE uses a backward ray tracing
method in conjunction with these grid—bas’ed objects to compute the spectral radiation
incident upon the optics of imaging system.

The IRIMAGE imaging system is made of four major elements. The Focal Plane
Array (FPA) Object acts as the overall control object for the imaging system. It
lays out the detectors onto the focal plane; generates and passes on the rays used
to compute the radiance for each detector; passes the incident radiance information

to the optics and detector objects; and passes the output voltages to the output
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object. With this in mind, each FPA object is associated with an Optics Object
which stores the parameters which define the optical system. The Optics object
manipulates the rays generated by the FPA and attenuates the collected radiance
generated by MODTRAN. The FPA passes the radiant power returned by the Optics
object to specific detectors stored in the Detector Object. Using the radiant power
and the responsivity of the corresponding detector(s), the Detector object generates
the signal output as well as the noise output which uses a noise modeling algorithm.
Once the FPA receives the output from the corresponding detector element, it passes
the data to the Output Object to be written out to a data file.

The parameters that define an IRIMAGE simulation are loaded by each of these
objects using a set of seven parameter files generated by a separate Graphical User
Interface (GUI). When IRIMAGE begins, it loads the general parameter file which sets
up a few of the animation parameters and the monitoring flags. In addition, it links
each major object with is own parameter file which contains all of the information
necessary to define the corresponding object. These parameter files are written in
ASCII format so they are portable to virtually an operating system that IRIMAGE
supports. We briefly discuss the GUI and these scripts at the end of the paper.

Besides the obvious conceptual advantage of creating a program like one builds a
house, the other advantages to the OOP approach include code reuse and minimal
code upkeep. Since many of the basic objects used by IRIMAGE perform standard
tasks or define standard data structures and operations, their code can be reused over
and over by the various larger objects in the simulation. Several examples of code
reuse are discussed in the paper. More importantly, most of the objects in IRIMAGE
are self contained. Thus, changes in one object do not require changing the entire
program which minimizes the upkeep of the code and provides maximum flexibility
in the future for upgrades. In a simulation like IRIMAGE, this benefit is essential to
the long term usefulness of the program.

Before discussing the simulation itself, we briefly discuss the major physical princi-
ples utilized by IRIMAGE in section 2.2. In section 2.3, we introduce several computa-

tional constructs used by the various objects of IRIMAGE. With these fundamentals
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introduced, we go over each major object of IRIMAGE in some detail in section 2.4.
In addition, this section contains a simple walk through how an image is generated
by the simulation. Finally, in section 2.5 we discuss a a few test simulations using
IRIMAGE and discuss the long-term usefulness of IRIMAGE as both a research and

design tool.

2.2 Physical Basis of IRIMAGE

Several major physical relationships need to be reviewed before a clear discussion of
IRIMAGE can take place. In any infrared simulation one must discuss blackbody
radiation and the effects of the atmosphere. Our simulation employs a ray tracing
method to determine atmospheric profiles and background surface temperatures and
emissivities, thus a brief introduction to ray tracing is also presented. Since we
simulate an imaging system, a clear discussion of the optical collection of radiation and
its conversion to an output voltage from a detector scheme is necessary. Finally, we
discuss the concept of simulating the background fluctuations of radiation that create
the incident photon noise. These ideas form the physical basis for the IRIMAGE
simulation. Most of these concepts have been discussed thoroughly by others; we only

wish to point out the pertinent equations and ideas that directly relate to IRIMAGE.

2.2.1 Blackbody Radiation

Several principles govern the radiation of energy from an object. Kirchhoff’s Law
defines the two basic principles regarding the interaction of electro-magnetic radiation

and objects:

1. All objects may only transmit (7), reflect (p), and absorb () incident radiation

and their three coefficients must sum to one: 7+ p+a =1

2. Good absorbers are also good emitters meaning that at thermal equilibrium all

energy absorbed by an object must be radiated.
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Using Kirchhoff’s law, a blackbody is defined to be a perfect absorber over all
wavelengths and angles (i.e., &« = 1,7 = p = 0). Therefore, at thermal equilibrium,
a blackbody must also be a perfect emitter. The Stefan-Boltzman relation further
establishes that the total energy absorbed or emitted by a blackbody only depends
on the temperature of the object. From these principles, the general nature of a black
body is defined. However, none of these properties describe the spectral nature of a
blackbody. Max Planck used the quantized energy states of light and the statistical
nature of quantized energy states to predict the spectral dependence of blackbody
radiation. Planck’s Radiation Formula demonstrates how the radiance, or radiated
power per unit area per solid angle, of a blackbody depends solely on the temperature

of an object (T') and frequency (v) of the light it radiates:

hv®

From (2.2.1), one can derive Wien’s Displacement law which describes the rela-
tionship between the temperature of a blackbody and the peak wavelength of the

radiance curve:
Amaz ] = 2897umK (2.2.2)

Using (2.2.2), we find that for a blackbody at room temperature (7' = 293K) the
maximum point of the radiance curve occurs at a wavelength near 10 ym. As the
temperature increases this wavelength decreases. Since most objects on earth have
temperatures in excess of 200 K, one can see that the peak wavelengths will remain
well within the infrared (IR) region of the electro-magnetic spectrum (~ 1 ym — 200
pm). However, most objects are not true black bodies, but are more characteristically
“gray bodies” which can be approximated using the blackbody radiation formula

(2.2.1) and the object’s emissivity (¢):

_ Radiance of Object
"~ Radiance of a Blackbody

1%

£ a (0<e<])
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The emissivity is the percentage of blackbody radiation that a gray body will radiate
at a particular spectral frequency and, according to the second principle of Kirchoff’s
Law, should be equal to the absorption coeflicient. In some cases the emissivity may
be a function of temperature as well as frequency. The general “gray body” radiance

equation can be defined using the properties of emissivity and equation (2.2.1):

Lep(v,T)dQ = (v, T)Lgp(v, T)d2

hl/5 (223)
= E(l/7 T)——ﬁci’)(ehu/kT — 1) d§)

In most cases, an infrared imager will be capable of seeing in one of the two main
windows of the infrared regions (3-5 and 8-12 um). Since most materials can be
approximated by a constant emissivity over these common wavelength ranges, IRIM-
AGE currently treats the emissivity as a constant with respect to frequency when

modeling objects.

2.2.2 DModeling the Atmosphere using MODTRAN

Various methods have been developed to model the atmosphere. Most of them are
designed to simulate the atmosphere along the line of sight of a single detector. A
popular model of this kind is the LOWTRAN model. In an effort to correct for the
atmospheric effects in aircraft and satellite observations, the Air Force Geophysics
Lab (AFGL) developed LOWTRAN to accurately compute the transmission and ra-
diance characteristics of various atmospheric conditions using a band-model approach
with layer pressure as the only parameter. It is capable of modeling several common
gaseous pollutants as well as various aerosol backgrounds. LOWTRAN contains sev-
eral pre-defined atmospheric models as well as a method for defining a user-defined
atmosphere using multiple horizontal layers. Using LOWTRAN as a basis, the AFGL
derived MODTRAN [6] as a more accurate model for the infrared and visible regions.
MODTRAN improved the band model to include three parameters (pressure, tem-
perature and line width) all of which utilize a database of values derived from the

HITRAN database [7]. Both models use wave numbers (cm™!) as the spectral unit
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with the spectral bandwidth resolution of LOWTRAN being 20 cm™! and MOD-
TRAN reducing it to 2 cm™!. The smaller bandwidth makes MODTRAN a superior
model in the infrared region of the spectrum. Since MODTRAN also retains all of
the major features and reliability of LOWTRAN, it is a good model to use as the
basis for simulating the atmosphere in the IRIMAGE environment.

As mentioned, the MODTRAN model is not only capable of computing the spec-
tral transmission of a path in an atmosphere, but it also computes the spectral radi-
ance of the gases along the path and the background surface. Using the transmission
coefficient with the radiance calculations, MODTRAN can compute a total spectral
radiance value along a path. Although we discuss how we use MODTRAN to com-
pute the incident radiance upon the imaging system later, the following discusses how
MODTRAN computes the transmission coefficient, the background radiance, the at-
mospheric radiance and the final radiance along a specific path looking through the

atmosphere.

Atmospheric Transmission Coefficient (1)

The computation of the atmospheric transmission coefficient uses the MODTRAN
band model in conjunction with its detailed parameter database. We will not discuss
the computation of the individual gas transmission coefficients because this is detailed
quite well by Anderson et al. [§]. One important note is that each individual gas
transmission coefficient for a specific layer depends upon the path length, I, through
that layer. If we assume the transmission coefficient for each gas in an atmospheric
layer is computed, then the total atmospheric transmission coefficient for the nt* layer

is simply the product of the individual gas transmission coefficients for this layer:

Tu(V, 1) = [10, (v, ) Try (v, D70, (0, 1) . . s (2.2.4)

Once 7, is computed for each layer along the path, one can compute the total
transmission coefficient for the path. Again, the transmission coefficient along the
path is simply the product of all of the individual layer transmission coefficients

along that path. For a path passing through N layers of an atmosphere, the total
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transmission coefficient is defined by the following equation:

Tatm(l/) = I:IOTn(V) (225)

Background Surface Radiance

MODTRAN uses a simple background surface model to calculate the spectral
radiance of the surface, Ly, ;(v). It assumes the background surface is a gray body,
opaque (7Tsury = 0) and is Lambertian in natue. Using (2.2.3) with temperature,
Tsury, and albedo, p, for the surface, MODTRAN computes the spectral radiance of

the background surface.
Louwrs(v) = (1 — p)Lpp(Ts,v) where e =1—p (2.2.6)

Atmospheric Radiance

MODTRAN assumes the gas radiance can also be computed using the Planck Ra-
diation formula (2.2.1) in conjunction with the spectral transmittance of each layer.
As part of the calculations to determine each layer’s transmission coefficient, MOD-
TRAN computes the layer’s Curtis-Godson density weighted temperature, 8. This
temperature is part of the Curtis-Godson approximation which treats each atmo-
spheric layer as if it were homogenous in temperature and pressure [9, 10]. MOD-
TRAN extends this approximation to the radiance calculation by using 6 in the
blackbody calculation. With all this in mind, MODTRAN uses the simple, spectral,

radiative transfer function for a single layer [11]:
Lam(0,v) = Lpg(0,v) - (1 — 7(v)) (2.2.7)

We extend the above case to multiple layers by computing each layer’s individual
radiance contribution, L,, and then multiplying the radiance value by the product of

all of the transmission coefficients for layers between current layer and the imaging
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system.

Ln(v) = Lpp(6n, v)(1 = (1)) Tnoa (v)
= Lpp(0n, v)(Tn1(v) = Tnu(v))

(2.2.8)

where

1 ifn=0,

[17,(v) ifn>0.

Then summing over each layer we can get the total contribution of the atmosphere.

L0, 0)(Tnor(v) — Th(v)) (2.2.9)

||M2

N
atm Z

Total Radiance along the Path
Using the various radiance equations and the total transmission coefficient, MOD-

TRAN computes the final spectral radiance for any chosen path to be:

Liotai(V) = Latm (V) + Lsurf (V) Tatm (V) (2.2.10)

Despite all of its functionality, MODTRAN does have some drawbacks. Although
considerably faster than a line-by-line model, MODTRAN is still computationally
intense. The calculations in conjunction with the necessary database access causes
MODTRAN to take up to several seconds to compute a single path. There is no
automatic procedure for defining multiple paths through the atmospheric model. Any
imaging simulation must supplement MODTRAN with external routines which define
individual paths and pass them to MODTRAN. In addition, MODTRAN can only
define an atmospheric model in terms of horizontal layers of gas. More complex
atmospheric models, i.e., blobs of polluted gas, require external routines to generate
specific profiles for each path. These routines must interpolate the path with the
atmosphere in order to generate an acceptable profile for MODTRAN. These problems
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are solved by IRIMAGE.

2.2.3 Determining Optical Path using Ray Tracing

Backward ray tracing, considered to be an accepted method for generating physically
accurate images, traces rays from a detector, through the optical system, into the
background scene to determine the exact sources of radiation as well as how each
source contributes to the overall intensity. In addition, ray tracing correctly models
the refractive and reflective properties of an optical system. These properties make it
ideal] for determining the optical path through the atmosphere used by MODTRAN.

Various methods may be employed to generate rays [12]. The monte-carlo method
uses a probability function to generate a set of rays for each detector. In figure 2.1b,
we see that rays are fired off in different directions. Each detector might generate
just a few rays or several hundred rays. Since each ray is computed separately and
averaged with the others, the time involved is considerable. The accuracy of the model
depends on the probability function that defines the ray distribution and the number
of rays generated. Another method involves generating a single ray per detector and
selecting the most likely path it will take as seen in figure 2.1c. Although considerably
faster, this method is less accurate and depends greatly on determining the most likely
path.

In essence, the path method employed by MODTRAN is just a ray tracing calcu-
lation. The user defines the path, i.e., ray, through the atmosphere with an opaque
surface at the end. Using the intercepted profile and the surface characteristics,
MODTRAN determines the radiance along that path. The drawback to MODTRAN
is its long computation time. Although a single ray calculation may take a fraction
of a second, when one considers that a 128x128 array has 16,384 detectors, it is clear
that a Monte Carlo method is not feasible. Therefore, IRIMAGE employs a single
ray per detector method with the possibility of sub dividing a detector into a set of
sub-areas. As shown in figure 2.1d, each sub-area also only represents a single ray,

but it allows each detector to sample multiple regions of the background to generate
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Example of Backwards Ray Trace Monte Carlo Method

Background
Scene

Backwards Array
Traced Ray

Multiple Rays from
A Single Detector

A B
Single Ray Method Single Ray Method Using Submesh

Projected FPA
onto Background

Projected FPA
onto Background

Nodal Points Nodal Points

Single Ray
Jrom Detector

Active Area for Each Submesh element

Single Ray
C D

2x2 Submesh

Figure 2.1: Backwards ray tracing methods: (a) Example of a backwards ray trace.
(b) Monte Carlo method. (c) Single ray per pixel method. (d) Single ray method
using sub-mesh.
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a more accurate image.

Although various algorithms, equations and transfer matrices have been developed
to transform an incident ray on an optical system into an exiting ray, the single ray per
detector nature of the IRIMAGE calculation requires a less sophisticated approach.
The nodal points of an optical system are defined as the points on the optical axis
where a ray enters and exits with the same direction vector. If one assumes the
system obeys the paraxial approximation, then the most likely path for the ray can
be assumed to pass through the nodal points. Since a pin-hole camera follows this
same principle, we refer to this method as the Pin-Hole Approzimation. The beauty
of this approximation is that the attenuation properties of the system are preserved
provided they are not spatially dependent (e.g., Fourier Optics). In addition, the
nodal points can be calculated using the transfer matrices of the optical elements
mentioned above. One simply solves for the point along the optical axis where the
incoming and outgoing rays have the same direction vector. There are numerous
optical design packages which will compute the cardinal points of an optical system
including the nodal points, so IRIMAGE does not compute them. It relies on the

user to enter the coordinates of these points into the optics parameter file.

2.2.4 Computing the Incident Radiation upon the FPA

The ray tracing approach defines a ray’s path through the atmosphere as well as
the incident point on the background surface. Using this information, one can use
MODTRAN to compute the radiance value associated with the ray. However, this
value does not account for the orientation of the background surface, or the solid
angle between an element of the background surface and the surface of the aperture
of the optical system (see figure 2.2). These two quantities are necessary to compute
the radiation collected by the optical system and focused on the focal plane.

Figure 2.2 shows the generalized situation of an arbitrary surface (S;) emitting
radiation onto surface (5;), the imaging system apeture. The ray from S; to S,

is usually not along either surface’s normal, but tends to be at some angle. If we
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Front of
— Optical System
S ( S;: Area=dsS,)

TT—ds,cos(9,)

Source of Radiation 0,
(S,: Area=dS,) ds,cos(0,)

Figure 2.2: Generalized case of a radiating surface and receiving surface.

assume the radiating surface is Lambertian, i.e., radiates equally in all directions,
then only the effective area of the radiating surface (dA;) is needed. This effective
area is just the area projected on a plane perpendicular to the ray. Since the radiance
relies on the solid angle swept out by the receiving surface, then the solid angle must
also be determined. Using the effective area of the receiving surface (dA,) and the
distance between the two surfaces (r12), one can compute the solid angle. Using ri
requires that the distances from S; and Sy to their respective projection planes is

small compared to 12 and can be neglected.

Effective Area of Sy : dA; = dS; cos b, (2.2.11)
Effective Area of Sy : dAs = dS5 cos 0, (2.2.12)
dAs;  dS;cosf
Solid Angle (Sy to S) : d) = =2 = 22270872 (2.2.13)
712 T12

Using the above quantities, we can then define the collected spectral power at S5 to
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be:

P52 (l/) = LGB(I/)dAldQ

p (2.2.14)
- LGB(V)(dslcosel)(—&—cfoE)

T12

The one drawback to the backward ray tracing approach is that the detection
ray only determines the interception point on the radiating surface. The interception
point can provide the parameters for computing the radiance of the surface, but the
effective area seen by the detector is necessary to compute the power incident on each
detector. Figure 2.3a shows the single ray approach using a detector at a location
(7, y) on the focal plane. We project rays from the four corners of the detector through
the nodal points of the optical system onto the radiating surface. The interception
points define the “active” area, dS, on the radiating surface for the detector. This
area is assumed to have the same parameters as the point intercepted by the detection
ray, D. Using equation (2.2.11) and the angle between normal vector of the surface
S, S—l,:, and _ﬁ, we can compute the effective area of the radiating surface and
consequently the incident power on the optical system. This approach is independent
of the ray tracing method selected even though the detector area may be sub-divided
into smaller areas with a ray per sub-area.

Despite the ease of this approach, it adds several more steps to calculating the
collected power. However, there is a way to approximate the effective area of the
background surface seen by a detector using the detector’s own area. By doing so, we
can reduce the number of steps and computations significantly. The approximation
relies on the principle of similar triangles. In figure 2.3a, the rays projected from the
detector vertices onto the background sweep out a solid angle on either side of the
optical system. If the rays all pass through the nodal points, then by definition the

two solid angles will be equal:

dQqetector = dqurface (2215)
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Nodal Points
Single Ray
Detector
Element
Projected Area for
Single Detector
A
Detector
dA, .cos0,,
Solid Angle
Surface
Solid Angle
Surface
Projected
Area
Background dA,, cos(d,) _ dA, cos(o,.)
Surface (et o)’ T~ (e + do)
B

Figure 2.3: (a) Relationship between detector element area and project surface area.
(b) Using properties of rays passing through the nodal points, the solid angles swept
out on either side of the optical system should be equivalent. This fact allows us to
relate the visible surface area of the source and surface area of the detector using this

solid angle equivalence.
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In order to determine the solid angle, we need the area swept out at a particular
radius value. On the source side, we can assume that the area swept out is equal to
the visible surface area determined in (2.2.11), ie., dA; = dA,u s cosbs,-r. As can
be seen in figure 2.3b, the radius vector to the center of the solid angle area, vy, is
slightly longer than the radius vector to the center of the actual surface area which
is expressed as Tgy,rf + dsyrp. Similarly on the detector side, we use the visible surface
area of the detector, d4g = dAge cos by, ¢, and the radius vector rye; + dge;. Using

these values in (2.2.15), we get the following:

dAdet COos edet o dAsurf COos esurf
(Tdet + ddet ) 2 (Tsurf + dsurf ) 2

(2.2.16)

Assuming that in the paraxial limit, dgy,f < rsurf and dge; < 74es, then

Tsurf + dsurf ~ Tsurf

Tdet + Aget = Tder

By using this approximation and manipulating the terms, equation (2.2.16) becomes

dAgurf €OS Oy = dA gy 08 Oger (2L )? (2.2.17)
Tdet

Finally, let 51 be the radiating surface and Sy be the aperture of the optical system.
If we take (2.2.17) and substitute it in (2.2.14), the resultant power collected by the

aperture, P, is:

dAder 08 Oer) (d Agpe €05 0,
&MmzL@%A“msmgA”mS”) (2.2.18)

Tdet

Equation (2.2.18) describes the power collected using the single ray approach.
Since the sub-area ray tracing method is an extension of the single ray approach,
a more general form of (2.2.18) incorporates both methods. The sub-area method
divides each detector surface into a mesh of smaller rectangles. Each rectangle acts

like a smaller detector with its own detection ray. By summing up the power collected
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for each rectangle, one can get the total power collected for a detector using the sub-
area scheme. If a detector uses an N X M mesh, the general form of (2.2.18) becomes:

o) = 3" (Pan0))s (2.2.19)

4,5=0

The single ray case is encompassed by this general equation where N = M = 1.
Once the spectral power is collected by the aperture, it can be adjusted by the
optical system. As stated in section 2.2.3, the optical system is capable of attenu-
ating the incident spectral power through the use of a spectral transmission curve,
Topi(v). The transmission curve provides the transmission coefficient for any spectral
frequency. Thus, the attenuated spectral power at a frequency v is the product of the

transmission coefficient and spectral power at that frequency:
Pagj(v) = Topt(v) Papt(v) (2.2.20)

In IRIMAGE, the transmission curve is defined by a series of data points joined
together to form a piece-wise continuous curve. The simulation derives the value at
any point on the transmission curve by linearly interpolating between the two known
data points that straddle the desired frequency.

Since we assume that all of the power collected by the optical system is either ab-
sorbed by the optical system or incident on the detector, then (2.2.20) in conjunction
with (2.2.18) and (2.2.19) describe the spectral power incident on a given detector.
Once we know the incident power, it is possible to compute the detector signal and

incorporate the background fluctuation noise.

2.2.5 Modeling Detector Response

Once the incident spectral power is determined, it is converted to an output signal by
the detector response function, i.e., the Responsivity. The response of any detector
may or may not be a function of the frequency. For most photon detectors, the

responsivity is usually independent of the photon frequency except near the cutoff
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frequency. However, since there is some dependency, equation (2.2.21) demonstrates
how the output signal of a photon detector is simply the convolution of the spectral
power function, P(v), and the responsivity, R(v), of the detector. Thermal detectors
rarely depend on the spectral nature of the incident radiation. Instead they simply
respond to the change in temperature of the active material which is a result of
the total incident power. Therefore, equation (2.2.22) is just the product of the

responsivity and the total power.

Photon Detector: V;, = /R(V)P(l/)él/ (2.2.21)

Thermal Detector: V;, = R/P(y)&/ (2.2.22)

MODTRAN does not output the spectral power in terms of a function, but returns
the spectral power values in terms of a set of discreet spectral lines. The user defines
the resolution of the computed power spectrum by setting an integer number of
wavenumbers between each computed spectral line. The user must also define the
minimum wave number, Vp;,, and the number of lines to compute, N. Using these
factors, MODTRAN computes the average power per cm™! for each spectral line.
The discreet nature of the returned computed power reduces equations (2.2.21) and

(2.2.22) to the form of a Riemann sum:

Vmin+NAv
Photon Detector: Vi = > R(v)P(v)Av (2.2.23)
;m:INAU
Thermal Detector: Vg =R > P(v)Av (2.2.24)

The responsivity of a detector is determined either by using a sophisticated device
simulation or experimentally. In either case, the output should be a set of data points
which may be frequency dependent. If this data could be fit to a specific function, then
one would simply need to plug that function into (2.2.23) or (2.2.24) and sum over
the various frequencies. However, since various detectors may have their own unique
fitting function, it would be impractical to recode the simulation for each individul

case. Another method simply treats the data as a piece-wise continuous curve where
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each point is joined to the adjacent points by lines. Figure 2.4a demonstrates how a
response curve can be made up of points connected by lines.

From this type of representation, the responsivity can be interpolated between
any two points on the curve. Numerically, the responsivity is determined by either
finding two known data points whose frequencies either straddle the given frequency
or by finding a data point that shares the same frequency. In figure 2.4b, a given
frequency straddles two frequencies. Using (2.2.25), the desired responsivity is found

by linearly interpolating the given frequency between the two known responsivities.

R(vp) = m(vp — vp,) + R(vy)

_ R(v) = R(vni1) (vo — 1) + R(vs) (2.2.25)

Although this method is less elegant than a fitting method, it makes modeling
detectors much easier. The algorithm to compute R(vy) consists of a search routine
to find the two straddle points followed by using the above equation or finding an
equivalence point. This method allows IRIMAGE to define a generic response algo-
rithm instead of a series of detector specific, response algorithms. In addition, this
algorithm is based on actual computed or measured data instead of relying on the
user to write their own detector response routines. However, as we will discuss in
the next section, the object-oriented nature of IRIMAGE still allows a user to create

their own detector routines and incorporate them into IRIMAGE.

2.2.6 Modeling Background Fluctuation Noise

Although computer simulations are an excellent way of getting precise answers, pre-
cision does not always mean accuracy. In the case of detecting IR radiation, all of
the theory presented up to this point ignores background fluctuations of the incident
radiation. In order to account for this random behavior, the simulation must include
a way of modeling these fluctuations.

Background fluctuation of IR radiation is due to statistically random variations

of the radiant flux of photons, number of photons emitted per unit area per second,
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Figure 2.4: (a) Responsivity curve composed of specific data points connected by
straight lines. (b) Interpolating the responsivity of a detector for a spectral band with
frequency, vy, and bandwidth, Av, that lies between two points on the responsivity
curve.
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from the background. These variations may come from the background scene, the
atmosphere and even the optical system. We define that the mean number of photons
incident upon a detector with surface area Ap and integration time t;,; is N. As-
suming that the fluctuations follow a random-walk statistical pattern, then equation
(2.2.26) describes what the mean square fluctuations of incident photons, (AN)?,

upon Ap in time ¢;,; should be:

(ANZ=[N_N_2~N (2.2.26)

Incorporating the discreet spectral nature of MODTRAN:

(AN)?2 =3 [N(v)Av — N(v)Av)?

v

= > (AN))%(Av)? (2.2.27)

_ S NOAy

Since both AN? and N are just numbers, any problems with unit dependencies have
been eliminated.

Our noise model utilizes a known probability function and a random number
generator to generate realistic random noise voltages. In order to generate the noise
probability function, the standard deviation of the noise voltage is necessary. Using
the results of (2.2.27), we compute the standard deviation of the noise voltage.

Given the spectral power, P(v) = N(v)hv, and using the results of section 2.2.5,

one can define AV,,,;5.(v) to be:

AVpoise (V) Av = (V(v) — V(v))Av
= R(v)[P(v) — P(v)]Av
o (2.2.28)
= R(v)hv|[N(v) — N(v)]Av

= R(v)hvANAv
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Summing over all available frequencies:

TLO’LSE Z AV
(2.2.29)
=Y R(v)hv[N(v) — N(v)]Av
Squaring and averaging equation (2.2.29) results in the following equation:
(AVipise)? = (Z R(v)hv[N(v) — N(v)]Av)?
= Z R(n)R(v2)h2v1vs AN (1) AN (v9) (Av)?
(2.2.30)

= > R(n)R(v2)R2ivs AN (1) AN (1) (Av)?

v1,v2

We do not average the responsivity because we assume that it is either defined

empirically or is already averaged. In addition, AN (v;)AN () can be reduced to
two cases.

For vy = o:

AN(v1)AN(vy) = (AN(v))?

For 1y # 1p

AN(p1)AN(vg) = [N(1) = N(01)][N(v2) — N(12)]

= N(1)N(v2) — N(11)N(v2) = N(v1)N(v2) + N(v)N(vs)

since N(v1) and N(vy) are independent variables,

= N(v1)N(v2) = N(1)N(vz) = N(v1)N(v2) + N(v1)N(v,)
~0
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Plugging these two cases into (2.2.30) and incorporating (2.2.27)

(AVpise)? = D _(R(v)hv)* (AN (v))2(Av)?
v L (2.2.31)
= > (R(v)hv)*N(v)Av

Equation (2.2.31) defines the standard deviation of the noise voltage from the
mean voltage. Using any normalized probability function and the noise voltage stan-
dard deviation, one can generate a random distribution of noise voltages that is
weighted by the probability function through the use of the probability density func-
tion. In order to understand this technique, we must revisit the Probability Density

function, F(c).
F(a) :/a P(z)6z (2.2.32)

Equation (2.2.32) defines F'(«) to be the probability of finding a value that is less
than or equal to «. For a normalized probability function, P(z), the value of F(a)
must be between 0 and 1. If we assume that « and z are voltages and P(z) is the noise
probability function defined by a mean noise voltage, V,,, and the standard deviation,
Op = m, then one can determine the probability density for any voltage.

If we were to reverse this idea and assume we know the probability density we
want to achieve, then we can solve for the value of « that will generate this probability
density. Most computer algorithms generate random numbers with a flat distribution
between 0 and 1. However, if one defined the value of the probability density using
a number generated by one of these alogithms, then the resultant alpha would be a

random value that is weighted by P(z). We can demonstrate this graphically. First,

we reduce equation (2.2.32) to an equivalent sum:

Fla)= 3 AF(x) = S Plz)ds (2.2.33)

T=—00 T=—0CQ

In figure 2.5a, we show the classic graphical representation of a Reimann sum for
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Figure 2.5: Number line representation of integrating the Probability Density func-
tion using a Reimann sum. (a) Normal representation of P(z) with equally spaced
divisions. (b) Number line with regions representing the area of each equally spaced
division.
a normalized Gaussian probability function where the area of each rectangle defines
AF(z;). The centers of each rectangle are evenly spaced by the value Az and the
center of rectangle n is defined by z, = Zpi, + nAz. In figure 2.5b, each AF(x;)
is stacked sequentially along a number line from 0 to 1, effectively summing over all
of the AF(x;) values. By doing so, each AF(z;) defines a small but unique region
of the number line which corresponds to the value x;. Therefore, given a specific
F(a) which defines a point on the number line, we would simply determine which
DeltaF(z;) region contains this point and set a equal to the corresponding z;.

The real advantage of this methodology is that the size of each AF(x;) region
is proportional to the probability of having the value z;. In the figure, a value of z

near the peak of the Gaussian corresponds to large range of F values compared to
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an z value near one of the edges. In general, for regions of high probability, a large
range of F'(x) will correspond to a small range of x values, while in regions of low
probability, the exact opposite is the case. Therefore, a random value F(«) will have
an « which is weighted by the probability function, P(z).
Using a numerical algorithm based on the number line method above and the
results of equation (2.2.31), IRIMAGE can generate a realistic random noise voltage

from the following method:
1. Compute standard deviation of the noise voltage, oy, using (2.2.31).
2. Define or compute the following parameters for the probability density sum:

e The mean voltage: p =0
e The voltage range: — Ao, <= x <= + Ao, where A > 0 and a real number.
e The number of AF(z) regions to sum over: N.

e The voltage resolution: Az = 240,,/N
3. Plug on and p into the Gaussian probability function, Pggyss().
4. Compute each AF(xz;) and store each AF(z) in an array.
5. Sum over all of the AF(z;) and normalize them so that sum equals 1.
6. Use a random number generator to get a number, Fj, between 0 and 1.

7. Find the noise voltage value, o, by summing over the array of AF(x;) values

until F(z) > Fy making o = z.

Although the mean value, p, should be the signal voltage, there are several ad-
vantages to setting the mean of the probability function to zero. With a zero mean,
Peauss(x) is symetric around zero making the range symetric around zero as well
which simplifies the calculation. In addition, the mean only effects the location of
the central point of Pguyss(2) and not the shape. Thus, the only effect would be that

« would have the mean value added to it. Since we are interested in outputing this
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signal, noise and total voltages, it is just as easy to sum the noise and signal voltages
after the noise calculation. Therefore, a zero mean does not effect the total voltage
and allows us to separate signal and noise voltages quickly.

The voltage range and value of N may effect the outcome. The voltage range
determines how much of the probability function to sum over while N determines
the resolution of the approximation. If the range is too small, then the result will be
skewed toward a more even distribution and not a Gaussian. However, if the range is
too large and N is too small, then the resolution of the calculation may be too rough
which could also alter the distribution and could produce unpredictable results. Even
for a reasonable range, if V is too small, then it limits the most probable noise voltages
to only a few noise voltages since only a few are in the high probability portion of
the distribution while the rest are in the low probability regions. On the other hand,
the larger N becomes, the slower the calculation takes. Therefore, a value of A = 2 is
sufficiently large enough to encompass most of the Gaussian and a value of N = 1000

provides a reasonable value for the resolution.

2.3 Computational Concepts

In the previous section, we discussed the physical principles that govern the IRIMAGE
simulation. Due to the object-oriented approach used by IRIMAGE, it is beneficial to
define certain computational constructs and programming objects which will simplify
the description of the different simulation objects. Since any imaging simulation is
heavily dependent upon the positions of various objects, we briefly introduce the
World Coordinate System (WCS) used by IRIMAGE. Furthermore, the Versatile
Grid Object (VGO) is an integral part of the Scene, Atmosphere and FPA objects
which makes it necessary to discuss it as well as the methods the VGO uses to
manipulate both two and three-dimensional data. Finally, we introduce the Ray
program object which stores the information generated by the backwards ray tracing
method. Although many of these concepts are introduced in appendix B, they are

discussed here with respect to IRIMAGE.
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Figure 2.6: Orientation of WCS with respect to the imaging system. The WCS is
a right-handed coordinate system whose origin lies along the optical axis exiting the
imaging system and sits on the front surface of the optical system. The +7 axis
points away from the imaging system along optical axis. The +X and +Y axis are
oriented to be horizontal and vertical respectively and follow the right-handed nature
of the WCS.

2.3.1 The World Coordinate System (WCS)

As mentioned, any physical simulation of an imaging process depends on the place-
ment of different simulation elements, both geometric models and simulation objects,
in three-dimensional space. Some of these elements may even maintain an internal
coordinate system. However, IRIMAGE defines a single primary coordinate system
called the World Coordinate System (WCS). The WCS is a right-handed coordinate
system with the positive 7 axis pointing along the optical axis and the Y axis pointing
up. Its origin is at the point where the optical axis and the external surface of the
optical system intersect. Figure 2.6 shows the location and orientation of the WCS
with respect to the imaging system.

Each simulation element must be defined with respect to the WCS or must be



47
defined in a coordinate system that can transform points between itself and the WCS.
Therefore, IRIMAGE restricts each element coordinate system (ECS) to be right-
handed, orthogonal and share the same unit of length as the WCS. In addition, any
element that uses an ECS must maintain a set of transformation matrices. These
matrices allow a point defined in the ECS to be transformed between the ECS and
the WCS. Since the transformation matrices may have to rotate and translate points
from one coordinate system to another, the order of the rotations and translations
are very important. We define the rotation and translation matrix for a point going
from an ECS to the WCS using equation (2.3.1). Since transforming the point back
should return it to the same position in the ECS, the other transformation matrix is

just the inverse of equation (2.3.1).

MECS->WCS = RzRnyT (231)
Mwcs—scs = T'R'R, 'R, ! (2.3.2)

Once a point in an ECS is transformed to the WCS, it can subsequently be
transformed into a different ECS using the WCS as a bridge. Equations (2.3.3)
and (2.3.4) demonstrates how a point, P, is transformed from ECS; to the WS and
then could be transformed from the WCS to another element’s coordinate system,

ECS;.

Pwes = Mgcs,—wesPrcs, (2.3.3)

Pres; = Mwcs—ecs;Pwes = Mwes—ecs;Mecs,~wes Prcs,

(2.3.4)

These equations demonstrate the usefulness and the need for maintaining a single

primary coordinate system like the WCS.
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Figure 2.7: Relating the grid coordinate system to the world coordinate system.

2.3.2 The Versatile Grid Object (VGO)

The Versatile Grid Object defines a multi-dimensional, orthogonal grid structure for
storing spatially oriented integer or floating point information. While the VGO is
inherently three dimensional, its structure is capable of being one, two or three-
dimensional. It does maintain its own ECS which is called the Grid Coordinate
System (GCS). As shown in figure 2.7, the origin of the GCS lies at the physical
center of the grid structure. Using the origin of the GCS and the physical spacing
between adjacent grid points, the VGO can determine the spatial coordinates of any
grid point in terms of the GCS.

Each VGO uses equations (2.3.3) and (2.3.4) to relate coordinates between the
GCS and the WCS. In order to utilize these equations, the VGO requires that the
GCS origin and the orientation of the GCS about this origin be defined with respect
to the WCS. Using these values to generate the transformation matrices, the VGO
can then relate any coordinate in the WCS to one in the GCS.

The VGO is capable of storing various types of data. Each grid point maintains
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either a floating point or integer data array. Since the VGO is designed to be flexible,
the size and data type of the array isn’t defined until the VGO is first initialized.
Although flexible, the VGO requires every grid point array to be the same size and
data type. This requirement avoids a lot of bookkeeping problems. In addition to the
data array, each grid point stores a single “source of data” index. Using this index
allows the VGO to not only store data from various sources onto the grid, but it allows
the VGO to associate a unique index value with the data from a particular source.
Using this index, the VGO, or an external routine, can limit data manipulation,
retrieval or other operations to data from a particular source.

Three of the six major simulation objects of IRIMAGE utilize the VGO. The Scene
simulation object represents the background image surface by mapping temperature
and/or emissivity image data onto a 2D form of the VGO. In this case, each grid point
simply acts like a pixel of an image except instead of storing a color value, it stores
a temperature and emissivity value. Another two-dimensional form of the VGO is
used by the FPA simulation object. Since a focal plane array already consists of a
grid of detectors, the VGO acts as the natural data structure to store information
about each detector in the array. Finally, the Atmosphere simulation object puts a
three-dimensional form of the VGO to extensive use. The VGO provides a way of
storing three-dimensional volumetric data in a form that the ray tracing technique can
translate into an atmospheric profile for use with MODTRAN. These three simulation
objects utilize the VGO as a major part of their operation which makes it an excellent
example of the benefits of code reuse.

Since interpolating data onto a grid depends upon the dimension of the grid,
the VGO does not perform data interpolation. It only loads data directly into the
grid point arrays using the spatial coordinates for the data. Actual interpolation of
any image or volumetric data onto the grid is left to external routines instead. In
the next few sub sections, we discuss how specific two and three-dimensional data is

interpolated and prepared for loading into a VGO.
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2.3.3 Interpolating 2D Image Data onto the VGO

As mentioned above, the Scene simulation object constructs a background surface
model by placing temperature and emissivity images onto a 2D VGO. In general, the
method for interpolating image data onto a 2D grid involves mapping the coordinates
of each data point onto the grid plane and then using a standard 2D interpolation
algorithm to determine the value of each grid point. In IRIMAGE, a program object
called a Virtual Image Object (VIO) maps the image coordinates onto the image plane
and a near point or bilinear interpolation technique determines the value of each grid
point. Using this method, any number of images can be loaded onto the VGO in
a mosaic form. However, one can also combine objects using a “matte” process in
conjunction with another program object called the Layout Object. With this added
technique, the Scene object can create fairly sophisticated images to represent the
background scene using just a few simple images.

Virtual Image Objects

The Scene object does not load images directly onto the imaging grid. Instead,
each image used in the simulation is loaded into a database and is placed on the
imaging grid using a set of Virtual Image Objects. Each VIO is assigned a particular
image and a set of image processing operations which change the placement, scale,
or rotation of the image before it is placed on the imaging grid. For simplicity, all
of these operations use the Grid Coordinate System of the Scene object instead of
the World Coordinate System of the simulation. Figure 2.8 shows an example of an
image being scaled and rotated by a VIO. Since a single image may be associated
with several VIO’s, each VIO processes its image and then returns it to its original
state. This eliminates the need for storing the same image multiple times.

Since the design of the Scene object includes animation capabilities, each VIO
makes use of a key frame database to store the parameters used to process its as-
sociated image. Fach key frame defines the active state and the image processing
parameters of the VIO for a specific frame of the animation. The active state des-

ignates whether the VIO is active or not. If the VIO is active, then it uses the
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Figufe 2.8: Porche image being processed by VIO (scaled, rotated and composited).

parameters to process and interpolate the associated image onto the Scene object’s
VGO. Otherwise, it skips the VIO entirely. Since the active state is just a flag, the
active state only changes if another key frame changes it. For the case of a frame
that lies between two key frames and the VIO is active, it will compute the image
processing parameters by linearly interpolating between the two key frames. The
VIO only adjusts its associated image while it interpolates onto the Scene VGO and
its original state once this step is complete. By using a series of VIO structures
with their associated key frame databases, the Scene simulation object can simulate
a dynamically changing and interesting background surface.
Mattes and The Layout Object

In IRIMAGE, the background images are typically made up of several images that
are composited together. Since most images are inherently rectangular, each image

data set needs a matte, which is an image that defines what regions of an image
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to use in the composite and what regions to discard. An extension of this method
uses a “soft” matte to combine two images using a simple weighted average. Such
a method is useful for anti-aliasing the edges of the combination as well as making
any part an image appear to be semi-transparent. The compositing method used by
IRIMAGE treats a matte image much like any other image by associating it with
a VIO. However, a matte VIO interpolates the matte image data onto the Scene’s
imaging VGO using a separate matte variable, or “channel.” This separate channel
makes it possible to combine an image already loaded on the imaging VGO with a
new image.

An important factor in compositing is the order that images are loaded onto
the imaging VGO. Figure 2.9 shows a car composited onto a background image. If
the matte image were not loaded prior to the car image, then the entire car image
would have been loaded, blocking out the background. In order to preserve the
image loading order, the Scene simulation object employs a Layout program object
which stores the order of VIO’s loaded for a particular frame. Since the VIO’s can
be animated, the Layout Object must also be capable of being animated. The key
frame database used by the VIO is also used by the Layout object. However, instead
of storing processing parameters, it simply stores the VIO loading order. Like the
active state in a VIO, the loading order is not interpolated but is set until the next
key frame changes it. Through an effective use of matte’s and layout order, the
Scene simulation object can create a sophisticated background image from just a few
interesting temperature/emissivity images.

Near Point and Bilinear Interpolation.

Each VIO that loads an image serves as the link between the GCS of the Scene’s
VGO and the GCS of the interpolated image’s VGO. Although it would seem logical
to project the image VGO onto the Scene VGO, it actually works better in reverse.
By projecting the Scene VGO onto the image VGO, each grid point in the Scene
VGO that lies within a rectangle formed by four points of the image VGO should
be interpolated. All other points are considered to be outside of the image and

are not interpolated. In addition, the rectangular nature of the four image points
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Figure 2.9: Example of the matte process. (a) The original Porche image. (b) The
background image of a temperature gradiant. (¢) The matte of Porche overlayed on
the background image. (d) Final composite image of car on background.
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surrounding each Scene grid point makes it easy to compute either the nearest point
value or bilinear interpolated value.

In figure 2.10c, a Scene grid point, P, lies inside the rectangle formed by four image
grid points. Using the Near Point approximation, this interpolated grid point assumes
the value of the nearest image grid point (P = .7). This is a quick and dirty method
of interpolating points. However, it relies on the fact that the values do not change
rapidly between grid points. The Bilinear method [13] utilizes a weighted average
between the four image grid points that surround each projected Scene grid point.
One can see in figure 2.10d the method projects a line parallel to the X axis and one
parallel to the Y axis which pass through the point to be interpolated. By computing
the area of each small rectangle as a percentage of the original rectangle’s area, the
method multiplies the grid point value by its associated rectangle area and sums the
four values up. The result is the bilinear interpolation of the four grid values. This
method is more accurate because the actual location of P effects its value, but it

reuires more time to compute. Both methods are available in IRIMAGE.

2.3.4 Interpolation of Volumetric Data onto the VGO

The Versatile Grid Object is an elegant method for modeling a 2D background surface
using temperature or emissivity image data. The advantage of a VGO solution for
modeling the 3D atmospheric data lies in the benefits of a Ray-Grid interception
technique over a Ray-Geometric Model (GM) technique. For each frame of the Ray-
GM approach, each ray checks to see if it intercepts every GM in a the scene. Since
only a few GMs in a scene will be along a specific ray’s path, a lot of CPU cycles
may be wasted checking GMs that will not be hit. However, if one subdivides space
into a regular, orthogonal, set of grid boxes and interpolates each GM onto the grid,
then most of this wasted time can be averted. In this Ray-Grid case, each ray simply
checks each grid box it passes through to determine if part of the GM lies within the
grid box. When part of a GM does occupy a grid box, then the method checks the
Ray-GM intersection. If the ray does intersect the GM, the search is over. Otherwise,
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Figure 2.10: Interpolating images on the Scene object’s imaging VGO. (a) Projecting
the image grid on the Scene VGO. (b) Projecting the Scene VGO onto the image grid.
(c) The Nearest Point interpolation method. (d) The Bilinear interpolation method.
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the search continues. Various methods like this have been introduced in the past that
clearly show a performance improvement by using a grid approach to ray tracing in
computer graphics [14, 15].

For most cases, these Ray-Grid methods are only concerned with finding the Ray-
GM intersection faster and still require intersecting the ray with the GM. In the case
of IRIMAGE, the GMs we deal with are transmissive which make it necessary to
continue checking for Ray-GM interactions even after one is found. The checking
process goes on until the ray strikes the Scene object’s imaging plane. Furthermore,
since each GM stores volumetric data, any ray intersecting a GM needs to store the
volumetric data in addition to the length of the ray that passes through the GM.
The ray must also store data for the regions where a GM does not exist by storing a
default set of values and the corresponding path lengths. However, by interpolating
these GM’s onto a three-dimensional VGO, we can significantly improve this process
of checking and storage of data. The Atmosphere simulation object assigns each GM
a unique index before it is interpolated on the VGO. As each GM is interpolated,
any grid point inside the bounding surface of the GM is assigned the GM’s index.
As each ray intersects the VGO, it simply keeps track of which grid boxes it passes
through and the path length through each box. Once it completely intersects the
grid, it can then cycle through the stack of grid boxes and retrieve the indexes for
each grid box. Using these indexes and corresponding path lengths, the ray can build
an atmospheric profile from the associated GM’s atmospheric conditions as well as
any default conditions. This modified Ray-Grid intersection method eliminates the
need for keeping track of whether the one GM is inside another as well as where a
GM ends and the atmosphere begins.

One can see how important it is to accurately interpolate a GM onto a three di-
mensonal VGO. In IRIMAGE, each GM is defined as a GridObj program object. The
GridObj uses a bounded surface approach based on the Universal Primitive Object
(UPO) (see appendix B). The UPO is a hybrid, edge-based, surface representation
well suited for defining non-intersecting, bounded surfaces. Its hybrid structure is

specifically designed for interpolating bounded surfaces onto a three-dimensional or-
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thogonal grid. However, the UPO has several limitations. It only defines the surface
in its own coordinate system and it only stores a single unique object index. The
GridObj adds the ability to animate the placement, orientation and scale of a UPQO’s
bounded surface in the WCS. It uses the same Key Frame database object used by
the VIO’s in the Scene simulation object. Since the volumetric data associated with a
GM may change over time, each key frame also stores the volumetric data associated
with that frame. All of these attributes allow a GM to be completely defined using
the GridObj as well as prepare it to be interpolated onto a VGO.

When a GM is ready to be interpolated onto a VGO, the GridObj utilizes a “slice
and dice” algorithm defined by Springfield to interpolate its UPO-based bounded
surface onto the VGO. This algorithm defines each grid point of the grid structure
to be surrounded by a bounding box. If the algorithm finds more than 50% of the
grid box’s volume to be inside the GM, then GM'’s volumetric data is associated
with the grid point through the grid point’s unique index value. Using the GridObj
interpolation algorithm, any GM based on the GridObj can build itself, transform
its bounded surface to the WCS, be associated with a specific set of volumetric data
and then use the bounded surface to interpolate its associated volumetric data onto

a three-dimensional VGO.

2.3.5 The Ray Object

The Ray program object generated by IRIMAGE is designed to interact with the
three-dimensional Atmosphere VGO and the two-dimensional Scene VGO. Each Ray
stores the local origin, a local direction vector and its current endpoint in the WCS.
The local origin establishes starting point of the Ray. However, the location of the
starting point can be adjusted by another object, such as the Optics simulation object,
so that the value stored by the local origin always defines the current starting point
of the Ray. In IRIMAGE, this usually begins as the center of a detector on the FPA,
but is replaced by the exit point of the optics after the Ray is processed by the Optics
object. The direction vector defines the current direction that the Ray points. This
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vector may also be adjusted by the Optics object. It is used to compute points of
interception between the Ray and any surface. The endpoint stores the coordinates of
the point where the ray intercepts the background surface, i.e., Scene object’s imaging
VGO. Using the endpoint, the Scene object can retreive the surface temperature and
emissivity from the imaging VGO.

In addition to the geometric properties, the Ray also stores a database of grid
indexes and path lengths. The Atmosphere VGO can be defined as a set of grid
boxes, or voxels, where each point in the grid lies at the center of one of these voxels.
As the Ray goes from the exit point of the optics to its endpoint on the background
surface, it will pass through the Atmosphere VGO and storing the grid point index
to every voxel through which it passes. The Ray-VGO interception algorithm forces
these indexes to be stored in the proper order to build an atmospheric profile. As the
Ray passes through each voxel, it computes the length of path that it travels in that
particular voxel and stores it as well. Using the path lengths in conjunction with the
grid point indexes, the Atmosphere object can then use the Ray grid point database

to generate the atmospheric profile.

2.4 Major Elements of IRIMAGE

Now that the physical and computational concepts have been introduced, we briefly
describe each of the major objects that make up IRIMAGE and how they contribute
to the overall simulation. In section 2.5, we will put these objects together to describe

the entire simulation process and discuss two test cases.

2.4.1 The Scene Object

The Scene Object uses a two-dimensional imaging “plane” to define the background
scene. As mentioned in section 2.3, three-dimensional IR scene generators have been
in existence for over 10 years. The object-oriented nature of IRIMAGE and specif-
ically of the Scene simulation object will allow us to incorporate those models into

IRIMAGE. However, our initial research interests coupled with the general need for
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a basic scene generator, makes a two-dimensional background model more practical
in this initial stage of IRIMAGE.

The Scene simulation object models the background imaging scene by compositing
various temperature and emissivity “images” onto a two-dimensional form of the
VGO. Since the imaging VGO is what defines the background scene, it must be
placed properly so that it can be “seen” by the imaging system. Therefore, the user
must specify its size, location and orientation in WCS as well as the number of grid
points along the two orthogonal axis of the grid. The VGO also needs the default
temperature and emissivity values so that no grid point has these values undefined.
Once these parameters are set, the imaging VGO is ready to be loaded with data.

The Scene object maintains a database of image data, storing each image in a
separate two dimensional VGO. Each image may be generated from the output of a
real IR imager, from a 3D synthetic image generation, or using a standard graphics
package. IRIMAGE supports 8 bit and 24 bit portable bitmap formats [16] as well as
ASCII files with a single column of data. Because the bitmaps are in binary, the user
must specify the gain and offset values required to convert each 8 bit number into a
temperature, emissivity or matte value. In addition, IRIMAGE treats the red, green
and blue channels of the 24 bit bitmap as three inidividual 8 bit images. By doing
so, it is possible to store the temperature, emissivity and matte images in a single
bitmap. Since ASCII is capable of storing floating point information, the data must
already be the actual temperature, emissivity or matte values. Once these images
have been loaded, the Scene object can associate them with the VIO’s.

The processing, placement and layout order of the loaded images are controlled
by the database of VIOs and the Layout program object. For each frame in the
simulation, the Scene object accesses the Layout object to generate the ordered list
of VIOs to load onto the imaging VGO. Each VIO determines the image processing
parameters using the current frame. Once the parameters are defined, the image data
linked to the VIO is manipulated, loaded onto the imaging VGO and then returned to
normal. Matte images are loaded into the imaging VGO’s matte channel. Tempera-

ture and emissivity image data is composited with the imaging VGO’s corresponding
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image data using the matte channel. To prevent the matte from effecting more than
one set of image data, the Scene object resets the matte channel after each compos-
ite. Once all of the images are loaded on the imaging VGO for the current frame, the
Scene object is ready for the ray trace.

The Scene object intercepts each Ray object with the imaging VGO to determine
the background temperature and emissivity for the corresponding ray. Since IRIM-
AGE does not allow any VGO to change its position, size or orientation between
frames, the coordinates of the interception point between the ray and imaging VGO
remain the same throughout the course of the simulation. By storing the intercep-
tion coordinate in the Ray object instead of the temperature and emissivity values,
each Ray only needs to compute this interception at the beginning of the simulation.
Consequently, the Ray may retrieve the background temperature and emissivity for
any frame by submitting the interception coordinate to the Scene object which will
quickly retrieve the values from the imaging VGO. Although the calculations in-
volved are simple, the shear number of rays generated per frame make any reduction

in computation beneficial.

2.4.2 The Atmosphere Object

The Atmosphere simulation object defines the atmospheric conditions for IRIMAGE
and uses the atmospheric modeling code, MODTRAN, to compute the spectral ra-
diance of the background surface and intervening atmosphere. While MODTRAN
only provides a one-dimensional layer solution, the Atmosphere object uses the VGO
combined with a Geometric Model Database (GMD) object to define the atmospheric
conditions three-dimensionally. The one-dimensional MODTRAN profile is then gen-
erated using the simple Ray-Grid interception technique. When combined with the
surface data from the Scene object, the radiance incident on the optical system can
be calculated by MODTRAN.

In the Atmosphere object, the VGO plays an important role in defining the at-

mospheric conditions. Like the Scene object, the user supplies the origin, orientation,
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size and grid point spacing of the three-dimensional VGO. Each grid point stores a
geometric model index (GMI) and two integer indexes which relate the point to a gas
model and an aerosol model. The GMI links an interpolated volumetric data set with
each grid point that lies within its bounding surface. The gas model index points to
an element of the Gas Model Database which contains an overall temperature and
pressure as well as a set of specific concentrations for each of the gaseous constituents
modeled by MODTRAN. Similarly, the aerosol model index points to an element of
the Aerosol Model Database which stores the aerosol modeling parameters used by
MODTRAN to incorporate aerosols into the atmospheric model. Since both of these
databases are linked to MODTRAN, they are stored in the MODTRAN program
object, a program object contained inside the Atmosphere simulation object. The
VGO does not need to cover the entire region between the imaging system and the
Scene object. Instead, it is only required in the region which needs to model the
atmosphere using volumetric data. The rest of the space is defined using the default
gas and aerosol model indexes.

The Geometric Model Database program object stores and manipulates several
databases of geometric models which are based on the GridObj program object. Each
database in the GMD stores all of the geometric models associated with one of four
standard bounding surface types: a box, a cylinder, a cone and an ellipse. The user
defines each geometric model and the gas and aerosol indexes associated with it.
Once the individual databases are loaded, the GMD can load the geometric models
onto the Atmosphere VGO. Like the Scene object loaded the VIO’s, the order of
how the GMs are placed on the Atmosphere VGO is very important. Therefore,
the GMD uses the same Layout program object used by the Scene object to define
the layout order of the geometric models. The Layout Object stores each geomtric
model’s primitive surface type as well as its index in the primitive surface database.
This avoids confusing two different primitive types which have the same index in their
respective databases. In addition, more complicated geometric models that represents
a specific set of atmospheric conditions can be generated through the effective use of

the Layout object. For each frame of the simulation, the GMD uses the Layout object
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to select which GMs to interpolate onto the Atmosphere VGO. Each GM is created in
its own coordinate system and then transformed to the WCS using its own key frame
database. Once the GM is defined in the WCS, it is transformed into the Atmosphere
VGO’s GCS and interpolated on the VGO using the GridObj interpolation routine.

After the geometric models are interpolated, the Ray-Grid intersection algorithm
uses the grid point indexes in conjunction with the gas and aerosol databases to
compute the atmospheric profile. This profile is passed onto the MODTRAN object
to compute the spectral radiance. Since the Atmosphere VGO does not need to
occupy the entire space between the optics and the background surface, the Ray-Grid
interpolation requires three major steps. First, it determines the distance the Ray
travels in the atmosphere between the imaging system and the Grid. If this distance
is greater than zero, it stores the distance and the grid point index (—1, —1, —1) which
tells the ray to use the default atmospheric model indexes. Second, the Ray intersects
each grid box along its path storing the grid point index of the grid box (not the
atmospheric model indexes) as well as the distance the ray travels through the box.
As we show two-dimensionally in figure 2.11, the intersection technique represents
each grid box using a series of parallel planes that lie along the three major axis of
the GCS. Each plane is separated by the grid spacing along each axis. Once the entry
point on the first plane, i.e., entry point of the grid, is found, the method checks
the three orthogonal planes nearest this point along the direction vector of the ray.
It selects the next point by finding which of the next set of planes intersect the ray
closest to the first point. The path length through the grid box is simply the distance
between these two points and the grid point index is determined by the VGO using
the mid point between the two intersection points. In the third step, if the ray has
not struck the Scene object’s imaging plane before it exits the Atmosphere VGO, the
ray again stores the (—1, —1, —1) grid point index and computes the distance between
the Atmosphere VGO exit point and the interception point with the Scene’s imaging
VGO. Figure 2.12 demonstrates these three steps.

Since the Ray object stores the grid point indexes and path lengths in the order

that each grid box was struct, the Atmosphere object can build the atmospheric
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Figure 2.11: 2D representation of VGO construction using planes.

profile using this stack of parameters. The process of building a profile consists of
going through the stack of grid point indexes and accessing the Atmospheric VGO
to get the atmospheric model indexes. When consecutive grid boxes have the same
gas and aerosol indexes, they are combined into a single layer and their path lengths
are added together. Using this method, the atmospheric profile along any ray is built
and passed on to MODTRAN.

The Ray-Grid interception technique does not store any atmospheric model in-
dexes in the Ray object. Instead, these are retreived from the Atmosphere VGO when
it builds the atmospheric profile. If a geometric model changed in anyway between
two frames, it is reinterpolated on the VGO. However, this only changes atmospheric
model index values that are stored in the Atmosphere VGO. Consequently, the atmo-
spheric profile would change, but the grid point indexes and path lengths that build
the profile would remain unchanged. Therefore, as long as the Atmosphere VGO
remains stationary in space, IRIMAGE only needs to compute the Ray-Grid inter-

ceptions once which significantly cuts down on the number of computations between
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frames.

The MODTRAN program object defines the data structures and routines that set
up the atmospheric profile for each ray and then passes the profile to the MODTRAN
model which computes and returns the spectral radiance for the ray. This object loads
the general parameters that define the MODTRAN model as well as the individual
gas and aerosol models used by the geometric models stored in the GMD. It also
processes the atmospheric profile generated by the Atmosphere object and returns a
MODTRAN compliant profile. The MODTRAN object acts as the connection point
between the C++ code of the Atmosphere object and the FORTRAN code that
defines MODTRAN. Using this link, the Atmosphere object passes a complete profile
to the MODTRAN object which passes it through a set of linking routines to the
MODTRAN code. After performing the computation, the MODTRAN code returns
the spectral radiance back through the linking routines to a spectral radiance array
which is passed onto the imaging simulation objects in IRIMAGE.

Like the Scene Object, the Atmosphere Object is designed to easily incorporate
other atmospheric modeling codes. For this reason, all of the data structures and
routines related directly to MODTRAN are stored in the MODTRAN program ob-
ject. This separates MODTRAN from the rest of the Atmospheric simulation object.
However, many of the routines in the Atmospheric object are still based heavily on
the MODTRAN methodology. Therefore, new atmospheric codes must conform to
the MODTRAN methodology or the Atmospheric object will need to be adjusted to
conform to the new methodology without changing how data is passed into and out

of the Atmosphere simulation object.

2.4.3 The Focal Plane Array (FPA) Object

The Focal Plane Array simulation object drives the entire IRIMAGE simulation.
Once all of the major simulation objects load their parameters and the Scene and
Atmosphere objects are initialized, the FPA object lays out a two-dimensional VGO

where each grid point represents a stack of one or more detectors. Once the VGO is
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setup, the FPA generates a single Ray object or set of Ray objects for each detector
stack. These rays are passed on to the Optics, Scene and Atmosphere simulation
objects which return the spectral radiance of the background scene and intervening
atmosphere. Once the radiance incident on the detector stack is returned, the FPA
passes it to the Detector simulation object which computes the output value for a
given detector. The output value from the Detector object is finally passed to the
Output simulation object which places each detector’s output into a data file. All of
this interaction with the other simulation objects makes the FPA the only simulation
object which is heavily dependent on the structure of these other objects.

The VGO, combined with a unit cell approach, places detectors in a regular fash-
ion onto the focal plane. Like the other two simulation objects that use the VGO
object, the user defines the location and orientation of the FPA grid with respect
to the WCS. In this case, the origin and orientation are usually centered on the op-
tical axis with the two-dimensional grid perpendicular to the axis. The number of
grid points is specified by the number of detectors along the X,Y directions and the
spacing is defined by the detector pitch in both directions. The UnitCell program
object “tiles” a specific pattern of detection elements onto the FPA’s VGO. The user
defines a detection element by linking it to a speciﬁc set of detectors stored in the
Detector object’s database. Each detection element represents a detector stack by
storing the type and index value for each detector in the stack. In addition, it stores
the spectral range and bandwidth of the stack. Once a detection element is defined,
it is assigned a unique index and stored in the UnitCell object. The pattern defined
by the UnitCell object can either be a set of completely different detection elements
or a few detection elements in a specific repeated order. Using the pattern of indexes
as a guide, the UnitCell object associates each grid point on the VGO with a specific
detection element. In figure 2.13, we show an example of a four detector unit cell as
it is tiled across the surface of the focal plane grid to form an 8x8 FPA. When the
FPA object needs the detectors or information for a particular grid point, it uses the
detection element’s index to access the information from the UnitCell object. There-

fore, the VGO only stores a single integer index value, which significantly reduces the



67

An 8x8 Focal Plane Array Unit Detection Cell
(Made up of 16 Unit Cells) (UnitCell)

\/

Individual
Detection Elements

Figure 2.13: Example of an 8x8 FPA using a 2x2 Unit Cell.

amount of space required to store a pattern of detectors.

In addition to detector layout, the FPA object also initializes and maintains the
Ray objects associated with each grid point of the VGO. The user defines the detection
area as a specific percentage of the product of the rectangular area that surrounds
each grid point. In addition, the user may select either the single ray or sub-mesh
approach to assign Ray objects to each detection area. For the single ray method, the
FPA object places each Ray object’s origin at the center of the detection area which
is just the associated grid point location in the WCS. The mesh method divides the
detection area into an n X m array of rectangles where n and m are the user defined
number of rectangles along the X and Y directions. The origin of each Ray object is
placed at the center point of each smaller rectangle. Once the Ray objects are created,
the FPA object uses the back nodal point of the optics with each Ray object’s origin
to compute the initial direction vector of the ray. The two approaches converge after
the Ray objects are defined.

The FPA object shepherds the Ray objects through the Optics, Atmosphere and

Scene simulation objects to generate the spectral radiance. Prior to computing any
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frames, the FPA passes the rays to the Optics object where the the Ray object
origin is replaced by the exit point from the external surface of the optics while the
direction vector remains the same. FEach Ray is returned by the Optics to the FPA
where it is handed off to the Scene object to determine the interception point with
background VGO and to the Atmosphere object to build its Ray-VGO interception
database. After all of the rays are processed, IRIMAGE proceeds to compute a
single frame or an entire animation. During each frame, the FPA object passes the
rays to the Atmosphere object to generate the atmospheric profile along the ray
and uses the Scene interception point to set the background surface temperature
and emissivity for the profile. Before passing the final atmospheric profile back to the
Atmosphere object to be processed by MODTRAN, the FPA accesses the Ray object’s
associated detection element in the UnitCell program object to get the spectral range
and bandwidth for the profile. This final set of parameters define the active spectral
region of the detectors in the stack. Once the profile is completely generated, it
is passed to MODTRAN, via the Atmosphere object, which returns the spectral
radiance of that profile. Finally, the FPA object passes the spectral radiance of the
Ray object back to the Optics object where the transmission curves are used to adjust
the spectral radiance. The attenuated spectral radiance is returned to the FPA to be
converted to the spectral power incident upon the detection element.

At this point, the two approaches briefly diverge again to compute the incident
spectral power. The single ray method calculates the incident spectral power using
the spectral radiance of the ray and the area of the entire detection element. The mesh
method also uses the spectral radiance of each ray, but the area is reduced to the area
of the rectangle. The mesh method then sums the spectral power incident on each of
the rectangles to generate the total incident spectral power on the detection element.
The actual computation is the same in both cases, but the mesh method accounts for
the multiple rays involved due to the subdivision of the detection element.

Once the incident spectral power has been computed for a detection element, the
output signal for the detectors of that element is calculated and stored in the output

file. Using the detection element index, the FPA object accesses the detector types
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and ID indexes and gives them, along with the element’s incident spectral power,
to the Detector simulation object. It uses the type and index values to access the
correct routines and parameters for each detector. Once the right detector is found,
Detector object converts the incident spectral power into an output signal as well as
computing the background fluctuation noise. The final output values are returned to
the FPA object which submits it to the Output object for storing in an ASCII data
file.

From the discussion above, one can see how the FPA object drives the simulation.
Although very little computation is done by the FPA, it acts as the main conduit for
information between the other five simulation objects. Since multiple FPA’s might be
incorporated into a single imaging system, the Optics and Output simulation objects
are contained within the FPA object and not as separate objects. By directly linking
them to the FPA, IRIMAGE can model multiple FPA’s in a single imaging system
without needing to use the same Optics and Output object for all of the FPA’s. Such
strong links between the FPA and the other objects makes it difficult to alter another
object without affecting the FPA. However, as long as the changes to any of the other
objects do not effect how data is passed or stored, the FPA object should not require

any changes.

2.4.4 The Optics Object

Like the Scene and Atmosphere simulation objects, the design of the Optics simulation
facilitates adding a full featured ray tracer to IRIMAGE. However, for many cases
the simple pin-hole approximation is adequate. Therefore, the Optics object currently
only deals with the pin-hole approximation. Under this approximation, the Optics
object performs three functions. It stores the basic optical parameters that define
the pin-hole approximation. Using these parameters it manipulates Ray objects so
that each ray correctly exits the optical system so that it may be interpolated by
the Scene and Atmosphere VGO’s. Finally, it stores a set of transmission curves

that approximate the spectral filtering of a real optical system. These curves are
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used to attenuate the spectral radiance returned by each ray after the MODTRAN
calculation. These three functions define a reasonably simple and accurate optical
system.

The Optics simulation object stores several user-defined parameters that define
a basic optical system. The cardinal points of the optical system define the focal
length and location of the nodal points along the optical axis. Since the WCS should
be defined at the front surface of the optical system, all of these coordinates are
defined with respect to the WCS origin and orientation. Figure 2.14a shows an optical
system with the locations of its cardinal points defined. According to figure 2.14a,
the coordinate of the 2™ focal point must coincide with the origin of the FPA object’s
VGO. The focal length used by the Optics object is the effective focal length which
is the distance from the principle point to the corresponding focal point. The Optics
object requires the user to define each cardinal point in terms of its WCS coordinate
along the optical axis. This ensures that the Optics object can then correctly compute
the focal length. Since the optical system is assumed to be optically thick, the user
must also provide the location of the front and back surfaces along the optical axis.
Note that the front surface should be the origin of the WCS, i.e., (0,0,0). Another
parameter to be specified by the user is the optical F-number (F/#). The F/# relates
the diameter of the optical aperture to the focal length (F/# = D/f). Although most
of these parameters are only used by the Optics object, the FPA object extracts the
focal length, F/# and back nodal point. These parameters are used to setup the Ray
object and convert the spectral radiance to incident spectral power.

Under the pin-hole approximation, ray tracing through the optical system becomes
a simple change of origin calculation. As mentioned in section 2.2.4, the nodal points
define the points of the optical system where an incident ray striking one nodal point
will appear to exit the other with the same direction vector. Since the FPA simulation
object sets the direction vector of each Ray object to point from the origin of the ray
on the detection element toward the 2"¢ nodal point of the optical system, only the
Ray object’s origin needs to be adjusted by the Optics object. As one can see from

figure 2.14b, a ray in an optically thick system will not exit the optical system at the
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Figure 2.14: (a)The cardinal points of an optical system: (i) focal points, (ii) principle
points, (iii) nodal points. (b)Example of a ray passing through the nodal points of
an optically thick system.
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15" nodal point, but at the point it passes through the front surface of the optical
system. Technically, the ray should be refracted at this interface, but the definition
of the nodal point already takes this into account. Therefore, the exit point, ﬁexih
can be approximated using the equation (2.4.1) in conjunction with the distance from

the 1°" nodal point to the front surface, ¢, the direction vector of the ray, ﬁdir, and

the coordinates of the 1% nodal point, ﬁnplz

-

lféorg = Lexit — ﬁnpl + tﬁdir (241)

This equation assumes that within the paraxial limit, ¢ is approximately the same
between the front nodal point and any point on the front surface of the optical sys-
tem. Since IRIMAGE is only interested in the portion of the Ray object that travels
between the optical system and the background scene, the Optics object replaces the
Ray’s origin with the exit point, ﬁmt.

Once MODTRAN calculates the spectral radiance for a ray, the Optics object at-
tenuates the incident radiance using its optical transmission curves. Although most
optical systems will only need one transmission curve to simulate the filtering of the
system, IRIMAGE does provide for cases of more than one filter through the use of
multiple transmission curves. As mentioned in section 2.2.4, each curve consists of an
array of spectral values and associated transmission coefficients which form a piece-
wise linear curve. The Optics object linearly interpolates between any two points on
this curve to get the transmission coeflicient for a specific wave number. Once all
of the transmission coeflicients for a particular wave number are determined, they
are multiplied together to form a single transmission coefficient. Finally, the spec-
tral radiance is multiplied by this transmission coefficient to generate the attenuated
radiance at the given wave number. This process continues for every member of the
spectral radiance array. Once the entire spectral radiance array has been adjusted, it

is passed back to the FPA object.
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2.4.5 The Detector Object

Four types of detectors are modeled inside the Detector simulation object: photocon-
ductor, photovoltaic, pyrometer, bolometer. The object-oriented nature of the base
objects used by the Detector object allows all four of the modeled detector types to
use the same core routines for loading detector parameters and computing the output
signal using a responsivity curve. The Detector object maintains a database for each
detector type. Using the detector type and indentifying index value, the database
passes information back and forth between individual detectors and the FPA ob-
ject. This type of organization makes it easy to add detectors to IRIMAGE without
altering any of the other simulation objects.

Before loading the parameters for a specific detector, Detector object must first
create an entry for it in one of the four detector databases. Once these databases
are defined, the Detector object cycles through each entry in its parameter file and
loads the proper detector parameters. When the FPA object passes the spectral
power along with a detector’s type and index number, the Detector object uses the
type and index to direct the spectral power array to the proper detector. After it
passes the spectral power to a specific detector, the detector generates the OutVal
data structure which stores all of the data to be output by the detector. The detector
loads the incident spectral power in several forms as well as the signal, noise and
total output from the detector. Once this data has been computed and stored, it is
returned to the FPA object.

All four of the current detector models are based on the DetType program object.
DetType is a generic detector object which defines a set of routines to load a set of
standard detector parameters and compute the detector’s output signal using a piece-
wise linear responsivity curve. DetType loads all of the common parameters shared by
most major detectors such as the quantum efficiency, fill factor, and integration time
as well as either the detector’s responsivity curve or its D* curve and the data required
to convert it to a responsivity curve. DBesides these detector specific parameters,

the DetType object needs the effective area, the spectral range and bandwidth. In
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IRIMAGE, these parameters are transfered by the FPA object along with spectral
power array.

Since the background fluctuation model defined by equation (2.2.31) must use the
average number of photons incident upon the detector over each spectral bandwidth,
the spectral power must be put in these terms. For the case of MODTRAN, the spec-
tral power provided to the Detector object is in the form of Watts/cm™!. Equation
(2.4.2) demonstrates how DetType converts this spectral power at a specific wave
number and bandwidth, P(v)Av, to the number of incident photons at the same

wave number and bandwidth, N(v)Av, for a specific integration time, t;,;:

10000
N(v)Av = P(l/)%?ﬁmtAy (2.4.2)
v

In addition to the spectral power, the responsivity must also be converted to the
form of output/photon. Fortunately, the DetType is flexible enough to provide several
acceptable units for the responsivity curve. As long as the user specifies the unit type,
via a simple integer flag, DetType will convert the responsivity to the necessary form.
Once the conversions have been made, the DetType program computes the output

signal using equation (2.4.3):

V= 3% RN (2.4.3)

V=Vmin

DetType generates the output noise, V,,, using the Background Fluctuation Noise
model defined in section 2.2.6. When these two calculations are complete, DetType
returns the OutVal data structure with these two detector outputs as well as the total
output and the total detectable power.

Flexibility is the most important thing to understand about the DetType program
object. Although most detector types can use the standard DetType routines to load
data and compute the detector output, the object oriented design allows any detector
type to use its own routines. These routines may load more specific data, process

the computed output, or even compute the detector output using another algorithm
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entirely. Two of the four detector types in IRIMAGE utilize this property. For
instance, the photoconductor detector incorporates the generation-recombination (g-
r) rate by processing the computed output. A separate routine multiplies this g-r
rate times the signal, noise and total output. Since the g-r rate is not loaded by the
standard DetType routine, the photoconductor also uses a separate routine to load
the g-r rate. Such modifications do not effect any other simulation objects outside
of the Detector object which simplifies adding new detector types, or improving on

existing ones.

2.4.6 The Output Object

Once the detector output is computed, the FPA simulation object passes the resultant
OutVal structure to the Output simulation object for storing in an ASCII file. Like
the Optics object, the Output object is contained inside the FPA object so that each
FPA in a simulation outputs its data to a separate set of files. Since many simulations
may be animated, each frame of the animation is stored as an individual file. For
this reason, each file’s name is made up of a user defined header name and the frame
number. The output data from each detector of the FPA is stored as a single record
in this file. For instance, a 60 frame simulation using a single detector in an 8x8
FPA will have 64 records per file in 60 files. The user has the choice to output any
combination of the following data values stored by a single detector in the OutVal

structure:
e Detector type.
e XY coordinates for the center of the detection element in the GCS.
e Incident power in watts and/or photons/sec.
e Signal, noise and/or total output voltage/current.

In addition, the user can specify whether the incident power and detector output are

stored as their actual value or the Logig of their value. This approach allows the
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user to store those data values which are important to the current simulation and
discard the rest (saving disk space). Although the Output object currently outputs
only an ASCII file, the object-oriented design allows the detector data to be output in
any form. A future version of IRIMAGE could output images in a standard graphics
format (GIF, TGA, etc.) or even directly to a graphics window.

2.5 The IRIMAGE Simulation

With the introduction of the six simulation objects of IRIMAGE, we can address
how the simulator works to produce images. We begin with a brief discussion of the
Graphical User Interface (GUI). The GUI allows the user to define the parameter
files for each of the six simulation objects using a set of intuitive windows and dialog
boxes. Following the GUI discussion, we describe how the IRIMAGE generates an
image from these parameter files. Finally, we present a couple of test results from the

simulator.

2.5.1 The Graphical User Interface (GUI)

In IRIMAGE, all of the settings for each simulation object are loaded from the ob-
ject’s parameter file. In addition to the six parameter files loaded by the simulation
objects of IRIMAGE, there is a seventh general parameter file. This file stores the file
names and locations of the six other parameter files as well as the general animation
parameters including the starting frame and how many frames to compute. Since
many of the simulation object’s may load multiple incarnations of the same simula-
tion object or load information for other supporting program objects, the parameter
files are divided up into sub-sections which define the parameters for a specific part of
a simulation object. As an example, the GMD has its own sub-section of the Atmo-
sphere object’s parameter file while each geometric model stored in the GMD also has
a sub-section of its own. Such organization makes it possible to add new geometric
models or new detector types without invalidating old parameter files. Furthermore,

the parameter files utilize English descriptions making it possible to print out each file
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to see how a particular simulation works. Despite these advantages, the parameter
files can be very long and involve hundreds of parameters.

Prior to the development of the GUI, the only way to set or change the values
in a parameter file was to use a standard editor like emacs or vi. The GUI reduces
the problems encountered when trying to write or edit scripts by hand. We maintain
the flexibility of the parameter file method by using the GUI to generate the files
instead of as a full front-end for IRIMAGE. Since the time to run a simulation may
vary from a few minutes to several days, keeping this methodology makes it possible
to run a simulation in the background without the GUI having to remain open. The
GUI provides a more intuitive interface for the user to load information while making
sure that the parameters are also formatted correctly and placed in the parameter
file in the proper order. In addition, many of the parameters have default values and
the GUI automatically sets them if they are not set by the user. Finally, the GUI can
use old parameter files allowing the user to make small changes in a simulation or
define a series of simulations that share many of the same parameters. Overall, the

GUI provides the user with an effective way of loading parameters into IRIMAGE.

2.5.2 How IRIMAGE Computes An Image

Once the user defines the parameters for a simulation, IRIMAGE proceeds to compute
the sequence of images desired. To begin, IRIMAGE loads the various parameter files
and initializes all of the simulation objects. Once the parameters are loaded for the
Scene and Atmosphere simulation objects, IRIMAGE initializes each of their VGOs.
Subsequently, it loads the Image, VIO and Layout databases into the Scene object
followed by the GMD, the standard MODTRAN profile and the various gas and
aerosol models into the Atmosphere object. Prior to initializing the imaging system
objects (FPA, Optics, and Output), IRIMAGE sets up the Detector database. After
the FPA simulation object’s parameters are loaded, the corresponding Optics and
Output simulation objects are read in by IRIMAGE. Once the entire imaging system

parameters have been set, the FPA object creates the layout by assigning a detection
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element to each grid point of the FPA’s VGO using the UnitCell program object as
a guide. As soon as the simulator is initialized, the simulator is prepared to generate
the rays and compute each image.

The first step in creating an image, IRIMAGE must generate the Ray object(s)
associated with each detection element of the FPA. Once the rays are all created,
the FPA object transfers them to the Optics object to generate the exit coordinate
and direction vector. Using each modified Ray object, the Scene object intercepts
the ray with the imaging VGO and the Atmosphere object generates the database of
grid point indexes by intercepting the ray with the Atmosphere VGO. As discussed,
these calculations only need to be computed at the beginning of a simulation. For
an animation, this property significantly reduces the work done between successive
frames and improves the speed of the overall simulation. While the amount of memory
required to store the ray’s vector data may be small, the database of grid point indexes
and path lengths requires much more memory. When one considers an FPA with a
large number of detection elements or a large number of rays per detection element,
the memory requirements grow quite large. Therefore, IRIMAGE has two different
memory models to suit various machines running IRIMAGE. If one has sufficient
memory to store all of the rays including each grid point database, the user can specify
that IRIMAGE use the Large memory model. Otherwise, IRIMAGE must use the
Small memory model which preserves the vector data for the entire simulation but
rebuilds each atmospheric grid database just prior to determining the atmospheric
profile and destroys the database as soon as the detector output has been returned
by the Detector object. Both models are built into the simulator so that the user
specifies the model at run time. Once the memory model is chosen and the rays are
constructed and associated with the detection elements of the FPA object, IRIMAGE
can compute each frame.

Even though each detection element may contain a different detector type or set
of detectors, computing the output for each individual detector remains much the
same. The procedure for generating a frame is outlined below as a series of simple

steps:
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. Load VIO’s for current frame onto the Scene’s imaging VGO.

. Interpolate Geometric Models for current frame onto the Atmosphere VGO.

. Open output file for current frame.

. Initialize the FPA object’s variables.

. Compute the output of each detector using FPA Object.

Locate current detection element.
For the small memory model, intercept ray or rays with Atmosphere VGO.
Atmosphere object computes atmospheric profile using Ray object.

Scene object determines background temperature/emissivity for Ray ob-

ject.
Use detection element to assign spectral range to profile.
Pass profile to Atmospheric Object which passes it on to MODTRAN.

Using MODTRAN, compute the spectral radiance and return it to Atmo-

sphere object.

Optics object adjusts spectral radiance using the spectral transmission

curve.

FPA object uses detection element information to convert spectral radiance
to the spectral power collected by the imaging system for the current Ray

object.

Store or add the spectral power to the total incident power of the detection

element.

For mesh sizes greater than 1, steps 5d through 5j are repeated until all

Ray objects associated with the current detection element are computed.
For the small memory model, delete Ray object’s grid point database.

Pass detection element’s total incident power to it’s associated detector(s).
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(n) Use incident power with the detector responsivity curve and the noise

model to generate the output signal and noise.

(0) Detector object returns the OutVal data structure which includes the sig-

nal, noise and total output.

(p) Pass OutVal structure to Output object which stores the output values,

incident power and coordinates in the current frame’s output file.
6. Repeat step 5 for each element of the FPA.
7. Close the output file.
8. Cycle to next frame and repeat the entire process until all frames are generated.

As one can see, the process of computing each frame is fairly straightforward. It is
also clear that the FPA really drives the entire simulator. It acts as an information
server which passes information to be processed between each of the various objects.
The object oriented nature of the entire calculation clearly shows how other steps can

be easily incorporated in this procedure.

2.5.3 Two Test Cases

In order to judge the effectiveness of the methods employed by IRIMAGE, we con-
ducted a series of test cases. These cases serve to test both the inner workings of the
simulation (such as testing the capabilities of the VIO’s and the geometric models)
and provide some insight into some of the applications of infrared imaging we intend

to address with IRIMAGE in the future. The two cases addressed here are:

1. Simulating passive imaging of a rotating ellipsoid of high concentration, carbon

monoxide (CO) at high temperature.

2. Simulating passive imaging of a car moving across a varying temperature back-

ground with a cone of carbon monoxide exiting the tail pipe.
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Parameter Value

FPA Size 256 by 256
Detector Pitch 38 um

Detector Type InSb Photovoltaic
Detectable Range | FWHM=4.610 to 4.776 um
QEft 65.0%
Integration Time 0.005208 sec

Mean Responsivity 1.90210~" volts/photon
Focal Length 100 mm

Optical F/# 2.545

Table 2.1: Amber IR camera system parameters for the two test cases.

Although a quantitative evaluation of IRIMAGE is necessary and is currently taking
place, these examples rely on the proven validity of MODTRAN as an atmospheric
modeling package. Furthermore, we have conducted qualitative experiments similar
to the one in case 2 which provide results that are comparable to the simulation.
IRIMAGE Parameters

Before addressing either case, there are a few general similarities between the two.
First of all, they both use the same imaging system. Table 2.1 points out the major
parameters used by IRIMAGE for the focal plane, detector and optical system. The
imaging system parameters are based on the Amber AE-256 camera system which we
acquired to perform validation experiments.

In addition to the imaging system, both simulations utilize the similar atmospheric
models to simulate an atmosphere with a polluted region. Both simulations are
based on the 1976 US Standard atmospheric profile which is part of MODTRAN.
The clean atmosphere relies on the gas concentrations of the US standard model and
is at 293K and 1 atm. However, the polluted model increases the concentration of
carbon monoxide (CO) from the standard concentration of approximately 10 ppm to
a much higher concentrations of 1000 ppmv for the ellipsoid and 10,000 ppmv for the
car simulation. The polluted model also is at 1 atm, but its temperature is raised
above the 293K. Therefore, the two simulations we examine utilize the GMD with the
atmospheric VGO to model a hot polluted region surrounded by a clean atmosphere

at room temperature.
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Scientific Motivation for Simulations

Like most gases, CO absorbs and radiates infrared radiation. This property is
due to the vibrational and rotational quantum modes in the Carbon Monoxide (CO)
gas molecule. The vibrational states place the energy states in the mid-wavelength
IR region (MWIR) while the rotational states produce perturbations around these
vibrational states. The CO molecule absorbs and radiates energy in the range from
4.4 to 4.9 microns (See figure 2.15). Current methods of detecting CO optically utilize
actiwe detection of its absorption signature. Using either a blackbody or laser source,
a spectrometer sweeps across the active region of CO and measures the reduction in
the transmission of the source. However, most sources of CO pollution are hotter
than their surroundings. Therefore, we should be able to measure the CO radiation
instead of its absorption. For this reason, we conducted the following tests with a
heated region of high concentrations of CO.

Case 1: Rotating Ellipsoid of Carbon Monozide.

Our first test case examines the ability of IRIMAGE to resolve a localized region
of high concentrations of CO against a standard background atmosphere and scene.
Using a cigar shaped ellipsoid geometric model that is 50 cm long and 25 cm wide
along the major and minor axis, we associate a region of space with an elevated
temperature of 313K and a concentration of 1000 ppm per volume of CO in addition
to the standard concentrations of the other normal atmospheric constituents. We
place this ellipsoid rotating about its center point at a point 7m from the imaging
system. Outside of this ellipsoidal region, we set the temperature to 293K and utilize
the 1976 Standard Model stored in MODTRAN. At a distance of 10m, we simulate the
background scene using a wall at 293K and emissivity of .9. The simple background
scene prevents mistaking the background for an atmospheric effect and also allows us
to evaluate the capabilities of the atmospheric modeling as well as the detector and
noise model.

In figure 2.16, we present four images from a single frame of this animation.
The first two images span a voltage range from 0.5 to 1 volts, while the second two

Images span a much smaller range from 0.73 to 0.755 volts. In addition, the images
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Figure 2.15: Detection of carbon monoxide (CO): (a) Vibrational and rotational states
of a non-diatomic molecule can either absorb or emit radiation. (b) Radiance of CO
in the 4.0 to 6.0 micron region of the infrared.
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Figure 2.16: Frame 64 of Rotating Ellipsoid of CO in a clean atmosphere. (a) No
noise, Voltage range = 0.5 to 1 volt. (b) With noise, Voltage range = 0.5 to 1 volt.
(c) No noise, Voltage range = 0.73 to 0.755 volts. (d) With noise, Voltage range =
0.73 to 0.755 volts. Bright spots in (¢) and (d) are caused by a path that is too short
for MODTRAN to properly compute. They are artifacts of the calculation.
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in (b) and (d) include the noise model contribution, while the other two images
only represent the signal voltage. All four of these images were generated using the
output from a single file and the 2D data imaging capabilities of the AVS imaging
software. Comparing the four images we can see that it easier to resolve a change
from the standard atmosphere to the ellipsoid region than it is to resolve the varying
thickness of the ellipsoidal region. Adjusting the “contrast” by limiting the voltage
range improves the ability to resolve the varying thickness (edges are darker than the
center). However, when we incorporate the noise, the subtle changes in the thickest
part of the ellipsoid become washed out by the noise.

This simulation demonstrates the effectiveness of the atmospheric VGO-GMD
approach as well as the detector modeling capabilities of IRIMAGE. Unlike the sim-
ulations presented in chapter 2 (see figure B.13), we interpolated the ellipsoid onto
a high resolution VGO. This nearly eliminates the “layered” look associated with a
coarsely spaced VGO. Instead, the ellipsoid in figure 2.16¢ gets darker near the edges
and brighter toward the center, giving it a true three-dimensional appearance. This
is what we expect since the thicker a hot polluted region is, the more it will radiate.
Therefore, this simulation clearly shows that the three-dimensional VGO approach
provides a reasonable method for representing a gaseous region using a primitive ge-
ometry which is connected to a specific atmospheric model. The small voltage range
is also consistant with what we expect from a real imaging system. Furthermore, the
noise model adds significantly to the realism necessary to make adequate judgments
regarding the usefulness of a particular imaging system or application.

Case 2: Car Moving Across a Background.

This test demonstrates the ability of IRIMAGE to simulate a composited back-
ground scene in combination with an atmospheric model. Using the same atmospheric
models as in case 1, this case incorporates an image of a moving car whose surface
temperature ranges from 293K to 305K at a distance of 5m from the imaging sys-
tem. Although fairly unrealistic, we test this car moving across a background image
whose top half consists of a temperature gradient running from 275K to 325K and

bottom half is fixed at 273K. We model the car exhaust with a cone of gas at 323K
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Figure 2.17: Car moving across a temperature gradiant background with a cone of
CO at 325 K. (a) frame 1, (b) frame 30, (¢) frame 60, (d) frame 90.

and containing 10,000 ppmv of CO (1% CO). This cone translates across the field of
view of the camera, approximately 2.5m from camera. This simulation is designed to
simulate a car moving across the scene at a distance of 2.5m. More importantly, this
simulation tests the two-dimensional capabilities of the Scene object in conjunction
with an animated atmosphere.

Figure 2.17 shows four different frames of the animation. Because the temperature
range is higher in this simulation, the voltage range runs from 0.25 to 1.5 volts.

Although it is nearly invisible, these frames do incorporate the noise model. In this
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case, we can see that the car does clearly stand out against the background image and
the polluted cone also stands out as well. The varying temperature background affects
the contrast between the cone and the clean atmosphere which could be a problem
when trying to quantitatively detect the concentration of CO in a real plume. By
the final frame, the varying thickness of the cone is slightly discernible although the
temperature gradient of the background image does mask it. The only problem we
encountered was that the atmosphere object must move at a slightly slower rate so
that it does not encroach upon the image of the car. One would expect this result
because we are approximating a three-dimensional scene using a two-dimensional
representation. What actually is happening is that since the car is further away than
the plume, it must travel a greater distance in order to cross the frame. If one keeps
this in mind, it is possible to model many physical situations using this approach.

In case 2, we were able to show that it is possible to combine a 2D background
scene with a 3D atmospheric model to simulate a 3D situation. Like case 1, the slicing
planes are very subtle because we used a much finer grid spacing. This was possible
because the atmosphere VGO only needed to be in the region where the plume would
travel. Futhermore, the concept of the VIO is proven by the overlaying of the car
image on top of the background scene using a simple matte. Finally, the animation

abilities of both the Scene and Atmosphere objects appear to work well.

2.6 Conclusions

The previous examples show just a few of the uses of IRIMAGE. IRIMAGE has the
potential to be used as a tool for both application research as well as system design. At
Caltech, we intend to use it to explore the possibilities of passive pollution detection
using multi-spectral methods. IRIMAGE will allow us to figure out what gases can be
detected and problems might be encountered. Furthermore, it will be possible to try
different designs to maximize the detectability of various gases. IRIMAGE will not
only determine what pollution detection methods are possible, but also what systems

will be best suited for the methodolgy.



88

In general, one can see how the object-oriented approach makes IRIMAGE an
effective tool for research and design for now and the future. Despite its many short
comings, IRIMAGE can be easily improved. Throughout its development, many
suggested changes have been incorporated with relative ease. In addition, the objects
were designed with certain improvements in mind such as different noise functions,
new detector models, and more complex geometries. The object-oriented design also
allows future developers to incorporate all or part of IRIMAGE in their own software
which embodies the concept of code reuse.

We feel that IRIMAGE represents the new philosophy in applied research where
costly experiments are becoming more difficult to undertake. Tools like IRIMAGE
make it possible to address these experiments from a new direction. Although some-
times more limiting in scope, a simulator like IRIMAGE provides a first cut at a

research topic before any expensive investment in equipment is decided upon.
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Chapter 3 Multi-Spectral Experiments
and the Verification of IRIMAGE

3.1 Introduction

Any good simulation requires a firm footing in the physics that governs the system
that is simulated and a set of experiments that can verify that the simulation’s output
is logical and realistic. In chapter 2, we discussed the physical background and design
of the IRIMAGE simulator. This chapter discusses the results of the experimen-
tal verification of IRIMAGE. The original motivation behind the IRIMAGE project
was to explore multi-spectral applications of infrared imaging. Since IRIMAGE was
written to explore this topic, our verification experiments not only test the various
imaging capabilities of the simulator, but also serve as the initial investigation into
using multi-spectral imaging in pollution detection. Using a commercial IR imag-
ing system, we demonstrate that IRIMAGE can reasonably and accurately emulate
what an actual imager might see through a series of narrow band filters as well as
over the wider 3 to 5 micron atmospheric window. By comparing the experimental
results with simulations based on the experimental setup, we will show that IRIM-
AGE generates imaging data consistent with these experiments. In addition, we will
demonstrate that multi-spectral imaging, either passive or active, does have promise
for the detection of common gaseous pollutants.

In an effort to codify the verification process, we laid out three criteria that IR-
IMAGE should satisfy in order to be considered a valid simulator. These criteria

are:

1. The Scene object accurately emulates a simple background scene that has re-

gions with varying temperatures.
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2. The Atmosphere object reasonably approximates the absorptive and radiative

effects of a three-dimensional heterogeneous atmosphere.

3. The Imaging system (made up of the FPA, Optics, Detector and Output ob-
jects) generates a reasonable and realistic output based on the actual physical

parameters of the experimental setup.

Using these criteria in conjunction with the desire to investigate pollution de-
tection using multi-spectral imaging, we designed and conducted three experiments
and their accompanying simulations. The first of these experiments is the Relative
Temperature Experiment (RTE). The RTE images a background scene that con-
tains two thermally isolated surfaces which are at two different temperatures. The
two-dimensional nature of this experiment allows us to verify the Scene object’s ca-
pabilities. The second and third verification experiments both explore using multiple
narrow bandwidth filters to image different atmospheric pollutants. Using a series of
narrow band filters, the second experiment analyzes plumes of warm and cold natu-
ral gas (CHy or methane) exhausted from the standard gas lines entering a typical
laboratory environment. The simulation of this experiment not only verifies the At-
mosphere object, but also helps determine whether the gas line does contain an excess
of CO; in addition to the methane. The third experiment utilizes a controlled gas
cell to explore the multi-spectral imaging possibilities of looking at the exhaust of an
internal combustion engine. The gas cell allows us to control the atmospheric content
of a section of the optical path so that we may accurately model the same experiment
using IRIMAGE. More importantly, the gas cell allows us to use hazardous pollutants
like carbon monoxide safely. Since it is impossible to separate the third criterion from
the first two, we use empirical comparisons between the experimental and simulation
images in combination with results quoted by the imaging system manufacturer to
verify the third criterion. After a brief discussion of the imaging system in section 3.2
and some physical background for the multi-spectral pollution detection in section
3.3, each of these experiments is discussed in detail in sections 3.4 through 3.6 of this

chapter.
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3.2 The Imaging System

Since the third criterion requires that the simulated imaging system generates images
that are approximately the same as the experimental images, IRIMAGE must model
as much of the actual imaging system as possible. In order to do this, we need
to acquire all of the IRIMAGE imaging system parameters for the camera used in
the experiment. From this information, we can develop a model that reasonably
approximates this camera. However, another set of approximations cause certain
problems with reconciling the images produced by the camera and those produced
by IRIMAGE. These problems can be minimized using a straightforward calibration
process which involves a set of calibration backgrounds. Once this image calibration

is done, the images produced by the camera should be comparable to those generated

by IRIMAGE.

3.2.1 The Amber AE-256 Imaging System

Throughout the experimental verification phase we used a single infrared imaging
system built by Amber Engineering. This system consists of an FPA housed in a
liquid nitrogen dewar, a filter wheel, the external controlling hardware for both the
FPA and the filter wheel. In addition, the actual imaging data can be captured and
stored using a sophisticated 12-bit data acquisition system provided by Amber as well
as a standard Hi-8 VCR. A schematic of this imaging system is provided in figure 3.1.

The Amber camera consists of several key components: the FPA, a filter wheel,
a dewar and the optical system (See figure 3.2). The focal plane array is made up
of 256x256 individual InSb-based PN-junctions which serve as photovoltaic pixels.
In order to facilitate a rapid set of multi-spectral experiments, the camera utilizes
a cooled filter wheel that can hold up to five filters. Each filter can be rotated
into position either manually or automatically through a computer controlled stepper
motor. Due to the cooling requirements of the FPA and the need to minimize any
thermal effects from the filters, both the filter wheel and the FPA are housed inside a

liquid nitrogen cooled dewar. A ferro-fluidic coupler minimizes the thermal effects of
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Figure 3.1: Amber AE-256 infrared imaging system with 5 position filter wheel plus
support hardware: computer controllable stepper motor for the filter wheel, FPA
electronics control box, temperature controller (for measuring temperature of FPA),
Hi-8 recorder, video monitor and data acquisition computer.

the external filter wheel drive shaft and the internal drive system. A calcium fluoride
(CaF;) window provides both an aperture for the cold shield while maintaining the
vacuum that maximizes the cooling efficiency of the dewar. Besides the CaF, window,
the camera has an uncooled Germanium (Ge) lens to capture and focus the infrared
radiation. This lens has a focal length of 100 mm, an F/# of 2.6 and a FOV of
5.5°. Table 4.1-1 provides some of the common parameters that describe the imaging
system. These components make it possible to image across the entire 3-5 um infrared
range as well as several narrower bands within this range.

The support hardware allows the user to calibrate and retrieve image data and
provides the flexibility to control several key parameters used by the FPA to optimize
data collection. Prior to calibrating the camera for a specific filter and experiment,

the user has the option of setting the integration time, frame rate and initial offset and
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Figure 3.2: Drawing of major components of Amber AE-256 infrared camera.

gain values for the entire FPA. This is particularly useful in multi-spectral experiments
where the integration time and the frame rate may need to be varied significantly in
order to improve the image. Once these parameters are set, the FPA can be calibrated
using a two point procedure in which the imager is exposed to homogenous sources
which are at the extremes of the desired temperature range. Using these two images,
the control hardware not only sets the individual pixel gains and offsets to maintain
uniformity across the FPA surface, but it also identifies bad pixels and compensates for
them by substituting neighboring pixel values. After the camera calibration procedure
is complete, the global gain and offset can be adjusted to match the conditions of a
particular experiment. Most of these parameters can be set either from the Amber
electronics control box or via a PC.

The electronics control box provides the image data in both standard video form
as well as in 12-bit digital form. The video may be viewed on a monitor in either 8-bit

black and white or in 12-bit false color. The video signal may also be recorded on any
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Parameter Value
Number of Det. 256 by 256
Detector Pitch 38 pum
Detector Type InSb Photovoltaic
Detectable Range 1 pm to 5.5 pm
QE .65

Cint 45 pF
Storage Capacity 1.22107 charges
Operating Temp. 77 K

Mean Responsivity | 1.90210~" volts/photon
Eff. Focal Length 100 mm
Optical F/# 2.545
Optical FOV 5.48°

CaF Transmission 91

Cold Shield FOV 22.2°

Table 3.1: The fixed parameters for the Amber AE-256 camera.

VCR directly in black and white and in color if an RGB color encoder is available.
In our system, we record the black and white signal using a Sony Hi-8 VCR with the
green channel from the control box providing the signal. Using the Amber supplied
data acquisition board and Amber-View software package [1], the 12-bit image data
can be captured and stored. This package also can control the camera via an RS-232
connection so that it serves as both a data acquisition station and a camera control
system. The Amber-View software controls the acquisition of individual image frames
as well as entire sequences of frames. Once these images are captured, they may be
processed, analyzed and stored in several standard and proprietary formats. Initially,
our 12-bit images were stored as 16-bit FITS images [2]. These images were then
processed and stored as 8-bit greyscale GIF images.

For the verification experiments, most of the Amber imaging system parameters
are fixed or set by the calibration procedure. Since these parameters are either fixed
or not used by the simulation, there are only a few parameters which are allowed to
vary in each experiment and are simulated by IRIMAGE. These parameters are the
integration time, frame rate of the FPA and the optical transmission curves of the filter

used by a particular experiment. These parameters are set prior to the calibration
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and remain fixed until another filter is selected and the camera is recalibrated.

3.2.2 Simulating the Imaging System using IRIMAGE

In addition to modeling the background scene and atmospheric conditions, IRIMAGE
is designed to model all aspects of the imaging system from the optics through to the
output voltage from the FPA. To do so, IRIMAGE uses a set of parameter files to
define the Optics, FPA, Detector and Output objects. Since IRIMAGE is designed
to simulate various imaging systems, we were able to set up these parameter files to
emulate the Amber AE-256 system. Using the test data provided by Amber for our
focal plane and the optical data for the lens, CaF; window and the various filters,
we constructed a reasonable model of the imaging system. The parameters used to
describe this model in IRIMAGE are provided in table 3.2. A comparison of the
parameters used by IRIMAGE in table 3.2 with the data provided by Amber in table
3.1 shows which of the standard parameters are used by IRIMAGE to simulate the
AE-256 camera. We note that most of the parameters in table 3.1 that are not
used by IRIMAGE are either superfluous or redundant. The two parameters that
are useful but not accounted for are the storage capacity and the effective range.
The storage capacity is directly related to the maximum voltage which the user can
limit when generating the images from the output data. The effective range can be
treated as a bandpass filter in the Optics object or should just be accounted for by the
user when setting the range to calculate. There are other parameters not specified
in either table that need to be accounted for such as the integration time, frame
rate and filter transmission. However, since each filter varies in bandwidth and peak
wavelength, this may affect both the frame rate and the integration time. Therefore,
these parameters are not fixed, but will vary from simulation to simulation. The
combination of the fixed parameters and a few varying parameters allows IRIMAGE
to model the Amber imaging system with reasonable accuracy.

Although the major parameters of the imaging system are accounted for, there are

some parameters that are ignored. The simulation does not account for the uniformity
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Parameter Value
Number of Det. 256 by 256
Detector Pitch 38 pm

QE .65

Mean Responsivity | 1.90210~" volts/photon
Eff. Focal Length 100 mm
Optical F/# 2.545

CaF Transmission 91

Cold Shield FOV 22.2°

Table 3.2: The fixed parameters IRIMAGE uses to model the AE-256 camera.

and calibration procedures which may set individual pixel gain and offsets. It also
does not account for bad pixel substitution or the global gain and offsets. Since these
properties may be too difficult to obtain and set (there are over 64,000 individual
pixel offsets and gains) or can be introduced once the image data is generated (post-
processed), we chose not to incorporate these parameters into the current IRIMAGE
modeling scheme. However, the object-oriented nature of IRIMAGE does allow for
the implementation of these parameters at some future time.

IRIMAGE does not generate images directly. Instead, the Output simulation
object generates an ASCII file with the detector output voltages and various other
pixel specific output (incident power, coordinates, etc.). In order to convert this
ASCII data into a two-dimensional image, we use the AVS Visualization package
from Advanced Visual Systems [3]. Using AVS, we are able to generate images of the
detector output (with or without the background fluctuation noise) or the incident
power. These images are typically 8-bit gray scale images although AVS is capable
of generating 24-bit color images. All of the images generated by IRIMAGE in this
chapter are created using AVS.

3.2.3 Comparing Experimental Images with Simulated Im-

ages from IRIMAGE.

Several important issues regarding data analysis and image comparison need to be

discussed briefly. As mentioned above, several parameters for each pixel are set
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automatically by the calibration procedure of the Amber system; these include the
individual pixel offset and gain as well as the bad pixel substitution. In addition,
the global offset and gain values also affect the data retrieved by Amber-View. The
analog to digital conversion, the 12-bit nature of the retrieved data and the gain and
offset issues make it extremely difficult to reproduce accurate voltages for each pixel
of the images collected by the Amber FPA. Therefore, direct comparisons between the
actual FPA voltages and voltages generated by IRIMAGE are virtually impossible.
However, comparisons are possible between images generated from the FPA data and
the IRIMAGE data, provided that an image calibration procedure exists to link the
images from the FPA with those from IRIMAGE.

With this idea in mind, we created a method of generating standard images in the
experimental setup which can be reproduced in IRIMAGE. These standard images
utilize two calibration plates. One of the plates is cold (usually room temperature)
and the other is significantly hotter (AT between the plates is 5K to 50K). Since the
Amber camera must be calibrated for each filter using a hot and cold source, these
plates serve as these sources. Prior to the camera calibration, the plates are used to
set the integration time and frame rate. During the camera calibration, images of
the two plates serve as standards to compute the individual pixel gain and offsets to
maximize uniformity across the FPA. In addition, they are used to determine what
bad pixels should be remapped. Once the camera calibration is complete, these two
plates serve another purpose.

For each experiment, we need to define the extreme temperatures of that experi-
ment. By doing so, we are able to adjust the global gain and offset to maximize the
image (voltage) resolution. These two calibration plates define the extreme tempera-
tures for the experiment. With the two plates fixed at their average temperatures, we
use the video image to adjust the global gain and offset of the camera to maximize
the analog to digital resolution between these two temperatures. Since the 12-bit
data returned by the camera has ranges of values between 0 and 4095, we attempt to
set the gain and offset so that the average pixel value of the cold plate is between 200

and 300 and the hot plate is between 3800 and 3900. Staying 5% above the minimum
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Figure 3.3: Varying the range of a captured image to enhance details. Example of
a plume of 97% CH, at 310.9K against a 298.4K background. Image captured by
looking through a narrow filter centered around 3.45um and bandwidth of .047um.
(a) Range is 0 to 3500, (b) Range is 350 to 550.

and 5% below the maximum provides some tolerance for an experiment which has a
background temperature near one of these two extreme temperatures. With the gain
and offset set, we capture an image of each plate, measure the plate temperatures
and store the FPA and temperature data for use with simulation later.

When the experiment is over, it is necessary to convert the collected 12-bit im-
ages into usable 8-bit images. This conversion is necessitated by the fact that most
computer monitors and printing processes are unable to handle more than 8-bits of
greyscale information. Therefore, the experimental images collected by Amber-View
must be converted into a more portable form. Amber-View is capable of setting the
8-bit range of any input 12-bit image to any range with a maximum and minimum
lying between 0 and 4095. It is possible to use this ranging function to increase
the resolution of an 8-bit image by choosing the maxima and minima to be closer
together. This is equivalent to changing the gain and offset of the image. This is
particularly useful for cases like figure 3.3a where the image has subtle differences
that are washed out over the full range. By reducing the range, one can enhance
these differences as in figure 3.3b. We use this capability extensively in the images

generated by the verification experiments.
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The two standard images are very useful in setting the initial range for a set of
experimental images. Using the hot and cold images, we can determine the 12-bit
values that correspond to black and white respectively (black being 0 and white being
255 in the 8-bit representation). Again, we actually stay 5% to 10% above and below
the extremes. This prevents any of the actual experiment images from being clipped
over this range. Once these values are set, we save the hot and cold image data
as 8-bit GIF files and also record the average 12-bit minimum and maximum that
corresponds to that image. Once these two images are saved, the rest of the images are
saved with the same range and subsequently any smaller ranges that might enhance
specific image data. In all cases, one must record the 12-bit minimum and maximum
used to generate each 8-bit image. By doing so, it is possible to compare the data
with other 8-bit images that share the same initial range (between the hot and cold
plate) and the subsequent smaller ranges.

Once all of this experimental data has been saved, IRIMAGE uses the experiment
parameters to simulate the hot and cold plates as well as the actual experiment.
Since the average temperature of the plates is known and the plates are painted with
a black paint of known emissivity, it is possible to generate a simulated image of these
two plates. In the case of IRIMAGE, the images are generated from the individual
detector voltages which are floating point values and not 12-bit numbers. We use
AVS to generate an 8-bit image from the voltage values in much the same way that
Amber-View creates 8-bit images from the 12-bit data.

Once the IRIMAGE simulations are complete, including the images of the hot
and cold plates, it is possible to calibrate AVS to generate 8-bit images that can be
directly compared with the images captured and processed by Amber-View. Like
Amber-View, AVS allows the user to set the minimum and maximum values that
correspond to black (0) and white (255). By adjusting these values, it is possible to
generate images of the simulated hot and cold plates that have the same 8-bit values
as the images of the experimental plates.

Provided that the maximum and minimum for an IRIMAGE simulation are set

according to the hot and cold plate image, any images generated using this range
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Figure 3.4: Calibrating the experimental and simulation images of the methane ex-
periment using the matched hot and cold plate images from the experiment and
simulation. (a) Hot plate image from experiment. (b) Hot plate image from simula-
tion. (c) Cold plate image from experiment. (d) Cold plate image from simulation.
(e) Image of plume from experiment. (f) Image of cone from simulation.
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Figure 3.5: Extending figure 3.4 to the case of a range enhanced version of the
experimental image and the corresponding simulation image. Methane plume at
310.9K against a background at 329.2K. (a) Enhanced image of CH; plume from
experiment (2800 to 3400). (b) Enhanced image of CH, cone representing the plume
from simulation. (467 mV to 555 mV).

can be directly compared with each other. Figure 3.4 demonstrates how this works
for the case of the CHy experiment. We show the hot and cold images for both
the simulated and experimental case of the CH, filter. Since they are nearly the
same except for minor spatial differences, we can then compare an experiment image
directly with the IRIMAGE simulated image and see that they are quite close in
fact. Furthermore, an enhanced experiment image with a smaller range can also be
compared to a similar simulated image provided that the ranges are also comparable.
For smaller ranges, a linear interpolation using the maximum and minimum values
for the hot and cold plates can be conducted. Equation (3.2.1) demonstrates how a
12-bit pixel value (Fe,p) is converted to an IRIMAGE detector voltage (Prriaracs)
using the experiment image’s 12-bit maximum (£,,,,) and minimum (F,,;,) and the

IRIMAGE maximum (V,,4,) and minimum (V},;,) detector voltages.

Vmaz - Vm?ﬁn
Prrivace = mpemp + Vinin (3.2.1)

Figure 3.5 shows the methane case from figure 3.4 with the images enhanced by

this method. All of the image data presented in this chapter follows this procedure
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for generating and comparing experimental and simulated images with a few noted

exceptions.

3.3 Pollution Detection Using Multi-Spectral Imag-
ing Methods

The optical detection of any element or molecule in a gaseous state relies on some type
of emission and/or absorption of electro-magnetic radiation. For the single atom case,
this type of interaction relies entirely on atomic transitions of electrons. In addition to
atomic transitions, many molecules may interact through inter-atomic vibration and
molecular rotation, which both rely on dipole absorption and radiation. Most atomic
transitions require enough energy that the photons must be in the near-IR to UV range
to be generated or absorbed. However, in most cases, the vibrational and rotational
modes of molecules emit and absorb photons of much lower energy and lie almost
exclusively in the infrared region. Since these modes rely on dipole interactions, any
molecules that do not form dipoles (diatomic molecules like Ny and O,) will not absorb
or emit photons in the infrared range. Fortunately, most of the gaseous pollutants do
have a significant IR signature while the three primary constituents of our atmosphere
(N2, Oz and Argon) have relatively insignificant signatures over most of the infrared
range (1 to 100 microns).

Work related to active multi-spectral infrared imaging of the earth’s surface and
atmospheric conditions has been done for more than twenty-five years [4]. How-
ever, most of this work is in the area of terrestrial monitoring from airborne or space
borne imaging spectrometers. An example is the AVIRIS (Airbourne Visible/Infrared
Imaging Spectrometer) project at JPL. AVIRIS uses the reflected blackbody spectrum
from the sun as its source in combination with a “whisk-broom” imager to acquire
224 individual spectral bands between .4 and 2.45 microns [5]. Images are generated
by successive scans as the aircraft moves along the surface of the earth. With the

development of reliable 2D FPA’s, similar systems were designed that use more so-
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phisticated optics to split the incident IR radiation in to many spectral lines along
one axis of the FPA, while the spatial information would be stored along the per-
pendicular axis [6]. Although the same as earlier systems in terms of generating the
image, the spectral data and spatial data is collected simultaneously and images can
be generated much more quickly and reliably. For most earth-bound experiments and
monitoring, this type of system is impractical. Instead, most earth-bound systems
rely on active sources and either full IR spectrometers with a single detector or an
imaging array with a narrow bandwidth filter. Because a majority of these systems
rely on transmission properties of the pollutants, passive detection has been relatively
ignored.

Our experiments and subsequent simulations demonstrate the effectiveness and
problems associated with trying to image three common gaseous pollutants using ei-
ther passive or active multi-spectral imaging. The three pollutants are carbon dioxide
(COy), carbon monoxide (CO) and methane (CH,). These experiments use an imag-
ing system that contains a filter wheel of narrow bandwidth filters with an imaging
FPA. Each filter was chosen to span a region of the infrared spectrum that corre-
sponds to the active spectral region of one of the three gases or a non-active region of
all three gases. The active detection experiments image the transmission of each of
the three pollutants against a constant high temperature background. The passive de-
tection experiments image the emitted radiation of each of three gases at an elevated
temperature against a room temperature background. By collecting and comparing
images of the same background and atmospheric conditions but using different filters,
it is possible to determine whether passive detection is a viable method of imaging
pollution and whether a narrow bandwidth FPA is effective in either active or passive

detection.

3.3.1 The Vibration and Rotation Modes of a Molecule

In quantum mechanics, the concepts of absorption and radiation of electromagnetic

radiation not only apply to the bound states of an electron, but also apply to the
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vibration and rotation states of any molecules that exhibit a natural dipole moment.
In general, a molecule with N atoms has 3N degrees of freedom. If we eliminate
the translational motion of the center of mass, the degrees of freedom are reduced to
3N — 3. These other degrees of freedom are made of the vibrational and rotational
states of the molecules. A dipole moment, ]3, will form if the atoms of the molecule
do not share the electrons equally. Although a molecule may have a dipole moment,
only certain vibrations and rotations will generate the oscillating dipole moment which
makes it possible to absorb or emit photons. For example, in figure 3.6, the carbon
monoxide molecule (CO) has an oscillating dipole for the vibrational state along the
bond between the atoms and the rotational mode around the axis perpendicular to
the bond. However, the other rotational mode around the axis that is along the CO
bond does not cause a change in the dipole moment and thus does not contribute to
the absorption or emission of photons. Experimental evidence and quantum theory
both demonstrate that the effective vibration and rotation modes of a molecule are
quantized. Therefore, only photons with certain energies will be radiated or absorbed
by a molecule with an oscillating dipole moment. In the following paragraphs, we
describe how the vibrational and rotational modes of a diatomic molecule interact to
absorb and radiate photons [7].
Vibrational Modes of a Diatomic Molecule

Since individual molecules are not rigid bodies, the atoms of the molecule are
capable of vibrational motion that is constrained by the bonds between the atoms.
For example, a diatomic molecule only vibrates along the bond between the two
atoms. Figure 3.7 shows a typical energy potential for a vibrating diatomic molecule.
In addition, this figure shows a few of the quantized energy levels for this energy
potential. For the lower energy states, this potential can be approximated by a
quantum mechanical, simple harmonic oscillator (SHO). The ground state energy is
not zero, but is hrg /2 where v is the fundamental frequency for the vibrational mode

and is a characteristic of the molecule. Using vy, the general equation for the energy
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Figure 3.6: The vibrational and rotational modes of CO: (a) Vibration along the bond
forms an oscillating dipole. (b) Rotation around perpendicular axis to bond forms
another oscillating dipole. (c) Rotation around bond does not form an oscillating
bond.
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Figure 3.7: The energy potential for a vibrating diatomic molecule. The valley of this
curve closely approximates the potential for a simple harmonic oscillator.

states in the SHO region of the potential is:

1
E,=(n+ §)h1/0 where n is an integer and n >= 0 (3.3.1)

Since the vibration of the molecule results in the oscillation of the dipole moment,
transitions between the different energy levels of the molecule result from the ab-
sorption or radiation of photons of a specific energy. The selection rule for radiative
transitions between vibrational modes (those involving the absorbtion or emission of
a photon) is An = £1. From this selection rule and equation (3.3.1), we deduce

equation (3.3.2) for the energy of a photon generated or absorbed, E ;; = |AE,|:
AE, = thiy (3.3.2)

An important observation is that the selection rule eliminates any energy level
dependency in the transition energy. As long as the molecule is not excited to an
energy level outside of the QM-SHO approximation, any transition obeying the selec-
tion rule will generate a photon with frequency, vy. Since the fundamental frequency
for most diatomic molecules lies in the 1 pm to 20 pm region of the infrared spectrum,

it should be possible to detect these transitions using an infrared detector.
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Rotational Modes of a Diatomic Molecule
Rotational motion of individual molecules is also described quantum mechani-
cally. Specifically, the angular momentum of the molecule about its center of mass is
quantized. This quantum behavior limits the angular momentum to certain allowed
frequencies or “modes.” For a diatomic molecule, the only rotation that contributes
to the dipole oscillation is the perpendicular rotation (See figure 3.6). With this in

mind, the angular momentum can be described by the following equation:
L* = r(r + 1)h* where r is an integer and r >= 0 (3.3.3)

Using (3.3.3) and the moment of inertia, I, the energy of a rotational state is:

B L? B r(r+ 1)h?

ET“E_ 2]

(3.3.4)

Radiative transitions between rotation states that involve the emission or absorption
of a photon obey the same selection rule as orbital angular momentum, i.e., Ar = +1.
Using this selection rule, we can specify the equations for the energy of an emitted or

absorbed photon, E,,, = |AE,|, and the characteristic frequency of the photon, v,

hZ
AE, = :tTr (3.3.5)
. Epht - FLT‘
vy = = (3.3.6)

For most molecules, the value of v, is in the 100 pm to 1 mm range which is
deep into the far infrared region. Since most IR detectors do not detect radiation at
those ranges, it would be very difficult to image molecules that only radiate through
rotational methods. However, such a case is not physically allowed according to the
selection rules for radiative transitions of a vibrating and rotating molecule. Since
transitions preclude a transition resulting in An = 0 or Ar = 0, all transitions must

include both a change in rotational state and a change in vibrational state. Therefore,
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the energy required for a transition to take place is just a sum of the transition energies
between a vibration AND a rotation state. This phenomena has been demonstrated
experimentally by the fact that all diatomic infrared signatures do not have a central
peak, but have two peaks on either side which represent the perturbation from the
central peak because of transitions between the ground state (r = 0) and the first
excited state (r = 1) of the rotational mode.
The Vibrational-Rotational Transition Bands of a Diatomic Molecule
From the results above, one can see that the transition energy spectrum for a
molecule with a dipole moment is simply a sum of the transition energies between the
initial vibrational and rotational modes and the final ones. Using equations (3.3.2)
and (3.3.5), we derive the equation for the allowed transition energies of a diatomic

molecule.

AE,, = AE, + AE, (3.3.7)
hQ
= thuy + Tr (3.3.8)

Since the vibrational transition energy is the dominant energy value, the direction
of this transition determines whether a photon is generated or absorbed. The transi-
tions between adjacent rotational modes splits the vibrational transition energy into a.
series of energy bands that are centered around this vibrational energy. As mentioned
earlier, the selection rules disallow the r = 0 energy, preventing a central peak in the
band. Under most conditions, a majority of the rotational transitions occur between
the ground state and the first excited state. Therefore, instead of a single central
peak, there is a peak on either side of the vibrational frequency. Doppler broadening
due to the translational motion of the molecules and the conditions related to the
Heisenberg uncertainty principle cause the individual energy peaks to spread out and
form a series of overlapping energy bands. All of these factors define the characteristic

transmission/emission spectrum for any molecule that has a natural dipole moment.
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3.3.2 Active and Passive Detection of Gaseous Pollutants

Since we are interested in both passive and active imaging of gaseous pollutants, it is
important to understand the physical difference between active detection and passive
detection. Thermodynamically, if a gas is at a lower temperature than its background,
it will tend toward thermal equilibrium by absorbing the emitted radiation from the
background. On the other hand, if the background is at lower temperature than
the gas, the gas will move toward thermal equilibrium by radiating photons to its
surroundings. Active detection measures the amount of radiation absorbed by gas
from a hot background while passive detection measures the amount of radiation
emitted by the gas to its surroundings.

Active multi-spectral imaging requires a hot source with a known temperature
and emissivity. Using this source as a background, the various pollutants must be
introduced into the atmosphere in front of the background. For a filter encompassing
the active spectral region of a pollutant, the imaging system will detect a measurable
decrease in the incident radiation for regions of the atmosphere with elevated con-
centrations of the pollutant that lie between the background source and the imaging
system. The other filters should have no decrease or a very minor decrease in the
transmission for those same regions of the atmosphere. In other words, a set of images
utilizing active detection will show the transmission characteristics of the atmosphere.

Passive multi-spectral imaging acts almost in reverse of the active case. The
background does act like a source, but only as basis of comparison for the emitted
radiation from the hotter pollutant. In this case, the pollutant is hotter than the
background source, so it will emit radiation which can be detected by the imaging
system. An image, generated using a filter that encompasses the active spectral region
of a pollutant, will show a measurable increase in the incident radiation for regions
with an elevated concentration of the pollutant. The other filters should demonstrate
the same behavior as the active case by showing a minor increase or no increase at

all in the incident radiation.
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Figure 3.8: The transmission curves over the 3um to 5um range (2000 cm™! to 3333
cm™?) for (a) CO, (b) CO,, (c) CHy [8].
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3.3.3 Detection of CH,;, CO and CO,

In our verification experiments, we investigated both the passive and active methods
of detecting several common gaseous pollutants using multi-spectral imaging. The
three pollutants we examined were carbon dioxide (CO;), carbon monoxide (CO)
and methane (CHy). Figure 3.8 shows the transmission spectra for these three gases.
Since the vibrational energy is independent of the level transition and the rotational
modes are only perturbations around this energy, the location of the radiative bands
and absorption bands should be approximately the same. Therefore, a filter that
encompasses these bands should allow the FPA to image either the transmission or
emission properties for one of these pollutants. For this reason, we selected a series
of filters that isolate the incident radiation on the FPA to either an active region of a
specific pollutant or a region where all three pollutants should not affect the incident
radiation at all.

For all three pollutants, we imaged several spectral regions both actively and
passively. In addition, we simulated the experiments using IRIMAGE. We discuss

the results of these experiments in the sections that follow.

3.4 The Relative Temperature Experiments (RTE)

In multi-spectral imaging, the desired spectral information must be separated from
the rest of the incident radiation. In most cases this is either done through a grating
or narrow band-pass filter. In either case, this reduces the number of incident pho-
tons significantly. Such a reduction will effect an imaging system’s ability to resolve
temperature differences in the background. It is important that IRIMAGE is able
to accurately simulate the imaging effects from different band-pass filters. For this
reason, we conducted the Relative Temperature Experiment which looks at a two
temperature sources through three different bandwidths of the 3-5 um range.

The RTE uses a background source that consists of a large area at room tem-

perature and a smaller isolated region at a higher temperature. The smaller region’s
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temperature is controllable and is measured using a thermocouple which measures
the temperature difference between the standard plate and the isolated region. This
setup can be modeled by IRIMAGE and it verifies the ability of the Scene object
to model simple background sources. In addition, the temperature resolution of the
camera’s FPA for various spectral bandwidths can be measured and compared with
IRIMAGE’s predictions. This also verifies the noise modeling and detector modeling
of IRIMAGE. Finally, the RTE avoids a complicated atmospheric model and uses a
standard model instead. By doing so, we are able to separately test the Scene and
Atmosphere objects.

We report the results for three different temperature differences in three different
spectral bandwidths. Using the temperature measurements and filter transmission
curve from these experiments, we simulated each spectral bandwidth and temperature
in IRIMAGE. Using the calibration images, we generated the simulated images and
then compared them with the actual experimental images. By doing so, we were able

to demonstrate the effectiveness of IRIMAGE and validate its output.

3.4.1 Experimental Setup

The RTE consists of a temperature controlled two-dimensional background source and
the Amber infrared imaging system. The background source consists of an 8”x8”x.25”
sheet of aluminum with a 2.25” diameter hole cut out of the center and an aluminum
disk, that is 2”7 in diameter, placed inside the hole and surrounded by styrofoam to
thermally isolate it from the larger plate. The small disk has a small contact heater
connected to the back which allows the disk to be heated. The surfaces that face the
imaging system are coated with an aluminum primer and then a standard emissivity
black paint (e ~ 0.88). This minimizes any surface reflections from the aluminum. A
thermocouple is attached to the surface of the small disk and the surface of the larger
plate. This thermocouple allows us to accurately measure the temperature difference
between the surface of the small disk and larger area surrounding it. With the heater

attached to an adjustable current source and the thermocouple connected to a volt
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Figure 3.9: A side view of the experimental setup of the RTE with a front view of
the RTE source. To generate the calibration images, the RTE source is replaced by
the calibration plates.

meter, we are able to heat the small disk and measure the temperature difference
between the two plates. Once the RTE source is ready, it is placed 179 ¢cm away from
the front surface of the optical system and the small disk is centered in the camera’s
field of view. After we focus the optical system on the disk (usually by placing a
finger right in front of the disk), the camera can capture images.

In addition to the RTE background, we also built two aluminum calibration plates.
Both plates are 127x12”x.25” and are painted with the same black paint as the RTE.
The Hot plate has a 12”x12” contact heater attached to its back surface which allows
us to set the plate temperature to values in excess of 325K. The Cold plate has an
attached reservoir which can be filled with ice water to maintain a relatively stable low
temperature plate. In these experiments, the cold plate is kept at room temperature.
These plates serve as the calibration plates for calibrating the Amber camera at the

beginning of each experiment and also serve as the standard plates used to calibrate



116

the experimental image data with the simulated image data.

3.4.2 Experimental Procedure

Camera Calibration

Since the integration time may be different for different filters, it is necessary to
recalibrate the Amber camera each time a new filter is rotated into the view of the
FPA. Any time the integration time is changed, it invalidates the current camera
calibration. Therefore, after each filter is changed, the following camera calibration

must be performed:

1. Rotate the correct filter into place and reinitialize the camera so that a previous

calibration does not effect the new calibration.

2. Place the Hot calibration plate in front of the lens about 30 mm from the lens
surface. Set the integration time and TIA offset so that the image generated
is bright but not white, i.e., does not saturate the FPA. Repeat with the Cold
plate to make sure that the offset does not cut off the low temperature region.
Write down the values for the integration time, offset and temperatures of the

Hot and Cold plates.

3. Begin the automatic calibration procedure and place the Cold and Hot plates
in front of the lens when prompted by the Amber camera’s software (on the
control box or in Amber-View). This procedure defines the temperature range
of the calibration using the two plates as the two temperature extremes. It also

sets the individual pixel gain and offsets as well as correcting for bad pixels.

4. After the camera is calibrated, use the Hot and Cold plates to generate another

bad pixel map in Amber-View.

Using this procedure, we calibrate the camera for a filter and then conduct all of the

experiments for that filter before moving on to the next filter.
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Generating the Calibration Images
Once a filter is in position and the camera is calibrated, we use the following

procedure to capture the calibration images:

1. Set the temperature of the Hot plate several degrees above the expected tem-

perature of the RTE and keep the cold plate at room temperature.

2. Place the Hot plate 179 c¢cm from the front of the lens, focus the lens and set
the global gain of the FPA until the image captured by Amber-View has a

maximum pixel value between 3800 and 3900.

3. Replace the Hot plate with the Cold plate and set the global offset of the FPA
until the image captured by Amber-View has a minimum pixel value between

100 and 200.

4. Repeat steps 2 and 3 until both the Hot plate image has its maximum between
3800 and 3900 and the Cold plate image has its minimum between 100 and 200.
For certain filters this is unattainable. In those cases, maximize the difference

between the two images.

5. Capture images of the Hot plate and Cold plate and record the temperatures
and positions of the two plates as well as the image names and the global offset

and gain values for the camera.

Setting up RTE and Capturing Images of RTE Source
After capturing the calibration images, the RTE backgound source can be setup

and the initial and final images can be captured in a few simple steps:

1. Place the RTE background at 179 cm from the lens and attach the heater leads

to the power supply and the thermocouple leads to the voltmeter.
2. Measure and record the temperature of the large plate and the small plate.

3. Capture an initial image of the RTE source (AT ~ 0K).
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4. Heat the small plate until the thermocouple reads the desired temperature dif-

ference, AT.
5. Record the temperature difference and capture a sequence of 30 frames.

Once the images of the RTE background are captured, the calibration image and
RTE measurement procedures need to be repeated for each temperature difference.
As the temperature difference of the RTE background decreases, the Hot plate tem-
perature should also decrease. By doing so, the gain and offset are set to maximize
the difference between pixel values for the heated disk and pixel values for the room

temperature plate. The entire procedure must be repeated for every filter.

3.4.3 Simulation Setup

The measured temperature differences, calibration plate temperatures, filter specifics
and the integration time for each experiment conducted are presented in tables 3.3
through 3.5. IRIMAGE uses these parameters as well as those specified in section
3.2 to define the imaging system and the background scene. In addition to these
parameters, IRIMAGE specifies the location of the RTE source (represented by the
Scene object’s imaging VGO) to be (0m, Om, 2.02m) in the WCS. Since the RTE
source and calibration plates were perpendicular to and centered on the optical axis,

we did not rotate or translate the imaging VGO except along Z.

Parameter AT =10K | AT=5K | AT =1K
Hot Plate T 337.75 K 31175 K | 302.80 K
Cold Plate T 297.95 K 29790 K | 297.75 K
Integration Time | 16.40 ms 16.40 ms | 16.40 ms
Frame Rate 60 Hz 60 Hz 60 Hz

RTE Tpize 297.85 K 297.65 K | 29775 K
RTE T sk 307.85 K 302.65 K | 298.75 K

Table 3.3: Parameters for RTE experiments using the filter N03322-8
(Xeentrar = 3.319 pm, FWHM = .071 pm, 7peqr = -86).

In order to define the background scene, the Scene object loads a series of 24-bit

images which contain 8-bit maps for the temperature, emissivity and matte values.
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Figure 3.10: The 8-bit maps that represent the temperature and emissivity for the
Hot and Cold calibration plates. The maps are also used for the background plate of
the RTE source. (a) Temperature map, (b) Emissivity map.

8-bit Images Representing RTE Small Disk

Temperature Emissivity Matte
Map Map Map

Figure 3.11: The 8-bit maps that represent the small heated disk.



120

Parameter AT =10K | AT=5K | AT =1K
Hot Plate T 336.65 K 312.05 K | 304.55 K
Cold Plate T 297.95 K 297.65 K | 297.75 K
Integration Time | 5.208 ms 9.208 ms | 5.208 ms
Frame Rate 60 Hz 60 Hz 60 Hz

RTE Tpate 297.75 K 297.55 K | 297.55 K
RTE T4k 307.6 K 302.55 K | 298.55 K

Table 3.4: Parameters for RTE experiments using the filter N03990-4
(Acentrar = 3.930 pm, FWHM = .19 pm, 7peqr, = .898).

Parameter AT =10K | AT=5K | AT = 1K
Hot Plate T 334.75 K 327.65 K | 302.85 K
Cold Plate T 297.55 K 297.55 K | 297.95 K
Integration Time | 0.391 ms 0.391 ms | 0.391 ms
Frame Rate 60 Hz 60 Hz 60 Hz

RTE Tpate 297.15 K 29735 K | 29785 K
RTE T gk 307.15 K 302.35 K | 298.85 K

Table 3.5: Parameters for RTE experiments using an open filter position (CaF, win-
dow only).

These maps are converted from the 8-bit values into the corresponding temperature,
emissivity and matte values using a set of multiplicative and additive constants for
each map. Using this method, the Scene object represents the Hot and Cold plates
using the same image but converted using different multiplicative and additive con-
stants. It also uses this image to represent the RTE source’s large plate. The small
disk is a separate image that contains a matte which allows it to be composited onto
the larger room temperature plate. Figure 3.10 shows the 8-bit images used to define
the temperature and emissivity of the calibration plates as well as the large back-
ground plate of the RTE source. Figure 3.11 shows the temperature, emissivity and
matte images for the small disk which is composited with the background image to
generate the RTE background.

In all of the IRIMAGE verification simulations, we assumed that the temperature
maps did not have a spatially varying temperature (i.e., each map was fixed at a single
temperature). For the RTE experiments, these temperatures were assigned using the

values specified in the provided tables. Although we fix the temperature for each
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temperature map, the emissivity was varied using an image processing technique of
lightly speckling the surface of the map. This was designed to emulate the physical
painted texture of the calibration and RTE plates. This variance, in conjunction
with the multiplicative and additive constants, causes the individual points on the
map to vary between .88 and .89 (the emissivity of the black paint is specified to be
approximately .88). Finally, this experiment avoids a polluted region and sets the
atmospheric conditions to reflect a standard 1976 U.S. atmosphere at 293K and 1
atm. Using these conditions, IRIMAGE generated a series of images that correspond

to the experimental conditions and the subsequent images collected by AmberView.

3.4.4 Comparison of Image Results

In this section, we show four figures that compare the experimental results of the RTE
with the simulated results. Each figure corresponds to a single temperature difference
(10K, 5K, or 1K) and contain an experimental and simulated image for each filter
used. These figures are organized with the experimental images on the left and the
corresponding simulated images on the right. In addition, a fourth figure is provided
that shows the AT = 1K case with a much narrower pixel value range (and voltage
range for the simulated images). By directly comparing the experiment images and
the simulated ones, it is possible to show IRIMAGE’s effectiveness as well as some of
its problems.

In figures 3.12 through 3.14, we see how the three filter ranges image the RTE
source for three different temperature ranges. The experimental images and the sim-
ulated images for the 10K difference in figure 3.12 appear to be quite close. Although
a few minor differences are apparent, IRIMAGE successfully images the RTE source
for all bandwidths.

The results are similar for the 5K difference between the large plate and small disk
shown in figure 3.13. However, the narrow filter, N03222, in image A does diverge
more than the other filters. This divergence is reasonable because this filter has a very

narrow bandwidth (v = .071pum) and peaks near 3.3 um, indicating that the detector
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Figure 3.12: Images for the AT = 10K case of the RTE.

a) Narrow filter (N03322-8, Pixel Range = 0 to 3800).

b) Narrow filter (N03322-8, Voltage Range = 39mV to 407mV).

c) Wide filter (N03990-4, Pixel Range = 0 to 3900).

d) Wide filter (N03990-4, Voltage Range = 310mV to 1.37V).
Open filter (none, Pixel Range = 0 to 3700).

(
(
(
(
(e)

(f) Open filter (none, Voltage Range = .72V to 2.47V).
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a) Narrow filter (N03322-8, Pixel Range = 0 to 3600).

b) Narrow filter (N03322-8, Voltage Range = 55mV to 140mV).
c) Wide filter (N03990-4, Pixel Range = 0 to 3900).

d) Wide filter (N03990-4, Voltage Range = 293mV to 568mV).
e) Open filter (none, Pixel Range = 0 to 3700).

f) Open filter (none, Voltage Range = .745V to 2.08V).

Figure 3.13: Images for the AT = 5K case of the RTE.
)
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noise may be a contributing factor. In addition, the heated disk is not entirely isolated
from the larger plate and any thermal contact will increase the temperature of the
localized region of the large plate near the disk. None of these factors are accounted
for in the simulation because IRIMAGE assumes only background flucuation noise,
fixes T" for the two plates and assumes they are completely isolated.

For the case of AT = 1K, figure 3.14 shows that the divergence in the narrow filter
is more pronounced and there is even divergence in image C, filter N03990. Besides
the detector noise discussed above, the randomness in image A may also be partially
systematic. The calibration procedure for the camera relies on a uniform hot and
cold source. Since in this range a minor temperature difference can have a significant
effect, it is possible that the calibration plates are another source of the degredation
in the experimental images. Furthermore, as we reduced AT, we increased the global
offset and gain of the camera. By doing so, we increased the effects of any flawed
calibration. IRIMAGE does not factor in a bad calibration either.

In figure 3.15, we enhanced the six images of AT" = 1K further. This enhancement
introduced an artifact that was apparent in many of the images. In images 3.15¢ and
3.15e, we can see a triangular ring pattern surrounding the heated disk. This artifact
appears to be related to the optical system. It changes shape and position when
the filter wheel is rocked back and forth, but it appears for every filter and is more
pronounced with a higher global gain value. In addition to this artifact, it is also
possible to see the initial effects of the noise model in the simulated image. Although
the small disk looks unaffected, the cooler background plate appears to have a slightly
random noise pattern across it. This random pattern appears in all three simulated
images.

In general, the images generated by IRIMAGE do compare reasonably well with
the experimental images. The noticeable exceptions appear to occur under conditions
where the approximations in IRIMAGE may begin to breakdown. Other causes of
problems may also include the uncertainty of reading the thermocouple values espe-
cially around 1K when the error is a significant part of the measurement. Also, the

transmission curves are only approxmations while the responsivity curve, assumed
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Figure 3.14: Images for the AT = 1K case of the RTE.

(a) Narrow filter (N03322-8, Pixel Range = 3400 to 4000).

(b) Narrow filter (N03322-8, Voltage Range = 52.5mV to 97.5mV).
(c) Wide filter (N03990-4, Pixel Range = 0 to 3700).

(d) Wide filter (N03990-4, Voltage Range = 310mV to 425mV).

(e) Open filter (none, Pixel Range = 500 to 4000).

(f) Open filter (none, Voltage Range = 815mV to 985mV).




126

Figure 3.15: Enhanced images for the AT = 1K case of the RTE.
(a) Narrow filter (N03322-8, Pixel Range = 3500 to 3700).

(b) Narrow filter (N03322-8, Voltage Range = 60mV to 75mV).
(c) Wide filter (N03990-4, Pixel Range = 0 to 800).

(d) Wide filter (N03990-4, Voltage Range = 310mV to 334.9mV).
(e) Open filter (none, Pixel Range = 500 to 1000).

(f) Open filter (none, Voltage Range = 815mV to 839mV).
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to be flat, may have some variance as well. Besides the image comparison, the volt-
age values generated by IRIMAGE all lie well within the acceptable voltage ranges
specified by Amber for this InSb array (AV ~ 2.1V). In addition, the size and
physical location of the small heated disk appears to be consistant with the exper-
imental images. Besides demonstrating that IRIMAGE does model the background
scene effectivly, this also demonstrates that the calibration procedure for comparing

simulated images with experiment works well.

3.5 The Methane Experiments

Hydrocarbons are a common pollutant in the atmosphere. Experimental infrared
spectroscopy results show that most of the common hydrocarbons (methane, butane,
propane, etc.) have significant infrared signatures around 3.4 microns. This wave-
length is associated with the carbon-hydrogen fundamental frequency of vibration.
Since this is the only bond capable of generating a dipole in most hydrocarbons, it
is nearly impossible to discriminate between the different hydrocarbons. However, it
is usually less important to know which hydrocarbon is emitted and more important
to know that they are emitted. Therefore, an imager with a set of narrow band-pass
filters should be able to isolate the hydrocarbon band from another band. By compar-
ing images, it should be possible to determine the existance and rough concentration
of hydrocarbons flowing into the atmosphere from an exhaust source. IRIMAGE
must be able to simulate what an imager whould “see” under these conditions. The
methane experiment investigates these issues.

The methane experiment explores IRIMAGE’s abilities to represent a small but
highly concentrated plume of natural gas flowing into a standard atmosphere using a
static cone model. Like the RTE, the methane experiments use a simple background.
However, it is not the RTE background source, but just one of the calibration plates
at a specific temperature. In addition, this experiment introduces a small diameter
copper tube that exhausts natural gas from the laboratory gas line. IRIMAGE models

the background using a background image that is a composite of one of the calibration
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plate images and a scaled and translated version of the same image that represents
the tube. IRIMAGE represents the plume using the Atmosphere object and two
static cylinders that represent two different concentrations of natural gas. Therefore,
we verify IRIMAGE’s ability to model localized atmospheric pollution and compare
it with experiment. In addition, we are able to demonstrate how a series of narrow
band filters can isolate emission or transmission bands of various pollutants.

We report the results of three separate filter experiments and their subsequent
simulations. These filters isolate the CH4 band, the CO, band and a relatively clean
band that lies between the COy and CH, bands. For each filter, we looked at four

possible scenarios for the temperature of the natural gas and the background plate:

e A Hot plume against the Hot background plate.
e A Hot plume against the Cold background plate.
e A Cold plume against the Cold background plate.

e A Cold plume against the Hot background plate.

The simulations generate calibration images which are based on the experimental
image parameters. Using the calibration procedure, we are able to generate simulated

images that can be compared to the experimental results for each filter.

3.5.1 Experimental Setup

As figure 3.18 shows, the experimental setup of the methane experiment is very
similar to the experimental setup for the RTE experiment. The background source
is either the 127x12” Cold plate or the 12”x12” Hot plate. Both plates are placed at
a distance of 2.43 m from the front surface of the optics. In addition to providing
the background for the methane experiments, the calibration plates again are used
to generate calibration images. These images will be used to calibrate the images
generated by IRIMAGE with ones captured by the AE-256 imaging system.

The natural gas plume exits from the end of a 1/4 inch copper tube that is

approximately 25 feet long and is coiled up into a 1 ft in diameter coil. This coil lies
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Figure 3.16: A side view of the experimental setup of the Methane experiment.

in a plastic tub filled with water. The temperature of the exhaust gas is regulated
by the temperature of water in the tub. The thermal conductivity of the copper
tube and the length of the coil turns the tub-coil combination into a heat exchanger
making it possible to either produce a room temperature or a heated plume of gas.
We measure the temperature of the gas using a commercial gas thermocouple that
has accuracy to the .1K. We also measure the temperature of the exhaust tube and
the background surface using a commercial surface thermocouple capable of the same
accuracy. The 3 mm exhaust tube opening lies approximately 8 cm below the optical
axis of the camera and is located 202 cm from the front of the optical surface.

The natural gas comes directly from the laboratory gas line. Table 3.6 shows the
concentrations of the various gases in the natural gas mixture. The information in

this table was provided by the Gas Company.

Molecule Mole Percent
N, 0.03
O, 1.48
COq 0.22
CH,4 92.88
Other CH compounds 5.39

Table 3.6: Consituents of natural gas.
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The only constituents we are concerned with are the concentrations of nitrogen,
oxygen, methane and carbon dioxide. Since MODTRAN does not deal with any of
the other CH compounds and they make up less than 6% of the total gas, we neglect

their contribution.

3.5.2 Experimental Procedure

Calibration procedures

The camera calibration procedure is exactly the same as in the RTE experiment
(see section 3.4.2). Although the camera must be recalibrated when the filter changes,
the calibration images do not need to be generated for each of the four cases investi-
gated. Instead, the global offset and gain remain the same for all four cases making
it unnecessary to capture multiple calibration images under the same filter. There-
fore, the image calibration procedure only needs to be conducted after the camera
calibration procedure (See section 3.4.2).
Setting up Hot Plume Cases and Capturing images

We start out each filter by measuring a hot plume against a hot and cold back-
ground. The following procedure describes how we setup the experiment and capture

images of these two cases.

1. Place the Hot background plate 243 cm from the lens and centered on the optical

axis. Measure its temperature.
2. Place the coil in a bath of hot water which is approximately 320K.

3. Place water bath and coil at position where the end of the exhaust tube is 202

cm from the lens and is 8cm directly below the optical axis.

4. Capture the initial image of the background prior to flowing natural gas through

the coil.

5. Open gas valve and let gas flow through the coil. After 10 seconds, capture a

sequence of 30 frames.
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6. Measure the temperature of the plume, the ambient temperature of the air and

of the tip of the exhaust tube.
7. Close the gas valve.

8. Replace the Hot background plate with the Cold plate (still 243 cm from lens)

and measure the plate temperature.

9. Replace the water in the bath with more hot water and reposition the coil to

same position as step 3.
10. Repeat steps 4 through 7 with the Cold background plate.

Setting up Cold Plume Cases and Capturing tmages

Once we have measured the hot plume cases for the current filter, we repeat the
same procedure using a cold plume. For these two cases, the only thing that changes
in the ten steps described above is that the hot bath is replaced with a cold bath.
This cold bath uses water that is approximately 295K. In order to make sure that the
coil is thermally stable at the cold bath temperature, it is necessary to place the coil
in the bath and let it stand for 5 minutes and then replace the cold bath with a fresh
amount of cold water. Other than this minor adjustment, the procedure is exactly

the same.

3.5.3 Simulation Setup

Like the RTE experiment, tables 3.7 through 3.9 contain the various temperature
measurements and settings for the four cases investigated under each of the three
filters. These parameters are used by IRIMAGE to model the background and cali-
bration images as well as the parameters necessary to model the imaging system for
each filter. In addition, the coordinates of the background scene (O0m, Om, 2.43m) and
the exit point of coil (Om, -.08m, 2.02m) are already known in the world coordinate
system. Using these values, we are able to place the Scene object’s imaging VGO in

the right location and are able to determine the position and location of the burner
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image. Finally, the position of the end of the coil also provides the starting location

for the gas plume model.

Parameter Hot/Hot | Cold/Hot | Cold/Cold | Hot/Cold
Hot Plate T 328.85 K 328.85 K 328.85 K 328.85 K
Cold Plate T 298.65 K 298.65 K 298.65 K 298.65 K
Integration Time | 32.81 ms 32.81ms 32.81 ms 32.81 ms
Frame Rate 30 Hz 30 Hz 30 Hz 30 Hz
Tsource 329.15 K 298.35 K 298.65 K 329.25 K
Tyas 310.85 K 310.85 K 29725 K 29725 K
Trupe 311.75 K 311.75 K 297.35 K 297.35 K
T ambient 297.75 K 29775 K 297.65 K 297.65 K

Table 3.7: Parameters for methane experiments using the filter N03322-8
(Acentrar = 3.319 pm, FWHM = .071 pm, Tpeqr = .86).

Parameter Hot/Hot | Cold/Hot | Cold/Cold | Hot/Cold
Hot Plate T 326.75 K 326.75 K 326.75 K 326.75 K
Cold Plate T 297.25 K 297.25 K 297.25 K 297.25 K
Integration Time | 7.813 ms 7.813 ms 7.813 ms 7.813 ms
Frame Rate 30 Hz 30 Hz 30 Hz 30 Hz
Tsource 327.55 K 298.05 K 297.25 K 327.55 K
Tyas 310.95 K 310.95 K 297.25 K 297.25 K
Tiube 311.65 K 311.65 K 297.25 K 29725 K
Tambient 297.75 K 297.75 K 297.05 K 297.05 K

Table 3.8: Parameters for methane experiments using the filter N03990-4
(Acentrar = 3.930 pm, FWHM = .19 pm, Tpeqr = .898).

The gaseous plume of methane is represented using two static cylindrical objects.
One of these cylinders represents a gas model that is 100% natural gas while the
other cylinder represents a gas model that is only 25% natural gas. Figure 3.17
demonstrates how these two cylinders are placed with respect to each other. The
100% cylinder begins with a radius of 3mm which is approximately the size of the
opening at the end of the coil. At the other end of the 100% cylinder, the radius is
only Imm wide. Thus, it approximates this region shrinking as the gas moves further
away from the end of the coil. The other cylinder is reversed and has a lmm radius
at the end of the coil and its final radius is 30 mm. Thus, these two objects are a

rough approximation of a gas becoming less dense as it moves further away from the
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Parameter Hot/Hot | Cold/Hot | Cold/Cold | Hot/Cold
Hot Plate T 326.85 K | 326.85 K 326.85 K 326.85 K
Cold Plate T 20785 K | 29785 K 297.85 K 297.85 K
Integration Time | 7.813 ms 7.813 ms 7.813 ms 7.813 ms
Frame Rate 30 Hz 30 Hz 30 Hz 30 Hz
Tsource 326.85 K | 297.80 K 297.15 K 326.85 K
Tyas 309.95 K | 309.95 K 297.55 K 297.55 K
Tiube 31125 K | 31125 K 298.05 K 298.05 K
T ambient 20735 K | 29735 K 297.05 K 29745 K

Table 3.9: Parameters for methane experiments using the filter N04235-4
(Acentrar = 4.235 pm, FWHM = 181 pum, Tpear = -87).

end of the coil. Both cylinders are 25 cm long and are rotated -90 degrees around
the X axis. Their centers both lie at the world coordinate (Om, .036m, 2.02m). We
use an Atmosphere VGO that is centered around the optic axis at the point 202 cm
from the lens and has a grid point resolution of 1 mm in all three directions. In
addition to a standard atmospheric gas model, we also define gas models for 100%
natural gas and 25% natural gas/75% standard atmosphere. The two gas models are
associated with the respective cylinders while the rest of the atmosphere is associated
with the standard atmosphere gas model. The temperatures of these gas models are
all set by the experimental measurements except for the 25% model which is a linear
interpolation between the ambient temperature and the temperature of the 100%
natural gas model.

The background scene is modeled using the calibration image in 3.10. In this case,
we model the exhaust end of the copper tube by using the Scene object’s ability to
scale and translate an image and place it in a specific location of the imaging grid.
Like the RTE, the temperature of this image is constant, but the emissivity varies
between .88 and .885. For simplicity, we modeled the end of the coil using the same
image and then scaled and translated it to match the scale and location of the end
of the coil in the experimental images. By doing so, we are able to generate images
that appear to have the plume coming out of the end of the coil. The temperature of
both the background plate and the end of the coil are set according to the recorded

experimental data.
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Figure 3.17: Example of how the two cylinders are combined to model the static
exhaust cone that represents the plume.

3.5.4 Comparison of Results

Since the experiments examined the four cases of the methane plume against a back-
ground, we report the experimental and simulation results here. Like the RTE dis-
cussion, the figures we present here have the experiment images on the left side and
the simulation images on the right. In this case, we are interested in how IRIMAGE
models the atmosphere versus the actual experimental evidence. It should be noted
that the cone representation used by IRIMAGE becomes less accurate near the top of
the wider portion of the cone. This occurs because the cone model assumes that each
cylinder has a constant concentration. However, physically this is not true because as
the plume expands, the fraction of the pollutant in a plume decreases. Therefore, our
discussions about the experimental plume versus the cone model will center around
the exit point of the nozzle.

The images presented are enhanced using the technique described in section 3.2.
For most of the images, the enhancement uses equation (3.2.1) to scale the simula-
tion images to match the experimental images. However, a few images were better
represented by a minor offset in one direction or another. We believe that this offset

is probably due to minor errors in the measurement of the calibration plate temper-
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atures and in the measurement of the gas and background temperatures. For the
COy filter, we used images that were the difference between the captured image and
a standard image taken prior to opening the gas valve. For these images, we set the
voltage range of the simulations so that the scale of the range (AV') matched the scale
of this difference image. We did so by using (3.2.1) and incorporating an additive
constant. In any case, we will note either an offset or difference image in the figure
caption.

In figure 3.18 we see the hot plume of methane against a hotter background. It
is clear that the IRIMAGE cone representation produces a close approximation of
the experimental plume for the CHy filter. Near the nozzle end, they look almost
identical. As the IRIMAGE cone expands, it exhibits the behavior we discussed
above. The background of the simulated image is much brighter for this filter than
the experimental image. This is expected since IRIMAGE does not increase the
methane content in the surrounding atmosphere while it actually does increase in
the experiment. The clean filter appears washed out in the experiment, but a very
faint cone is visible in the simulation. Since this filter does overlap the CO, bands
slightly, we expect that we are seeing just a minor loss of transmission due to this
band. We suspect that the experimental image may also have been saturated by an
integration time too high. Finally, the COs filter appears to have isolated a very faint
carbon dioxide plume. Experimentally, the only way to clearly see this plume was to
subtract a standard frame from the polluted frame. By removing the static clutter
from the background, we are able to clearly see the plume of CO,. In the simulated
image, the corresponding cone model is also visible. The bright lines around each
cylinder in the simulation are artifacts of MODTRAN’s computation. Clearly, this
figure demonstrates the atmospheric modeling capabilities of IRIMAGE as well as
demonstrates how an active approach to multi-spectral imaging can be effective.

In figure 3.19, the hot plume remains, but the background is replaced with a
room temperature background. Again, IRIMAGE seems to accurately reproduce
images that are very close to the experimental evidence (near the nozzle). In this

case, we can see both in the simulation and experimentally, that the methane and
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Figure 3.18: Images for the hot plume of methane against a hot background.
(a) CHy filter (N03322-8, Pixel Range = 2800 to 3400).

(b) CHy filter (N03322-8, Voltage Range = 467mV to 555mV).

(c) Clean filter (N03990-4, Pixel Range = 2900 to 3400).

(d) Clean filter (N03990-4, Voltage Range = 1.3V to 1.45V (offset +150mv)).
(e) COy filter (N04235-4, Pixel Range = -75 to 25 (difference image)).

(f) CO, filter (N04235-4, Voltage Range = 1.327V to 1.347V (diff. image)).
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Figure 3.19: Images for the hot plume of methane against a cold background.
a) CH, filter (N03322-8, Pixel Range = 350 to 550).

b) CH, filter (N03322-8, Voltage Range = 132mV to 161mV (offset +25mv)).
¢) Clean filter (N03990-4, Pixel Range = 600 to 700).

d) Clean filter (N03990-4, Voltage Range = 460mV to 490mV).

e) CO; filter (N04235-4, Pixel Range = 500 to 600).

f)

(
(
(
(
(
(f) COy filter (N04235-4, Voltage Range = 701.2mV to 709.1mV).
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carbon dioxide filters can isolate and detect a hot plume of each of these gases. The
simulated image for the clean filter shows the faintest visible cone. Furthermore, the
clean filter in the experiment is not washed out, but still does not appear to exhibit
this plume. Clearly, this figure demonstrates the viability of passive detection of
gaseous pollutants. However, it does appear that it will be more difficult to determine
the concentration of these pollutants. Another important aspect of this figure is that
the noise modeling of IRIMAGE appears to closely match the experimental images
(especially in the case of the COy filter). All three simulated images are definitely
affected by the background fluctuation noise model. Thus, this figure serves as further
evidence of IRIMAGE’s ability to generate accurate representations of the physical
world.

Figures 3.20 and 3.21 also demonstrate that IRIMAGE is capable of reproducing
experimental results. Figure 3.20 shows the cold plume of natural gas against a cold
background. IRIMAGE’s simulated cone model predicts that we should see a faint
plume of both CH, and CO,. However, we don’t really see this in the experimental
images. We believe this may be due to slight discrepancies in the temperature mea-
surements of the gas and the background plate. Since the voltage ranges are very
small for all three filters, such minor flucuations could cause the gas to appear in
the simulation, but not in the actual experiment. Furthermore, the noise model does
appear to be less accurate for filters with small bandwidths in the shorter wavelength
regions. Therefore, a signal due to the plume may exist in the experiment, but it is
lost in the noise. Fiqure 3.21 looks very similar to 3.18. In this case, the plume is
cold. However, the results are nearly the same and one can make the same conclusions
as we did for figure 3.18. One interesting note is the minor artifact of the imaging
system in 3.18e. Although not visible in the normal images, this artifact appears
when we subtract off the standard image. We believe this problem is related to the
calibration for this filter. Overall, these two figures further demonstrate the viability
of multi-spectral pollution detection and validate IRIMAGE’s ability to model such
experiments.

In all four cases, IRIMAGE demonstrates that it is capable of accurately modeling
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Figure 3.20: Images for the cold plume of methane against a cold background.
) CH, filter (N03322-8, Pixel Range = 325 to 425).

b) CH, filter (N03322-8, Voltage Range = 103mV to 118mV (offset +30mv)).

¢) Clean filter (N03990-4, Pixel Range = 600 to 700).

d) Clean filter (N03990-4, Voltage Range = 460mV to 490mV).

e) COq filter (N04235-4, Pixel Range = 500 to 600).
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(f) CO, filter (N04235-4, Voltage Range = 701mV to 709mV).
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Figure 3.21: Images for the cold plume of methane against a hot background.
(a) CH, filter (N03322-8, Pixel Range = 2800 to 3400).

(b) CH,4 filter (N03322-8, Voltage Range = 467mV to 553mV).

(c) Clean filter (N03990-4, Pixel Range = 3650 to 3850).

(d) Clean filter (N03990-4, Voltage Range = 1.4V to 1.46V (offset +25mv)).
(e) COq filter (N04235-4, Pixel Range = -75 to 25 (difference image)).

(f) CO, filter (N04235-4, Voltage Range = 1.327V to 1.347V (diff. image)).
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a set of atmospheric conditions. It is also clear that the noise modeling and detector
modeling generate reasonable results. However, we believe that the noise model does
need some improvement. Our assumption has always been that the FPA operated
under BLIP conditions. For filters at shorter wavelengths with small bandwidths,
the detector noise most probably dominates causing the simulated images to look
“cleaner.” A further improvement to IRIMAGE will be to incorporate detector and
readout noise models. More importantly, the results of this experiment clearly demon-
strate that multi-spectral imaging, both passive and simple active, show promise and

should be explored further both experimentally and by computer simulation.

3.6 The Gas Cell Experiments

Two of the primary pollutants in automobile exhaust are carbon monoxide (CO)
and carbon dioxide (CO,). According to Seinfeld, an internal combustion engine
operating under normal conditions is capable of producing 0 to 10 percent CO and
4 to 14 percent CO; in a dry air mixture [9]. Figure 3.22 shows roughly how the
concentration of these two pollutants are related with respect to air-fuel ratio. The
concentration of CO goes down linearly with respect to air-fuel ratio while the CO,
concentration increases. The use of a catalytic converter reduces the concentration of
CO further to meet most state and federal standards. The 1986 federal standards for
CO are 3.4 g/mi for light-duty automobiles and 17 g/mi for light and medium-duty
trucks [10]. In the course of our experiments, we discovered that Linde Specialty Gas
company provides a series of specialty gases that are used to calibrate automobile
emissions testing equipment. The lowest concentration of both gases is a mixture of
1.6% CO and 10% CO; [11]. The intent of the Gas Cell Experiment is to emulate
a car exhaust plume (for an idling vehicle) on a small scale and demonstrate that
it is possible to measure CO and CO; independently using a set of small narrow
band-pass filters. At the same time, the experiments also provide a real world test
of the abilities of IRIMAGE to accurately generate images that are comparable with

the results from an experiment.
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Figure 3.22: Relationship between CO and COs in the exhaust of internal combustion
engine. [9]

Because of the hazardous nature of these experiments, we designed and built a
gas cell that would contain the exhaust plume of CO and CO, and prevent the gas
from mixing with the atmosphere of the laboratory. For each experiment, we purged
the cell with dry nitrogen to create a clean atmosphere. Once the cell was filled with
a dry nitrogen atmosphere, we introduced hot and cold plumes of carbon monoxide,
carbon dioxide and a mixture of both against either a hot or cold background. Using
the lessons learned from the methane experiments, this cell uses the same copper
tubing with the water bath to generate a heated plume. The GCE also uses the
calibration plates as the backgrounds for these experiments. Using methods similar
to those in the methane simulations, IRIMAGE models the atmospheric conditions
using two cylinders. These cylinders are linked to atmosphere models which define
different temperatures and concentrations of CO and CO,. Besides further verifying
IRIMAGE’s abilities, this experiment investigates the viability of imaging a polluted
plume using an imaging system equipped with several narrow bandwidth filters.

Using three narrow filters, we isolated the CO and the CO; bands as well as a
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Figure 3.23: The Gas Cell experimental setup.

realtively clean band (not in CO or CO, band). In the gas cell experiments, we

investigated three plume types using these three filters:
e A plume of 10% CO, and 90% Ns.
e A plume of 1% CO and 99% N,.
e A plume of 1% CO, 6.6% CO; and 92.4% N, (automobile emission).

Similar to the methane experiments, we imaged a cold plume against a hot background
and a hot plume against a cold background. Unfortunately, certain conditions regard-
ing our gas cell windows made it difficult to generate decent images in any of these
cases. Therefore, in order to compare the simulated images to a set of experiments,
we used a simple subtractive image processing technique to improve the experimental

images.

3.6.1 Experimental Setup

As shown in figure 3.23, the experimental setup for the GCE is similar to the methane
setup except for the introduction of the gas cell. The background source is either the

127x12” Cold plate or the 12”x12” Hot plate. The size of the gas cell and the desire to
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Figure 3.24: Drawing of gas cell design.

minimize certain depth of field problems made it necessary to place the source plate
a distance of 2.83 meters from the imaging system. As in the previous experiments,
these plates serve as both the background sources and the calibration sources.

The gas cell provides a controllable atmosphere that allows us to investigate haz-
ardous pollutants like carbon monoxide. The gas cell is a glass tube that is 50 cm
long and 43.8 cm in diameter with walls that are 3/8” thick (see figure 3.24). There
are five ports on the cell. The four outer ports can be used for exhausting the gas
inside the gas cell to the outside (we used three of them and plugged the fourth).
The middle port is for the gas input tube and the gas thermocouple. The gas input
tube is the same copper tube used in the methane experiment, submerged in a water
bath to regulate the temperature of the gas flow. Since there is long portion of the
tube between where it exits the water bath and where it ends inside the gas cell, we
applied a surface heater to the end of the tube to prevent the heated gas from cooling
before it enters the gas cell. All of the ports are sealed by rubber stoppers which
have pass through holes for the exhaust or input tubes. In addition, the stopper in
the middle port has a second hole for passing the gas thermocouple into the gas cell.
Using the gas thermocouple, we are able to measure the ambient temperature of the

cell as well as the gas plume temperature.



145

To Gas Cell
Gas Cell Manifold
Valve > Output

- \ ; , Flowmetey/
High Rate | e @ Mixing
] Manifold

Figure 3.25: Schematic of gas mixing setup.

The CO, COy and Ny are mixed using a standard gas mixing manifold. This
manifold contains four individual flow meters which have separate inputs but have
a common output through the mixing manifold. In order to form our three plumes
and purge the polluted atmosphere between experiments, these individual low meters
are connected to a cylinder of dry N, a cylinder of dry CO, and a cylinder of 3%
CO/97% Nj. The Ny, CO; and the CO/N, mixture are each connected to separate
flow meters; the Ny is connected to a high-rate flow meter for purging the gas cell
and a low-rate flow meter for use in mixing the other two gases to the appropriate
concentrations. By controlling the flow of each of the gases into the manifold, we can
accurately set the plume’s exit concentration.

In order to avoid reflections of the camera and the interior of the cell from the
windows back into the camera, the ends of the gas cell were ground to an angle
of 5°. Initially, the windows were made of 1/16 inch thick Plexiglas. Plexiglas is
approximately 88% transmissive over the 3-5 micron range and has the strength to
avoid flexing during an experiment. Unfortunately, the camera was unable to see a

10% CO, plume through the windows. Since the methane experiment demonstrated
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that a plume would be visible for concentrations above .2appeared in the images. For
this reason, we replaced the Plexiglas windows with a polyethelyne-based plastic wrap
stretched over the two ends of the gas cell. With these makeshift windows, we were
able to see the CO, plume and keep a tight seal to prevent the gas from leaking out of
the gas cell. Although more transmissive, these new windows introduced another set
of problems. Because the plastic wrap is so thin and capable of stretching and flexing,
it exhibits a certain amount of non-uniform transmission. In addition, varations of
the pressure in the cell caused the windows to bow in and out, resulting in unwanted
reflections of the cell and the end of the copper tube.

Although the windows do introduce unwanted reflections, we constructed a baffle
which would minimize the reflections for any surrounding objects (lab bench, camera
case, other lab equipment, etc.). As shown in figure 3.23, the baffle is a cardboard
box which is painted black on the inside and contains a pyramid shaped set of walls
inside. This shape prevents most direct radiation and reflections from entering the
optical system and thus reduces the unwanted reflections to a much smaller number

of sources.

3.6.2 Experimental Procedure

Calibration Procedures

The camera calibration procedure is exactly the same as in the previous two
experiments (See section 3.5). For this experiment, we imaged the CO; plume through
all three filters before moving on to the CO and the mixture plumes. After we
completed the CO; plume experiments, we decided that it was unnecessary and less
accurate to examine only one type of plume at a time. Therefore, the CO and the
CO/CO; mixture experiments were both done for the various backgrounds and gas
temperatures before changing the filters. In order to minimize the difference between
the COy experiments and the other two experiments, we made every effort to duplicate
the conditions for the camera and image calibration.

Again, the image calibration was very similar to the methane case. Once the
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camera was calibrated for a filter, we captured the hot and cold calibration images.
We did not capture different calibration images for each different background or plume
concentration. Instead, we maintained the same global gain and offset for every
experiment conducted using a specific filter. Like the camera calibration, we made
every effort to duplicate the image calibration conditions of the CO4 experiment with
the conditions for the CO and gas mixture experiments.
Purging Gas Cell

Prior to any experiment, the gas cell is purged of all of the pollutants introduced

in the previous experiment. The following procedure describes this purging process.
1. Check to make sure the CO; and CO cylinders are closed.
2. Make sure water bath is filled with cold water (=~ 15°C).
3. Close the valve to the gas cell and open the direct exhaust valve.
4. Purge the manifold with Nj at a rate of 7 1/min for 1 minute.
5. Open the gas cell valve and close the direct exhaust valve.
6. Purge the gas cell at the same N, flow rate for 20-30 minutes.
7. Check for CO/COj levels using combustion analyzer.
8. Continue purge until CO is under 15 ppm and CO, is under 1%.

Once a purge cycle is complete, the next experiment can be conducted.
Imaging a Hot Plume Against a Cold Background

For each filter and polluted plume, the procedure for generating an image of a hot
plume against a cold background is the same. The following procedure describes how

we setup the experiment and captured the standard and plume images for this case.
1. Flow N, at approximately 2 1/min through gas cell.

2. Place the Cold background plate at 283 c¢m from the lens and centered on the

optical axis. Measure its temperature.
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Measure ambient temperature inside the cell.

Capture 15 frames for use as the standard in the image difference computation.
Close the valve between the gas cell and the manifold.

Fill the water bath with hot water which is approximately 320K.

Apply 100mA of power to heater at end of copper tube.

Open the direct exhaust valve and turn off the high flow N, valve.

Set the flow rates of Ny, CO and CO, to match desired concentration percent-

ages with gas flowing out the direct exhaust tube.

Once the flows have stabilized, open the valve to the gas cell and close the direct

exhaust valve.

Capture 30 frames of gas plume.

Measure the plume temperature with the gas thermocouple.

Close the valve to the gas cell and close CO and CO, cylinder valves.

Begin purge process.

Imaging a Cold Plume Against a Hot Background

Once all of the images of the hot plumes against a cold background have been

captured for the current filter, we repeat the same procedure for cold versions of the

same plumes against a hot background. For these plumes, the water must be at 290K

and the heater at the end of the tube must be off. In addition, we replace the cold

background with the hot background. Other than these changes, the procedure is the

same as the hot plume against a cold background.
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3.6.3 Simulation Setup

Like the methane experiment, tables 3.10 through 3.12 contain the camera settings,
background temperature measurements and gas parameters for each of the three
filters. Since several parameters are the same for the hot plume/cold background
and cold plume/hot background cases, we placed the parameters for both cases in
the same column of these tables. Using these parameters, IRIMAGE models the
background and calibration images as well as the atmospheric conditions and the
imaging system for each filter. The coordinates of the imaging VGO are (Om, Om,
2.83 m) in the WCS while the end of the copper tube in the gas cell is at an angle
of 6 degrees below the horizontal (X-axis) and is at the WCS coordinates (-.127m,
.09m, 2.464m). Although the tube is barely visible in the experimental data, we have

ignored its presence in the simulations because we were unable to acquire its surface

temperature.

Parameter 10% CO, | 1% CO | 6.6% CO,, 1% CO
Hot Plate T 31945 K | 31955 K 319.55 K
Cold Plate T 20465 K | 29475 K 294.75 K
Integration Time 5.21 ms 5.21 ms 5.21 ms
Frame Rate 30 Hz 30 Hz 30 Hz
H/C: Tsource 319.45 K | 319.55 K 320.25 K
H/C: T yus 29465 K | 294.15 K 294.60 K
H/C: Tompient 293.60 K | 294.00 K 294.45 K
C/H: Tsource 29465 K | 294.05 K 293.85 K
C/H: T gqs 20995 K | 301.95 K 301.95 K
C/H: T gmpient 29595 K | 29525 K 295.40 K

Table 3.10: Parameters for CO and CO, experiments using the filter N04235-4.
(Acentrar = 4.235 pm, FWHM = 181 pm, Teqr = .870)
(C/H: Cold Background, Hot Plume - H/C: Hot Background, Cold Plume)

IRIMAGE represents a static approximation of the gaseous plumes of CO, CO, or
a mixture of both using the same two cylinder construct as in the methane experiment.
The small cylinder contains 100% of original concentration of the pollutant (CO,
CO4 or mixture) while the larger cylinder is reduced to 25% of the original pollutant

concentration. The physical dimensions of the two cylinders vary slightly from the
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Parameter 10% CO, | 1% CO | 6.6% CO,, 1% CO
Hot Plate T 316.45 K 316.75 K 316.75 K
Cold Plate T 293.35 K 294.70 K 294.70 K
Integration Time | 32.81 ms 32.81 ms 32.81 ms
Frame Rate 30 Hz 30 Hz 30 Hz
H/C: Tsource 316.45 K 316.75 K 316.80 K
H/C: Tyas 294.05 K 294.95 K 295.00 K
H/C: Tampient 293.55 K 294.95 K 295.05 K
C/H: Tsource 293.35 K 295.50 K 295.00 K
C/H: T yas 300.95 K 301.45 K 301.25 K
C/H: T ambient 293.85 K 295.65 K 295.65 K

Table 3.11: Parameters for CO and COy experiments using the filter N03689-4H.
(Acentrar = 3.686 pm, FWHM = .042 pm, Tpeqr = .727)
(C? Cold Background, Hot Plume - H/C: Hot Background, Cold Plume)

Parameter 10% CO, | 1% CO | 6.6% CO,, 1% CO
Hot Plate T 318.75 K | 318.15 K 318.15 K
Cold Plate T 294.65 K | 294.25 K 294.25 K
Integration Time | 5.21 ms 5.21 ms 5.21 ms
Frame Rate 30 Hz 30 Hz 30 Hz
H/C: Tsource 318.75 K | 318.15 K 318.15 K
H/C: Tyus 295.25 K | 294.75 K 294.65 K
H/C: T ompient 205.35 K | 294.25 K 295.75 K
C/H: Tsource 203.75 K 1293.75 K 293.95 K
C/H: T yus 302.15 K | 303.35 K 302.05 K
C/H: Tompient 294.25 K | 296.85 K 295.45 K

Table 3.12: Parameters for CO and CO, experiments using the filter N04693-4.
(Acentrar = 4.693 pm, FWHM = 167 pm, Tpear = .785)
(C/H: Cold Background, Hot Plume - H/C: Hot Background, Cold Plume)

methane experiment. The small cylinder is 25cm long with the end closest to the
nozzle having a radius of 4mm while the other end has a radius of 2mm. The larger
cylinder is also 25cm long, but the radius nearest to the nozzle is only 2mm while
the other end has a radius of 30mm. We approximate the orientation of the exhaust
cone by rotating these two cylinders so that their centerlines lie in the XY plane of
the WCS and are rotated around the Z axis at an angle of 6°. The center point of
both cylinders is placed at (.01m, .085m, 2.464m) in the WCS.

The background scene is modeled just using the standard image used for the
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calibration plates (See figure 3.10). Since we are not modeling the end of the exhaust
tube in this case, the Scene object only loads a single image. This image either
represents the hot background plate or the cold background plate. Each simulation
sets the plate temperature based on the experimentally measured temperature while
the emissivity is set to lie between .88 and .885.

IRIMAGE is unable to simulate the problems related to the thin plastic windows.
This would require modeling a spatially variant filter outside of the imaging system.
Unfortunately, IRIMAGE can only simulate a partially transmissive surface on the
imaging VGO outside of the imaging system (Scene object using a soft matte). There-
fore, these problems must be ignored in the simulations. This factor must be kept in

mind during the image comparisons that follow in the next section.

3.6.4 Comparison of Results

The primary goal of these experiments was to determine the effectiveness of detecting
carbon dioxide and carbon monoxide using passive multi-spectral IR imaging. We
present the results of the experiments and subsequent simulations here. We used a
three filter setup so that we could isolate the CO and CO, bands from each other.
The third filter is a clean filter which allows us to discriminate the background sources
from the plume. For each plume type (CO and CO, concentration) and filter, we only
looked at the two cases of a hot plume against a cold background and cold plume
against a hot background. These two cases represent the extremes that one might
encounter when passively imaging a plume of polluted gas. Since the validity of
IRIMAGE has been demonstrated by the previous two experiments, the comparisons
discuss the simulated results as predictions of what the expected images should be.
This discussion will demonstrate that passive imaging of these pollutants is possible
but does face certain problems.

As mentioned above, the windows of the gas cell created several problems with
detecting the plumes. This made comparing experiment images with simulated im-

ages very difficult because IRIMAGE was unable to simulate these problems. The
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Figure 3.26: Images of a cold plume of CO; against a hot background looking through
the N0-4235 filter. Demonstrates the problems caused by the gas cell windows and
shows the image processing solution.

(a) Expt: Full Range = 0 to 3800. (b) Sim: Full Range = 372.5mV to 740mV.

(c) Expt: Nar. Range = 2800 to 3800. (d) Sim: Nar. Range = 643.3mV to 740mV.
(e) Expt: Diff. Range = -25 to 175. (f) Sim: Diff. Range = 689.2mV to 706.6mV.
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techniqué of enhancing the captured images by reducing the size of the range and its
starting point failed to generate images that clearly showed the plumes. However,
using a standard image processing technique of subtracting a standard image (no
polluted plume) from these images, we were able to significantly reduce the effects of
the windows. Figure 3.26 shows the experimental and simulated images of a plume
of 10% COg over the full range, a narrow range and the image processed range of
values. Although the IRIMAGE cone model predicts that the plume should be visible
in all three ranges, the problems with the windows mask out any noticeable change
in the full and narrow range images. But the image processed version does show the
expected COy plume. In most cases, the expected plumes became easier to see in the
image processed images. Some of these plumes were only visible when watching a se-
ries of frames and seeing changes in the area of the image that we expected the plume.
Therefore, in this discussion, there may be images where a plume is expected but not
noticeable. For those cases, we will point out if a plume was visible when looking
at series of frames. All of the experimental images presented have been processed
by this subtraction technique. The simulated images use a voltage range consistant
with the range of the experimental image and an offset to make the simulated image
match the overall appearance of the experimental image. In all of these figures, the
experimental images are on the left and the simulated images are on the right.
Figures 3.27 through 3.29 present the images of cold versions of the three plume
types against a hot background. By looking at the results of all three experiments
together, we can make some simple observations about each experiment and also
compare them together. In figure 3.27, the plume consists of 10% CO, and 90%
Ny. We can see that IRIMAGE predicts that the plume will only be visible through
the CO, filter. The images from the experiment agree with this prediction. A clear
plume of carbon dioxide does appear to be flowing out of the nozzle in figure 3.27c,
but nothing seems to be visible through the other two filters. For the case of a
plume of 1% CO in figure 3.28, IRIMAGE predicts that we should see a plume of CO
that is fainter than the COs plume. We also note that the MODTRAN artifacts in
3.28d may indicate that the CO band is slightly visible through the COs filter. An
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Figure 3.27: Images of a cold plume of 10% CO, against a hot background.
) Clean filter (N03689-4H, Pixel Range = 0 to 150).

b) Clean filter (N03689-4H, Voltage Range = 481mV to 494.1mV).

c) CO, filter (N04235-4, Pixel Range = -25 to 175)

d) CO; filter (N04235-4, Voltage Range = 689.2mV to 708.6mV).

e) CO filter (N04693-4, Pixel Range = -75 to 75).

(a
(
(
(
(
(f) CO filter (N04693-4, Voltage Range = 1.519V to 1.557V).
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Figure 3.28: Images of a cold plume of 1% CO against a hot background.
(a) Clean filter (N03689-4H, Pixel Range = -150 to 0).

(b) Clean filter (N03689-4H, Voltage Range = 483.1mV to 496.3mV).

(c) COq filter (N04235-4, Pixel Range = 70 to 170).

(d) CO; filter (N04235-4, Voltage Range = 705mV to 714.4mV).

(e) CO filter (N04693-4, Pixel Range = -25 to 75).

(f) CO filter (N04693-4, Voltage Range = 1.508V to 1.534V).
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Figure 3.29: Images of a cold plume of 6.67% CO3/1% CO against a hot background.
) Clean filter (N03689-4H, Pixel Range = -75 to 75).

b) Clean filter (N03689-4H, Voltage Range = 485.3mV to 498.4mV).

¢) CO; filter (N04235-4, Pixel Range = -225 to -25).

d) CO, filter (N04235-4, Voltage Range = 677.8mV to 697.3mV).

e) CO filter (N04693-4, Pixel Range = -200 to 0).

)
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(f) CO filter (N04693-4, Voltage Range = 1.486V to 1.540V).
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important result here is that the experimental results seem to indicate that the CO
plume is not visible through the CO filter. However, this occurs because the image
processing is unable to eliminate the effects of the windows without washing out the
plume. By watching a set of 30 captured frames, the CO plume becomes noticeable.
Unfortunately, a single image is not enough for this case. As predicted, the plume is
not visible through the other two filters. As a result of these first two experiments
and the subsequent simulations, it is clear that the CO and COs filters are capable of
isolating the two consituents from each other while the clean filter prevents any part
of the background source from being mistaken as part of the plume.

For the case of a plume that may be a mixture of both gases, it should be possible
to determine the existence and relative concentrations of the two gases based on the
above results. The experimental and simulation results presented in figure 3.29 are
from an example of such a case. In this experiment, the plume consists of nitrogen
with 6.67% COq and 1% CO. IRIMAGE predicts that both a plume of CO, and
CO should be visible. Experimentally, the results are less clear. A faint CO, plume
is visible through the COs filter, but again the CO plume is not visible in a static
image. Like before, the CO plume is only visible when watching an animation of the
30 captured frames. The clean filter does remain clean, which confirms this plume is
not part of the background. We conclude that for the case of a hot plume against
a cold background, it is possible to determine the existence of both CO and CO,
using multi-spectral methods. However, further experimental work must be done to
determine the ability to accurately measure the concentration for cases like this.

Figures 3.30 through 3.32 present the imaging results for the other case; a hot
plume containing CO, CO; or a mixture of both against a cold background. While
the previous case relied on the absorption of the background radiation by the plume,
this case relies on the emission of radiation by the CO and COj in the various plumes.
Before discussing these three experiments, it must be noted that a reflection of the
nozzle is visible for all three filters and should be ignored (one of the reasons for the
clean filter). In addition, the edge of the gas cell and other reflections are visible in

the CO filter; these should also be ignored. In figure 3.30, the plume consists of a
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Figure 3.30: Images of a hot plume of 10% CO, against a cold background.
) Clean filter (N03689-4H, Pixel Range = -50 to 50).

) Clean filter (N03689-4H, Voltage Range = 180.3mV to 189.1mV).

c) CO, filter (N04235-4, Pixel Range = -10 to 35).

d) CO, filter (N04235-4, Voltage Range = 409.3mV to 413.6mV).

e) CO filter (N04693-4, Pixel Range = 0 to 100).

f) CO filter (N04693-4, Voltage Range = 670.5mV to 696mV).

(a
(b
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Figure 3.31: Images of a hot plume of 1% CO against a cold background.
(a) Clean filter (N03689-4H, Pixel Range = -100 to 100).

(b) Clean filter (N03689-4H, Voltage Range = 194.4mV to 211.9mV).

(c) CO;, filter (N04235-4, Pixel Range = -25 to 30).

(d) CO, filter (N04235-4, Voltage Range = 416.7mV to 421.9mV).

(e) CO filter (N04693-4, Pixel Range = 5 to 20).

(f) CO filter (N04693-4, Voltage Range = 683.8mV to 687.7mV).
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mixture of 10% CO; and 90% nitrogen. The IRIMAGE static cone model predicts
that a bright plume of CO, will be visible through the CO, filter, but neither of the
other two filters. The experimental results agree. The image looking through the CO,
filter does have a bright plume against the cold background. The other two filters
show no trace of the plume. In the case of the plume containing 1% CO and 99%
nitrogen, IRIMAGE predicts that the plume should be visible through the CO filter.
In addition, IRIMAGE predicts the presence of a very faint plume through the CO,
filter. This confirms our earlier observation that the CO band is wide enough to be
detected by this filter. However, the signal is very faint making it likely that it may
be lost in the noise or overwhelmed by the existance of CO,. IRIMAGE does predict
the clean filter to remain clean. Unlike the other case, the plume of CO is visible in
the static image and is not visible through the other two filters. Like the results from
the hot background/cold plume case, it is still possible to isolate the CO and CO,
bands using the two filters. In addition, it appears that it is easier to detect a plume
of CO under these conditions than in the other case.

As before, we investgated the case of a hot plume containing a mixture of nitrogen,
6.67% CO,, and 1% CO against a cold background. In figure 3.32, the simulations
predict that the CO and CO, plumes will both be present and detectable. Similar to
the case of the hot background and cold plume, the experimental results agree with
what we expect. A plume of CO is visible through the CO filter and a plume of CO,
is visible through the CO, filter while the clean filter remains clean. These results
in conjunction with the results from the other cases prove that pollution detection
using passive multi-spectral infrared imaging is possible under a variety of conditions.
Although possible, these experiments also point out that futher experimentation and
simulation is necessary before a system should be built. Another important result
of these experiments is the successful use of IRIMAGE as a supplemental tool for

predicting the outcome of an experiment.



162
3.7 Conclusions

These experiments lead to several conclusions regarding passive, multi-spectral in-
frared imaging. The experiments conclusively verify that IRIMAGE is capable of
simulating the infrared imaging process with reasonable accuracy. They also point
out certain areas that should be addressed in future versions of IRIMAGE. Although
this verification is important, the results related to pollution detection are even more
significant. These experiments clearly demonstrate the viability of gaseous pollution
detection using passive, multi-spectral infrared imaging. In addition, it is clear that
further experimentation and simulation leading to certain advances in technology and
system design will also be necessary. Overall, these experiments were quite successful
in achieving the goals set forth and should serve as the starting point for further
ivestigation into multi-spectral IR imaging.

It was important to prove that IRIMAGE could generate simulated images that
were comparable to images generated by experiment. Although certain discrepancies
existed, most of these were related to the calibration procedure and certain approx-
imations made in representing the gas plumes and the surfaces. The calibration
procedure relied on a constant temperature across the entire plate surface. Unfortu-
nately, the methods employed to heat the surfaces, could not successfully maintain
such a situation. In any case, the effects were minor. Although the approxima-
tions were made when the simulation was setup and not inside IRIMAGE, they were
neccessary because of certain limitations in IRIMAGE. For instance, we could not
properly approximate the plumes using a many cylinders because MODTRAN re-
quires the individual layers of the profile to be greater than a Imm to avoid artifacts.
Adding more cylinders would have caused more artifacts which would have made it
more difficult to tell the difference between a correct calculation and an artifact In
addition, an acceptable plume model would have required additional code to generate
a properly diluted plume that did not incur the same problems with MODTRAN .
Until a better atmospheric model is available, this problem will persist.

The noise model was another major problem with the simulated images. For
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the filters greater than 4 microns, the noise model seemed to work quite well. As
the filter bandwidths got smaller and their peak transmissions became less than 4
microns, the noise model began to under-estimate the amount of noise in the image.
This is most likely due to the detector noise becoming the dominant noise in these
cases. For the cases of short wavelength and small bandwidth, the number of incident
photons approaches, and may go below, the minimum number of photons required
for background limited performance (BLIP). When this occurs, the detector noise
begins to dominate (definition of the BLIP limit). Therefore, IRIMAGE needs to
incorporate detector and readout noise for filters with short wavelengths and small
bandwidths.

The methane and gas cell experiments conclusively demonstrated the promise of
multi-spectral infrared imaging in pollution detection. It was possible to isolate and
detect the constituents of several different plumes using a multi-filter arrangement.
Although we were able to qualitatively detect the plumes, quantitative determinations
of the gas concentrations may be more difficult. This difficulty lies in the fact that
the detected change in the incident photons due to a polluted plume relies on the
temperature of the background source. For a hot background, the plume reduces the
number of photons through absorption. For a cold background, the plume increases
the number of photons by radiating them. A solution might be to use the third
filter (or more) as a temperature sensor. If we could determine the temperature and
emissivity of the background, it might be possible to process the images from the two
filters to account for the background source. Further experimentation and simulation
should be conducted to determine the best method of solving this problem.

Despite the success of these experiments, certain limitations do exist. The need to
recalibrate the camera for each filter made it impossible to conduct these experiments
in real time. The recalibration process took between 15 and 30 minutes each time.
In order for multi-spectral IR imaging to be useful, this calibration time must be
on the order of a few milliseconds or eliminated entirely. Using current technology,
this might be possible using filters that have central peaks and bandwidths that do

not require recalibration after a new filter is rotated into view. In this case, the
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average number of photons collected by each filter must be of the same order. If
each filter had similar transmission curves, the bandwidths of the shorter wavelength
filters would need to be larger than the longer wavelength filters. Furthermore, the
temperature range of the measurement would greatly influence the filter selection.
Although a system like this would be reasonable in an academic or research setting,
the expense and maintenance of such a system makes it impractical as a commercial
system. Therefore, a new type of imaging system is needed such as an imager with a
micro filter on each detector; a stack of detectors, each with a different cutoff; or even
multiple FPA systems with a different filter per FPA. The challenge is to determine
the best systems for passive, multi-spectral infrared imaging and implement it, and

IRIMAGE provides the basic tools to make this determination.
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Appendix A Block Diagrams of
IRIMAGE

Part A of this appendix contains a series of block diagrams of IRIMAGE. These
block diagrams describe how the major programming objects are organized. They
are designed to give the reader a graphical view of how the various pieces of IRIMAGE
are put together to form the major elements of the simulation. The following is a

listing of the five diagrams:

e Diagram A.l shows how the six major elements of IRIMAGE are connected

together.

e Diagram A.2 shows how the Image Database, the VIO Database, the Layout
Database and the Imaging VGO are contained within the Scene Object.

e Diagram A.3 shows how the MODTRAN object, the Geometric Model Database
and the Atmosphere VGO are contained within the Atmosphere Object.

e Diagram A.4 shows how the four detector databases are contained within the

Detector Object.

e Diagram A.5 shows how the Optics Object, the Output Object, Element Database
and Unit Cell Database are connected through the FPA Object.

These diagrams designate the major objects and databases as rectangles; databases
that are part of larger databases or part of elements of a database (like key frame
databases) as diamonds; and non-database elements of a major database as well as
objects that store important data as circles. These diagrams do not attempt to

demonstrate how IRIMAGE works, only how it is put together.
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Figure A.1: Diagram showing how the six major objects are connected in IRIMAGE.
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Figure A.3: Diagram showing the supplementary objects in the Atmosphere Object.
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Figure A.4: Diagram showing the supplementary objects in the Detector Object.
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Appendix B Interpolating Volumetric
Data onto a 3D Orthogonal Grid

B.1 Introduction

There are several approaches to defining a three-dimensional scene in a computer
environment. The most straightforward approach is to define geometric models as
bounding surfaces and assign each model a certain location and orientation [1]. This
method can produce amazingly photo-realistic images and has become the most popu-
lar form for computer graphics. Another method creates primitive volumetric models
(spheres, boxes, etc.) and places them in the 3-D environment to form more complex
models. Modeling techniques like Constructive Solid Geometry [2] and voxel-based
octrees [3] utilize this method. Volumetric representations may not produce photo-
realistic images, but they are quite useful for imaging applications which require faster
image production or contain lots of volumetric data. The third technique employs
some form of mesh generation algorithm, such as the Advancing Front method [4, 5],
to represent the surface of an object by filling the space surrounding the object with a
3D mesh of points. We call this technique Negative Space Filling (NSF) because the
interior of objects is not filled with the mesh, only the empty space around the objects.
This technique is useful when solving three-dimensional differential equations numer-
ically or conducting a finite element analysis (e.g., aerospace applications, mechanical
engineering, etc.).

A scene composed of volumetric representations may not give a completely ac-
curate surface representation, but it does contain important volumetric information
about the models in the scene. The most popular form of this type of data rep-
resentation utilizes the concept of vozels. Voxels are box structures which act like

building blocks. When they are stacked in a particular order, they form a volumetric
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representation of a geometric model. The simplest form of a voxel representation is
called Space Occupancy Enumeration (SOE) [6]. An SOE representation divides the
space surrounding and containing a geometric model into a regular set of 1-bit boxes.
Each box is either inside the object (bit = 1) or outside (bit = 0).

Our approach builds on the basic SOE representation. In most cases, only the
voxels that make up the geometric model are stored; the rest are discarded. Such a
procedure only represents individual geometric models and not entire scenes. We have
chosen to modify this SOE-Voxel approach by using a concept from the NSF method.
In our case, we divide our entire working space into a regular lattice of identical grid
bozes, i.e., voxels, to form an orthogonal, three-dimensional grid. We define, store
and manipulate this grid and the individual voxel information through the use of
the Versatile Grid Object (VGO) which is discussed in section B.2. Unlike the NSF
method, we do not remove points and/or adjust the lattice to define bounding surface.
Instead, each voxel stores a specific set of values that associate it with a particular
geometric model or the space between models. As one can see, this extends the SOE
representation beyond the simple 1-bit methodology.

In order to effectively use the VGO to represent an entire scene, we developed
an object-oriented construct which facilitates the placement of volumetric data into
the individual voxels of the VGO. In section B.3, we introduce the concept of the
Universal Primitive Object (UPO). Each UPO represents a specific set of volumetric
data using a geometric model that defines the bounding surface of the data and
an accompanying data index which links a set of data to the volume enclosed by
the surface. The geometric model employs a polygonal-based surface representation
which approximates a three-dimensional surface with a patchwork of two-dimensional
polygons. The UPO is flexible enough to build virtually any primitive object while
it is also well suited for our “Slice and Dice” interpolation algorithm.

In section B.4, we discuss the “Slice and Dice” algorithm for interpolating UPO-
based models onto a VGO. This algorithm employs a set of cutting planes that slice
each UPO along the Z-axis of the VGO. The result is a series of curves on the cutting
plane that represent the intersection of the plane with the surface of the UPO. These
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curves are then interpolated with a two-dimensional grid using a published interpola-
tion algorithm. This 2D grid is a projection of the 3D VGO on the cutting plane and
represents the voxels that intercept the cutting plane. Finally, our algorithm asso-
ciates a voxel with the volumetric data of the UPO if its associated 2D grid rectangle
has more than 50% or its area inside the intercepted curve. In this way, bounded
surfaces are interpolated onto the VGO.

In section B.5, this chapter introduces how the VGO, UPO and the interpolation
algoithms are used in the application IRIMAGE. IRIMAGE uses the concepts devel-
oped in this paper to model the conditions of the atmosphere in an infrared scene.
This application takes advantage of the various aspects of these program objects and

the interpolation algorithm that links them together.

B.2 The Versatile Grid Object (VGO)

The Versatile Grid Object is a self-contained program object that stores either integer
or floating point data in a 1, 2, or 3 dimensional, regularly spaced, orthogonal lattice
construct, i.e., grid. The grid contains its own coordinate system and transformation
matrices which link any point in the Grid Coordinate System (GCS) to a point in
World Coordinate System (WCS). Grid point data entry and retrieval can be con-
ducted using either a set of three integer indexes (X,Y, Z) or real coordinates (z,v, z)
in either the GCS or WCS. In addition, support exists for using 3-Vector representa-
tion of these coordinates or indexes (¥ = zX + y¥y + 22). Furthermore, support exists
to assign a specific “object index” to grid points that contain data from a particular
object (image, UPO, etc.). These properties make it possible to store, manipulate
and retreive data associated with sources like images and three-dimensional bounded

volumes.

B.2.1 The Grid Coordinate System (GCS)

The VGO has its own internal coordinate system called the Grid Coordinate Sys-
tem (GCS). The origin of the GCS lies at the center of the VGO’s grid, defining a
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symmetric octant (quadrant in 2-D) structure. Since most of the applications that
will use the VGO have their own coordinate system, we define the overall coordinate
system of an application to be the World Coordinate System (WCS). Given the lo-
cation and orientation of the VGO’s grid in the WCS, the GCS constructs a set of
transformation matrices that link the GCS to the WCS. These matrices map a point
in the WCS to a point in the GCS and vice versa by translating and/or rotating the
point. The only requirement for the GCS, with regards to the WCS, is that the GCS
and WCS are based on the same units. In other words, the distance between any two
points in the WCS is the same after they are transformed to the GCS. The spacing
between each grid point is defined with respect to the GCS so that each grid point’s
location is defined in the GCS. The physical size of the VGO may be scaled, but this
does not affect the transformation matrices because it only scales the spacing between
grid points and not the GCS itself. Figure B.1 shows the relationship between the
GCS and WCS and how various transformations effect this relationship. Note in this
figure that change of scale only makes each grid box larger, but does not affect the
coordinate system. This relationship between the GCS and the WCS allows all op-
erations internal to the VGO to be completely disconnected from the WCS, thereby
simplifying many of these VGO operations.

The following equations define the basis matrices for the corresponding trans-
formation matrices. These matrices correspond to the standard form for three-

dimensional computer graphics [7].

-

The Translation Matrix ((T(d)) and Scale Matrix (S(s))

000 d, s, 0 0 0
~ looo 4 0 s, 0 0
T(d) = Nose=|

00 0 d 0 0 s 0

000 1] 0 0 0 1
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The Rotation Matrices (Rx(0), Ry (w), R.(¢))

1 0 0 0 cosw 0 sinw 0
0 cosf —sind 0 0 1 0 0
RX(Q) = Ry(w) =

0 sinf cosd O —sinw 0 cosw 0
-O 0 0 1_ ] 0 0 0 1_

-coscb —sing 0 Ou

sing cos¢p O O

R,(¢) =
0 0 10
I 0 0 0 1_

Using simple matrix multiplication, we can generate the transformation and in-
verse transformation matrices. The order of this multiplication is extremely important

and care must be taken to define the angles properly. With this in mind, equations

(A.2.1) and (A.2.2) define this order.

Mwcs—cges =Rz Ry Ry - T (A.2.1)
Mges—wes = T7H- R Ry -R,? (A.2.2)

—

Changing the grid point spacing vector (G) conforms to a simple matrix-vector

multiplication of the scaling matrix, S, and G:
G'=8.G (A2.3)

Equation (A.2.3) transforms the grid point spacing for all three axes of the VGO.
As mentioned, a change in scale only effects translating the GCS coordinates of the
grid point into the integer indexes required for retrieving data from the grid. In
addition, the scaling matrix is always stored and acts on the spacing vector whenever
the spacing vector is called. Thus, the original spacing remains unchanged so that

every time a change of scale occurs, it is an absolute change of scale and not relative
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to the previous scaling.

B.2.2 Data Storage in the VGO

The internal structure of the VGO is made of a one-dimensional, integer-based Object
Index Array (OIA) and a one-dimensional Flexible Data Array (FDA) that stores ei-
ther integer or floating point data. The OIA is an array of indexes that link particular
data set objects (images, UPO’s, etc.) with the grid points that are affected by the
object. For instance, if a geometric model like a box or a sphere is interpolated onto
the VGO, each grid point residing inside the model would have its OIA index set
to the unique integer that represents the model. This makes it possible to quickly
determine which points are associated with a particular object when changing the
VGO or removing that object from the VGO. If this link is unnecessary, the OIA

may store a link to an external data structure which eliminates the need for the other

data array.
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Figure B.2: Example of how data array is stored in the VGO: (a) Perception of data
stored in a 2D data aray. (b) Actual 1D array structure.

The FDA can store multiple variable values in each grid point of the VGO. For
a VGO with N grid points and M data values stored at each point, the FDA stores

N - M values. Figure B.2 demonstrates how the data is stored as a one-dimensional
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array although its access may appear more two-dimensional, i.e., the coordinates and
a data index. The one-dimensional nature makes it possible to dynamically allocate
the memory at run-time instead of fixing one or more of the dimension sizes as required
for a multi-dimensional array. The variable order and number of variables may be
defined at anytime including during run time. There are several easy to use routines
for loading and retrieving both the OIA index and the various FDA values. This
protects the integrity of the VGO, while allowing the programmer to manipulate the
VGO’s contents. The VGO also maintains a default array to store a set of default
values for each grid point. This array is useful whenever the program needs to return
a grid point to a default setting.

Although the OIA and FDA are one-dimensional in nature, their association with
a specific grid point location is defined by three integer indexes corresponding to the
three primary axes of the GCS. In addition, a fourth index determines which one of
variables stored at each grid point to access. The integer indexes are always positive
where the (0,0, 0) position represents the minimum physical coordinate of the VGO
and the (X, Yinazs Zmaz) TeSpresents the maximum physical coordinate. Since the
VGO’s grid is orthogonal and the grid points are regularly spaced, any lattice point
can be defined by a simple integer triplet (XY, Z) which does not need to be stored.
Instead, the regular nature of the VGO allows it to use equations (A.2.4) and (A.2.5)
to convert a multi-dimensional integer index into a single unique index for accessing
the one-dimensional arrays.

Object Index Array (OIA) & Flexible Data Array (FDA) Indexes

OTApa(X,Y, Z) = X + (Nx)Y + (NxNy) Z (A.2.4)

FDAuna(X,Y, 2, V) = Ol Apa(X,Y, Z) + (Nx Ny N, )V (A.2.5)
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where

Nx, Ny, Ny = Total # of grid points along each axis
X,Y, Z = Integer index values for the current grid point

V' = Index that indicates which element of the FDA should be set or retrieved

The VGO may use the integer index of a grid point to calculate its physical
coordinate, (x,y,z), in the GCS. Using the quantities defined above with the grid

point spacing vector, é, the VGO can compute (x,y, 2):

e= (X~ TN, y=(¥ -

N
)G, z=(Z-=2)G.

(A.2.6)

Similarly, the nearest integer index can be found by reversing (A.2.5) and rounding
to the nearest integer value.

Using the WCS to GCS transformation matrices, it is even possible to retrieve the
data for a grid point by using its WCS coordinate. By transforming the coordinate
to GCS, it can then use the above schemes to retrieve the nearest point in the grid
and its associated values. In addition, the accessing scheme may be used for 1D and
2D cases by setting the number of points along one or two of the axes to a value of
one, e.g., Nz = 1 for a 2D grid. The accessing scheme then adjusts instantly.

The VGO does not contain routines which interpolate any type of image, UPO
or other objects onto it. Instead, each of these objects that define 2-D images and
3-D bounding surfaces must have their own interpolation algorithms. By doing so,
the VGO is separated from any of the objects that might be interpolated on it. This
avoids the VGO being constantly adjusted for new geometric objects and interpolation

algorithms.
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B.3 Defining Bounded Volumes for Interpolating

on the VGO

With a VGO in place, it is possible to discuss how one goes about defining a bounded
volume to be interpolated on the VGO. The two major components of a bounding
volume are the bounding surface which defines the physical extent of the volume and
the parameters that make the volume different from its surroundings. As discussed,
various methods exist for defining the bounding surface of an object. Polygon-based
surface modeling is accepted to be the most flexible and straightforward method-
ology for generating geometric surfaces. With this in mind, we introduce a hybrid
form of polygon surface modeling that improves the interpolating of surface models
on the VGO. In addition to the surface modeling technique, it is also necessary to
incorporate the volumetric data into our approach to modeling bounded volumes. To
accomplish this, each bounded volume is represented by a three-dimensional, “smart”
geometric model called a Universal Primitive Object (UPQO). We use the term ‘“uni-
versal” because it is capable of building any type of simple primitive surface model
(sphere, box, cone, etc.) as well as many other more complex objects. Each UPO not
only contains the algorithms and variables ncecessary to build the surface model, but

it also stores the volumetric data to be interpolated on the VGO.

B.3.1 Defining Bounded Surfaces Using Polygonal Surface
Modeling

In the process of defining the algorithm for intercepting a plane with a bounding
volume, we surveyed the methods for creating geometric models in computer graph-
ics (CG). The most prevalent method for defining models is to build the bounding
surface from a set of two-dimensional polygons wrapped around the surface. This
produces a piece-wise approximation of the surface. Furthermore, all other surface
representations can be approximated using this method. Since this method is the

most straightforward and popular method, we chose to use it as our basis for inter-
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polating three-dimensional volumes onto the VGO.

In standard CG, polygon surface modeling can be defined in two ways. The
polygon-based method treats and stores each polygon of the bounding surface as a
separate geometric object. Each polygon stores its own point coordinates and is
independent of all other polygons. As can be seen in figure 3-1a, every point that
is shared by more than one polygon is stored multiple times. Although this is the
quickest method to generate a surface, it is highly inefficient.

In the edge-based method, each polygon stores an ordered list of edges which
define its circumference [8]. In addition, each edge end point on the surface is kept
n a separate point array. By doing so, each edge just stores the point array indexes
of the two end points in the edge array. Since the edges are also stored in an array,
each polygon just stores a list of array indexes as well. Figure B.3b demonstrates how
the polygons are inherently linked to each other through their common edges. This
method does require a few more steps to generate the model, but there is a significant
improvement in memory use.

In a polygon-based surface model, each polygon is independent so that any surface-
plane intersection may require cycling through the same edge twice. However, the
edge-based method will only need to intercept any edge once, making it more efficient
in both memory and speed. In our algorithm, we utilize a hybrid approach which is
basically the edge-based method with a few minor additions. This algorithm utilizes
three distinct data structures:

The Point Array Structure

This structure simply stores the three-dimensional coordinates for every vertex
point on the surface using a 3-Vector data type. The array structure is just an
unordered one-dimensional array of 3-Vectors. The array can be unordered since the
points will be linked to edges via their array index.

The Edge Array Structure

Like the edge-based approach, this array stores the pointers (integer array indexes)

to the end points of each edge line. Since the model will be intercepted by a cutting

plane, we also incorporate two more integer pointers which store the two polygons
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Figure B.3: Two methods of defining a bounded surface.

(a) In a polygon-based

system each edge that is common to two polygons is stored twice (once by each
polygon). (b) In an edge-based system, each edge that is common to two polygons is

stored only once since polygons only store pointers to edges.
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that share the common edge. The usefulness of this additional information will be
discussed later.
The Polygon Array Structure

The polygon array structure stores the pointers (integer array indexes) to the
edges that make up the polygon. We use triangular polygons which automatically
maintains an ordered list of edges. In any polygon surface model, it is best to use tri-
angular polygons when possible. Although less efficient memory wise, using triangular
polygons ensures that each polygon is always planar (required for correct modeling)

since 3 points can only define a plane while more can describe a non-planar surface.

B.3.2 The Universal Primitive Object (UPO) Model

In the process of developing the VGO-Bounded Surface interpolation algorithm, the
idea of a Universal Primitive Object was developed. The UPO has the same structure
and generation properties of the classic primitive shapes (ellipse, cone, cylinder and
box). In addition, the UPO’s structure allows defining and modeling of extruded
shapes and surfaces of rotation. Although it uses the edge-based concepts, the UPO
can easily be extended to the classic polygon-based method as well. In either case,
each surface is built using triangular polygons. While the UPO may be slightly
memory inefficient, it is these characteristics that allow the universal idea as well as
improve the speed of the building and interpolation process.

The UPO model utilizes two basic constructs, multiple control contours and two
end points. The series of control contours define the external point structure of the
UPO. The contours can define most of the surface, but they can’t close the surface
at the two ends of the surface. Instead, the UPO caps off the surface by connecting
the first end point to the first control contour and the last end point to the last
control contour. Both the control contours and the end points must be defined in the
UPO’s own coordinate system which is called the Primitive Object Coordinate System
(POCS). This coordinate system does not need to coincide with the WCS, but like

the GCS it must maintain the same base unit (e.g., feet, meters, etc.) so that points
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in the POCS can be transformed to either the WCS or the GCS.
Control Contours

These contours circumscribe the outer surface of the object. Every contour has the
same number of points. Each contour is defined using either a pre-defined set of points
or is built using a center point, radius value and orientation vector. Most primitive
shapes may be defined by contours which are built using a center point, radius and
orientation vector. However, more complex shapes may require the contours to be
pre-defined. The only restriction is that only one of these methods may be used to
define a particular UPO.

Once the individual contours are set up, they can be connected together or to one
or both of the end points. If the contours are built, the points are regularly spaced
around the contour by the angle . In addition, every other contour is rotated by 6/2
with respect to its adjacent contours. This provides a smoother surface as well as a
more generalized method of connecting multiple rings.

Adjacent contours can be connected in two ways. The first method simply con-
nects the individual points of each contour to form the edges of a closed contour. Then
the adjacent contours (or end points) are connected to the current contour to form
the edges of a set of triangles that wrap around the surface. Figure B.4 demonstrates
how an ellipsoidal object is created using this method. The concept of creating edge
connections between points on each contour and adjacent contours is described as

follows:

Method 1 Guwen that each contour has N points. For contour R,, each Point P; is
connected to the point Fjyy. In addition, P; of R, is also connected to points P; and

Pj1 on contour R,.,. For the case of Pi—ni1, use point Py.

The problem with the first method is that it is unable to create parallelepiped
models because every contour is out of phase with its adjacent contours by theta/2.
This phase difference makes smoother looking curved surfaces, but can’t make a
simple box. However, eliminating the phase difference also has problems because if

a point is displaced, the effect on the surface depends greatly on how it is connected
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2nd End Point

Control Contours

C D

Figure B.4: Example of normal connection method for creating an Ellipsoid: (a) The
control contours and end points of the Ellipsoid. (b) The first contour’s edges are
connected and the first end point is connected to the points on the first contour to
form the top cap of the Ellipsoid. (c¢) The rest of the contour edges are connected.
Adjacent contours are connected using the method of connecting point P; on one
contour to the points F;_; and P,;; on the adjacent contours. (d) The last contour
and the second end point are connected to form the bottom cap.
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Figure B.5: Example of alternating method of connecting contours for creating a
Box: (a) The control contours and end points of the Box. Note middle contour is
smaller than the outer two contours and the end points lie in the same planes as
the first and last rings. (b) The first contour’s edges are connected and the first end
point is connected to the points on the first contour to form the top face of the Box.
(c) The back contour’s edges are connected, but the middle one remains unconnected.
Connect point P; on the middle contour to points P;,_; and P,,; on the other two
contours to form one set of polygons. (d) Connect point P; on the first contour to
point F; on the contour ring to form the other polygons (with two edges from the
previous edge creation step).
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to the other points. The second method requires that the points along every other
contour remain unconnected (i.e., points along the contour path are not connected).
In order to build triangular polygons, each connected contour is connected to both
of the adjacent unconnected contours as well the next pair of connected contours.
This forms two distinct forms of triangles. One set are long and are formed by
corresponding points on two connected contours and one point on the unconnected
contour. The other set of triangles are formed by two points on a connected contour
and one on the unconnected contour. This method has one restriction; the UPO must
use an odd number of control rings (3 or more). This method produces extruded
surfaces and prism objects accurately. Figure B.5 demonstrates how a rectangular
box can be built using this method. The general principle for creating geometric

models from this method is:

Method 2 FEach contour has N points. The points along contour R,, are unconnected
and the points along contours R,y and R, are connected. Point P; on R, is
connected to points P; and Pj1 on R,y and R,_y. In addition, P; on R, is

connected to P; on Ry,yq. For the case of Pi—ny1, use point Py.

End Points

In addition to control contours, the UPO has two end connection points. These
tie all of the points of the first and last contours to a central end point to form a cap
for the surface. This preserves the desired triangular polygon requirement. As an
added benefit, it is easier to define certain objects like cylinders with cone tops and
bi-pyramidal models.

Parameters used by UPO to build any primitive object:
e Number of points per control contour (N,).
e Number of control contours (N,,).
e Ilag whether control contours are to be built or are pre-defined.

1. Pointer to Building Contour Parameters (stored in order).
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— Center location: C(n)
— Scale (before orientation): G(n)
— Center orientation: R(n)

— Use to generate the Array of Points used to build object.

2. Pointer to Pre-defined Contour Parameters (stored in contour order).
— Array of predefined points.
— This array is simply copied to final object.

e I'lag whether to alternate contour connections or not.

e Location of two end points.
Algorithm for Building UPO
1. Create Point, Edge and Polygon Arrays.
o Create Point Array (Array Size = Nyipg Ny + 2).
o Create Edge Array (Array Size = 3Ny Npt)-
e Create Polygon Array (Array Size = 2N, Ny ).

2. Load UPO Point Array

(a) Contours Built by UPO

e Load first end point.
e Determine angle between points on each contour: § = 27/N

e Build successive contours beginning with contour closest to first end

point.

— Create temporary point array for contour n.

Determine extra half angle rotation: a = 6(1 — mod(n,2))/2
— Use unit radius to compute points in temporary XY plane:
P,(i) = cos¢;, P,(i) = sing; where ¢; = i + o

— Use 2D scaling matrix to scale contour: P'(i) = Sy, - P(i).
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— Rotate contour about its own origin: P"(i) = Ry, - P'(:).

— Translate contour to center point in POCS and store point:
f’fmal(j) =T, f’”(z’) where j = nNy + .

— Repeat for each contour.

e Load second end point.
(b) Contours Pre-defined by User

e Load first end point.
e Load pre-defined array of points.

e Load second end point.
3. Build First Cap of UPO (Edge and Polygon Relationships).

e Build edges from first end point to first contour’s coordinates.
e Build first contour’s edges.
e Build top polygons from the three edges.

e Associate edges with cap polygons.
4. Build Multiple Contour Connections.

(a) Method 1 - All contours are connected.

e Build diagonal edges from first contour to second contour.

e Build polygons using adjacent diagonals and edge of first contour.

Build edges for second contour.

Build polygons using adjacent diagonals and edge of second contour.

Associate edges with polygons.
— First contour: second polygon defined now.

— Second contour: first polygon defined now.
(b) Method 2 - Alternating between connected and unconnected contours.

e Build diagonal edges from connected contour to unconnected contour.
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e Build vertical edges between connected ring and next connected ring.

e Build polygons with two adjacent diagonal edges and the edge of first

connected contour.
— Adjacent diagonals do not have a vertical edge between them.
— Both connected contours form polygons with diagonals.
e Begin to build vertical polygons with vertical edge and one diagonal.
— Two of three edges of polygon are defined.

e Build diagonal edges from unconnected contour to second connected

contour.
e Finish building vertical polygons with the corresponding diagonal edge.
e Build edges for second connected contour.

e Build third set of polygons with two adjacent diagonal edges and sec-

ond contour edge.
e Associate edges with polygons
— First connected contour: second polygon defined now.
— Diagonal and Vertical edges: both polygons defined.

— Second connected contour: first polygon defined now.

Build next set of contours if necessary.
5. Build Second Cap of UPO.

e Build edges from last contour to end point.
e Build polygons from two adjacent edges to end point and contour edge.

e Associate edges with polygons.

In order to define various point symmetric or axial symmetric objects, the user
only has to define a few general parameters. A couple of examples are given in table
B.1.

The addition of storing polygon information in the edge structure requires no

special procedure. One simply adds the step of linking the polygon to the edge right
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Parameter Boz Ellipsoid

Nring 3 3 or more

Npt 4 >= Nring

Build Contours Yes Yes

Alternate Contours Yes No

End Point Locations Center of Ry & R3 Use Equation
Contour Radius Ri=Rs;,Ry=+2-Ry | Use Equation with Ny, & Ny

Table B.1: Parameters for building Ellipsoid and Box UPO

after linking the edge to polygon. In addition, the fact that only the point array stores
information makes translation, scaling and rotation a simple exercise of transforming
the points; the integrity of the model is maintained.

Once the geometric model is defined, the volumetric data is associated with a
specific UPO. This data is stored either as an array of floating point or integer values
or as a single integer index which links the UPO to another structure that contains
the data. In either case, the UPO simply must load and store this data. The main

advantages of the UPO are seen when interpolating UPO volumes onto the Grid.

B.4 Interpolating a UPO onto a VGO

As mentioned earlier, the “slice and dice” methodology for interpolating a bounding
surface with a three-dimensional, orthogonal grid works adequately to load the vol-
umetric character of a bounded volume while maintaining a vozel approzimation of
the original surface. Imagine dividing a three-dimensional block of space into a set
of regular rectangular boxes called voxels. Each voxel has the same dimensions and
represents the bounding box that surrounds an individual grid point. All properties
of the voxel are stored by this grid point. Let a series of volumes be placed into this
grid space, with the restriction that their volume must ultimately be represented by
these voxels. Therefore, each grid point contained inside one of these volumes would
be loaded with the characteristics of the bounded volume. Figure B.6 shows an ex-
ample of a cone being interpolated into a three-dimensional grid. The final result is a

series of voxels which have a different set of characteristics from the rest of the voxels,
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i.e., in figure B.6, they are opaque and not transparent.

In general, the characteristics stored in each voxel might include information such
as indexes to other data sets, various gas or chemical concentrations, temperature,
absorption, etc. All of the uninterpolated voxels would contain a default form of
these characteristics. If an algorithm were to “drill” into or “ray trace” through the
grid, it could quickly create a profile of these characteristics along the direction that

is “drilled” or “traced.” Such a situation is discussed in section B.5.

B.4.1 Intercepting a Cutting Plane with the Surface of a
UPO-based Geometric Model

The “slice” portion of the algorithm requires a regularly spaced set of cutting planes
which are perpendicular to the Z axis of the VGO. Each of these cutting planes is
spaced so that it represents a single plane of voxels in the XY plane. In other words,
each layer of voxels along the Z axis has its own associated cutting plane. Figure
B.7 shows that the cutting planes pass through the center of each layer of voxels
so that the planes coincide with the locations of the actual grid points. Once the
cutting planes are defined, the bounded surface is intercepted with the plane. This
plane-surface interception may create a single curve or a series of curves in the slicing
plane. If the surface is bounded, these curves will be closed. If the surface is also
non-intersecting (i.e., surface does not intersect itself), then the curves will also be
non-intersecting. The closed curves can then be intercepted with the two-dimensional
layer of voxels which lie in the cutting plane. Since the Universal Primitive Object is
bounded and non-intersecting, it is ideal for use with this algorithm.

When intercepting a UPO-based surface with a cutting plane, one can see the
advantage of the additional link between any edge and the two polygons that share
the edge. Most methods of intercepting a plane and a polygon surface model involve
cycling through each edge to determine which edges are intercepted. Although ex-
cellent for hidden surface removal or getting interception points, if you are interested

in generating the intercepted curve, it is extremely difficult to do because the order
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A Sample Grid Object B Bounded Surface of a Cone

c Cone Inside Grid Object D Cone Interpolated on Grid

Figure B.6: Example of a UPO interpolated on three-dimensional VGO. (a) A wire-
frame of a 5x5x5 VGO. (b) A cone as the bounded volume to be interpolated. (c) The
cone placed inside the VGO. (d) The final interpolation of the cone onto the VGO.
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Cutting Planes

Cutting Planes along Gz Axis

Figure B.7: Cutting planes going along Z axis of the VGO.

of the intercepted points is variable. Using a UPO-based surface eliminates these
problems because of this additional link between each edge and the polygons that
share it.

The UPO reduces a difficult problem to a simple methodology. Once the UPO is
placed and oriented in the WCS, it can be transformed into the GCS of the proper
VGO. Since the UPO’s point array is the only place where the physical coordinates
are stored, only this point array is affected by the transformation to the GCS. Once
in the GCS, a plane-surface interception is reduced to cutting the UPO with a set
of parallel XY planes. Furthermore, the UPO remains in the GCS and all of the
interpolation algorithms are conducted in the VGO’s GCS. Once the interpolation is
complete, the UPO is returned to the WCS and may be reused again.

When the UPO-based surface is sliced by a cutting plane, the algorithm cycles
through the edge array to find all of the edges intercepted by the plane. The GCS

coordinates of the interception point where each edge and plane coincide are stored
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in a data structure. In addition, the two polygons that share the intercepted edge are
also stored in the same data structure. Once all of the edges are found, the algorithm
cycles through all of the intercepted points and uses the indexes to the stored polygons
to determine how to order the interception points into a set of piece-wise continuous
curves.

The algorithm begins with the first point in the array of intercepted points. It
loops through the other points until it finds another point that shares one of the
two polygons associated with the first point. Once the second point is found, then
the algorithm uses the polygon not shared by the first two points to find the third
point. At the same time, it stores the index to the other polygon associated with
the first point as the end polygon index. The algorithm continues the cycle until it
finds a point that has the same other polygon index as the end polygon index. This
establishes that this point is the final point of the curve and that the curve is closed.
Once the curve is closed, the points associated with the curve are stored in a separate
array and removed from the intercepted point array. The algorithm continues until
there are no more points left in the intercepted point array. The final result is one or

more closed curves representing the cutting plane-UPO surface interception.

B.4.2 Ordering the Intercepted Closed Curves

As mentioned, an alogrithm for intercepting a closed curve with a two-dimensional
grid has already been developed [9]. However, this algorithm deals strictly with
unordered curves intercepted with a 2D grid. It does not consider any relationship
between the curves intercepted on the grid. However, there may be times when the
slicing operation may result in multiple closed curves being inside one another (see
figure B.8). Not only must the curve be interpolated on the grid, but the order of the
curves interpolated must also be considered. Otherwise, the final result might not be
what is desired (see figure B.9). Therefore, the slicing algorithm includes a method
for sorting the curves from the outer most curve to the inner most one. Then, the

“dicing” algorithm can feed the curves in the proper order to the well-defined curve-
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grid interception algorithm.
There are various methods to sort a series of curves. Our algorithm uses the
piece-wise continuous nature of the curves. The piece-wise nature allows us to define

the following geometric property:

Given: A 2D plane that contains a line segment and a series of non-intersecting,

piece-wise continuous, closed curves.

Result: One can determine the number of curves that contain all or part of the line

segment.

Method: Ezxtend a ray to infinity along one of the two directions of the line segment.
Count the number of times the ray strikes each curve. If the ray strikes a curve
an odd number of times, then the line segment is inside the closed curve. If the
ray strikes the curve an even number of times, then the curve does not contain

the line segment. Figure B.10 graphically demonstrates this methodology.

Given that all of the curves that come from the bounded surface-plane interception
are piece-wise continuous and non-intersecting, then the above method can be used to
sort the curves. Since each curve is made up of line segments and is non-intersecting,
one can choose any line segment that makes up part of the curve. Using this method,
the interpolation algorithm determines which curves contain the line segment and,
subsequently, the curve. Given that none of the curves intersect, i.e., each curve either
lies completely within or outside another curve, the algorithm orders each curve by
the number of other curves that it lies within. For example, if a curve lies within two
curves, it is a level two curve. If a curve does not lie within any curves, it is a level
zero curve. Thus, the curves can be sorted from the outer most curves (level 0) to

the inner most ones (level N).

B.4.3 Using Closed Curves to Store Data on VGO

Once the curves are sorted, the “dicing” portion of the algorithm begins. The al-

gorithm we use for intercepting a piece-wise continuous, closed curve with a two-
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Top View of Cutting Plane

Level O

Top View of Cutting Plane

Level O

7N\

Figure B.8: Example of two types of multiple curve interpolation. (a) Cutting plane
passing through Torus to form top and bottom. (b) Result of slice in A is one curve
inside the other. (c¢) Cutting plane passing through torus to form two unconnected
pieces. (d) Result of slice in (c) is two independent curves.
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Figure B.9: Two examples of a Torus interpolation. (a) Bounded surface model of
Torus. (b) A correctly interpolated Torus. (¢) An incorrectly interpolated Torus (no
internal ring).
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Extended Ray from
Selected Line Segment
: X
Curve D
Line Segment inside Extend Ray to determine
A a set of Curves B the Line Segment Level

Extend case to
an entire curve

¥(1)
B |y(1)
c |y(3)
D |N@2)
. Method can be used
c Sum up Curve Interceptions D for entire curves

Figure B.10: Method for determining how many curves contain a line segment or
curve. (a) Example of a line segment inside a series of non-intersecting curves. (b) Ex-
tend ray along one direction of line segment. (¢) Count the number of intersections.
If odd number, then line segment is inside curve. If even, the line segment is not
inside curve.. (d) A curve containing the line segment also is inside the same number
of curves if all of the curves are non-intersecting.
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Need to Subtract Level 1 Curve D Final Interpolation Result

Figure B.11: Example of how two curves are interpolated on a 2D grid (Curves from
figure 8b). (a) Two curves overlaid on grid. (b) Outer curve interpolated first places
volume data in the grid (An even level # is additive). (¢) Second curve overlayed on
interpolated grid demonstrates what grid points should be returned to default value.
(d) Both curves interpolated on the Grid.
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dimensional grid determines the area of each grid rectangle that is contained inside
this curve. If the area is greater than 50%, then the associated voxel is marked as
being inside the object. Otherwise, the voxel remains unchanged. If a solid is in-
tercepted and it creates multiple curves on the cutting plane, then these curves may
represent holes or parts that are not connected to the object in the cutting plane.
The level number of the curves determines which curves will encompass voxels and
which curves will return changed voxels to their original state. For instance in figure
B.11, the outer most curve, level 0, encompasses every grid rectangle inside the curve.
However, the level 1 curves define holes in the solid and, consequently, subtract the
effected area from those grid boxes contained within both level 1 and level 0. Fur-
thermore, a level 2 curve would define areas in these holes which are again part of
the solid. In summary, all of the even numbered levels are treated normally by the
algorithm and any area of the grid rectangles inside these curves is added to the ef-
fected area of each of these grid rectangles. All of the odd number levels return the
area inside the curve to normal by subtracting the effected area from each effected
grid rectangle. In this way, the curves are “diced” and volumetric data is interpolated
on the VGO. Once an entire UPO-based surface is interpolated on the VGO, it is no

longer needed and can be discarded or returned to the WCS for use again.

B.4.4 The Slice and Dice Algorithm

1. Transform UPO Surface into Grid Coordinate System (GCS).

(a) Create Geometric Model as a UPO and transform it to WCS.

(b) Transform point array of UPO into GCS.
2. Compute bounding box for object in GCS.

a) Cycle through point array to get absolute minimum and maximum coor-
y g

dinates.

(b) Use these two points as the basis for the bounding box.
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3. Use bounding box to determine what cutting planes to use.

(a) Use bounding box Z coordinates to define first and last cutting planes.

(b) Define a loop to create cutting planes to use in interpolation.
4. Cycle through cutting planes to intercept volume with voxel layer.

(a) Create cutting plane object using Z value (i.e., parallel with XY plane).

(b) Pass the UPO surface model to Plane program object to determine the

interception curves.
i. Cycle through edge lines of polygons to find all of the intercepted
edges.
e Store intercepted point.
e Store indexes to two polygons shared by edge.

ii. Cycle through intercepted points to determine all of the curves inter-

cepted.

iii. Sort curves into levels.
(c) Starting with level 0, intercept curves onto the voxel layer.

i. Create a temporary two-dimensional grid.

e Same grid point placement and size as the original grid in XY

plane.

ii. Intercept curves onto the VGO using polygon-grid interception rou-

tine.
iii. Store intercepted areas for each grid rectangle in temporary grid.
e Odd numbered levels subtract from intercepted areas.
e Even numbered levels add to intercepted areas.

iv. Use intercepted areas of temporary grid to load the voxel layer of the

VGO.

A If at least 50% of the area of a grid rectangle is inside the UPO:
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e Pass a unique object index to VGO grid point.
e Pass any other values associated with UPO surface model to
VGO grid point.
B. If less than 50% of the area is inside the UPO, skip the grid rect-

angle.

(d) Repeat process for each cutting plane until entire volume is intercepted.

B.5 Application of the VGO and the UPO in the
IRIMAGE Simulator

One application of the VGO is modeling a background atmosphere in the infrared
(IR). Polluted atmospheres generate specific IR signatures which may be detected us-
ing IR detectors and focal plane arrays (FPA). The modeling of such atmospheres and
imaging systems should make it possible to determine what conditions are necessary
to passively image various gaseous pollutants in the atmosphere. In order to model
an atmosphere, one must be able to define the conditions everywhere in the viewable
area. One way is to use a three-dimensional grid structure which can approximate
these conditions by cutting up space into smaller boxes filled with a homogeneous
gas.

The IR system simulator, IRIMAGE, uses a VGO and a set of UPO-based volumes
to approximate a clean atmosphere that has regions of higher pollution concentration.
In the simulator, all or part of the atmosphere is represented by a three-dimensional
VGO. Any polluted region is represented by a bounded volume in the form of a
UPO. Different atmospheric conditions are stored in the form of two databases: gas
concentration models and aerosol models. Therefore, each UPO is associated with a
particular atmospheric model through the database indexes of a gas model and an
aerosol model. In addition to these two index values, the UPO also stores its own
object index. Subsequently, the VGO initializes the OIA to store the object index

and the DA to store two integer values for each voxel. Initially, the VGO loads each
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voxel with a pair of default gas and aerosol model indexes which represent the initial
atmospheric conditions. As the simulation proceeds, various UPO’s are interpolated
on the atmosphere VGO using the interpolation method specified in section 4. IRIM-
AGE then ray traces through the VGO to determine an atmospheric profile along the
ray. The profile is passed along with a value for the background scene temperature
and emissivity to the atmospheric modeling algorithm, MODTRAN [10]. In MOD-
TRAN, the final radiance for the background scene and atmosphere is computed and
returned to the imaging system. Since most atmospheric systems are dynamic, the
simulation utilizes a “key frame” animation extension to the UPO. The rest of the
section details how IRIMAGE takes advantage of the VGO and UPO when computing

the incident radiance on a detector system.

B.5.1 Generating an Atmospheric Profile in IRIMAGE

IRIMAGE utilizes a backward ray tracing approach to compute the atmospheric
profile observed by each element of the simulation’s Focal Plane Array (FPA). The
advantage of using a ray tracing technique with the VGO is the relative ease of
intercepting a ray with a three-dimensional, orthogonal grid and generating a gas
and aerosol model profile along that ray. In addition, the ray also intercepts a two-
dimensional background scene (a 2D imaging VGO behind the atmosphere VGO) to
get the temperature and emissivity of the background. Most ray tracing applications
utilize a ray tracer to incorporate accurate reflective and refractive effects to an image.
However, the voxel nature of the VGO prohibits using this method to approximate
any reflective or refractive effects. Overall, the greatest advantage of the Ray-VGO
interception methodology is the fact that the VGO remains fixed over time and just
the contents of the VGO change in time. Therefore, each ray only needs to be traced
once if the ray stores each intercepted voxel’s grid point index in an ordered stack
of indexes. In addition, it must also store the path length of the ray through each
voxel. With this information stored in an ordered stack, the ray generates a profile

by accessing each intercepted voxel and retrieving its current state. If the state of
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the voxels changes because a new UPO has been interpolated on the VGO, the ray
simply rebuilds the profile using the new state of the voxels along its path.

As mentioned, the rays store the grid point indexes of the intercepted voxels and
not the actual gas and aerosol models stored by each grid point. Therefore, rays
can be built and intercepted with the VGO before loading the UPO-based bounded
volumes onto the VGO. Each ray is defined by a starting point, a direction vector
and an end point (which is where the ray strikes the imaging VGO of the background
scene). Using this information, each ray is intercepted with the VGO. The inter-
ception method uses a simple plane-line intersection algorithm that takes advantage
of the uniform box nature of the voxels in the VGO. Each voxel is treated as the
interception of six planes. Thus, the entire VGO’s grid structure may be defined by
extending planes that are perpendicular to each axis and are spaced according to the
scaling vector, C_j, of the VGO. Once the VGO is defined in this manner, then the
ray-VGO interception reduces to a series of ray-plane interceptions. Each ray-plane
interception point is stored temporarily, but in the correct spatial order in which the
ray strikes each plane. Once the ray either passes entirely through the atmosphere
VGO or strikes the imaging VGO, the algorithm cycles through the ray-plane inter-
ception points to determine which voxels were intercepted. As it cycles, it computes
the midpoint between adjacent interception points. It passes the coordinate of the
midpoint to the VGO which returns the nearest grid point index. This establishes
that this portion of the ray passes through the grid point’s voxel. Using these same
two interception points, the algorithm computes the distance between adjacent points
and stores that as the length of the ray in that particular voxel. Once all of the grid
point indexes and path lengths are determined, the ray is capable of generating an
atmospheric profile (see figure B.12).

Once the rays have been generated and intercepted with the VGO, the various
UPO-based volumes can be intercepted with the VGO. The position, orientation and
scale of the volumes in the WCS are controlled by the KeyFrame program object. This
program object stores a set of “key frames” which define specific spatial conditions

of the UPO for a specific set of frames. All the frames between the key frames are
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Figure B.12: A 2D example of a how an atmospheric profile is generated. (a) Various
atmospheres are interpolated onto the VGO. (b) Ray passes through the VGO and
generates the stack of grid points that it intercepts. Then it retrieves the current
atmospheric indexes for the profile. (¢) IRIMAGE converts stack of values into an
atmospheric profile. MODTRAN converts this atmospheric profile into an array of

radiance values to be input back in the imaging system.
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interpolated linearly. So instead of having to define the conditions for each frame,
the user only needs to determine size, location and orientation of the UPO for certain
frames. In addition to the animation of individual UPOs, the order in which the
UPQ’s are loaded is also important. The layout order determines which UPQO’s take
precedence on the VGO. Since there is the possibility of loading two UPO’s in the
same space on the VGO, the layout order determines which UPO should be loaded
last (i.e., be the last to adjust the VGO). Once the UPO-based volumes are loaded on
the VGO for a particular frame, each ray can compute the atmospheric profile along
the ray.

Once the rays have been intercepted and the UPO’s have been loaded, IRIMAGE
can generate the atmospheric profile for any ray. IRIMAGE uses the stack of grid
point indexes stored by each ray and retrieves the gas and aerosol model database
indexes for each grid point. These indexes are placed in an array along with the path
length through the associated voxel. IRIMAGE processes this new array until it has
reduced the voxel stack to a smaller set of atmospheric layers which have different gas
and/or aerosol models. Each layer is the combination of several adjacent voxels that
share the same gas and aerosol index. IRIMAGE just combines these voxels into a
single layer whose path length is the sum of all the affected voxels. Once the profile is
generated, it is passed onto MODTRAN which computes the radiance along the ray’s
path. From this radiance, IRIMAGE is able to determine the output signal from a

well-defined imaging system.

B.5.2 Example of Various UPOs Used in IRIMAGE

In figure B.13, a polluted region was modeled using four different UPO-based geo-
metric models. The VGO was intially set to be a standard 1976 U.S. Atmosphere at
293K and 760 torr. Each UPO model used the same standard atmosphere parameters
as the default conditions loaded on the VGO except that the temperature was 350K
and the concentration of Carbon Monoxide (CO) was raised to 50,000 part per million

(ppm) or 5% by volume. The standard atmosphere of the VGO had a temperature of
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C D

Figure B.13: Various UPO-based bounded volumes representing a polluted region of
5% carbon monoxide at 350K in a standard 1976 U.S. atmosphere at 293K. (a) Box,
(b) Cone, (c¢) Cylinder, (d) Ellipsoid.
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293K and had standard levels of CO. The levels of CO in a standard atmosphere are
between 0.05 to .2 ppm according to Seinfeld [11]. In addition, Seinfeld shows that
the heightened CO level we used for the bounded volumes is typical for the output of
an internal combustion engine prior to the exhaust entering the catalytic converter.
The background imaging VGO had a fixed temperature of 293K and an emissivity
of .9 (90% of a blackbody). The various images generated clearly demonstrate how
a bounded volume based on the UPO construct can be loaded onto the VGO. In
addition, one can see how the ray-VGO intersection algorithm creates a reasonable

approximation of a polluted atmosphere’s profile.

B.6 Conclusions

The object-oriented design of the VGO and UPO makes these objects very flexible.
Although major or minor modifications can be made to either object, these changes
won’t effect how other routines use the VGO or the UPO as long as the modifica-
tions don’t effect how their routines are called. This reduces the amount of recoding
required to make a change or improvement. For instance, the VGO has no direct
relationship to the various objects (image, UPO, etc.) placed upon it. Therefore,
new geometric models and interpolation algorithms can be implemented which do
not affect the internal structure of the VGO. At the same time, different algorithms
for accessing the FDA or the OIA can be implemented which add new capabilities
to the VGO and do not affect its current routines. Besides modifying the functional-
ity of the VGO and the UPO, their object-oriented design provides the user and/or
programmer with the flexibility to define new primitive surface models or custom
forms of the VGO. A programmer can tailor certain aspects of the VGO based on the
requirements of the application, the speed of the machine and the memory available
for the program. The user may add new types of primitives to the UPO library by
developing ways to define these primitives using the UPO’s methods of connecting
contours. Another advantage to an object-oriented approach is the multiple reuse of

the same object in the same program or another program. For example, IRIMAGE
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uses three different implementations of the VGO: a 2D background imaging VGO, a
3D Atmosphere VGO, and a 2D FPA layout VGO. Using a piece of code multiple
times not only cuts down on how much code is written, but also reduces the amount
of memory used by the program to store the various routines. Overall, these factors
make the VGO and the UPO good examples of useful tools which can be maintained
and improved without affecting their functionality.

Despite all of its advantages and benefits, the VGO still has some drawbacks. The
ray tracing method is effective at determining an approximate profile, but the voxel
nature prevents the reflective and refractive advantages of a ray trace from being ex-
ploited. This limits the VGO’s usefulness to applications which do not require these
properties. In addition, the regular spacing of grid points can create unnatural effects
for complex and slow moving objects (jerkiness, “flashing pixels,” etc.) These prob-
lems are inherent with any representation of space which uses a voxel approximation.
However, most of these problems can be avoided or minimized with good program
design and careful planning of how to use the VGO.

The algorithm for interpolating UPO-based bounded volumes onto the VGO works
quite well. It sufficiently flexible to handle any type of geometry that can be built
using the UPO as a basis. However, the algorithm still has room for improvement.
Currently, the scale and number of grid points determines the accuracy of the interpo-
lation of the bounded volume. Large numbers of grid points spaced close together give
excellent representations of the volumes but at the cost of huge amounts of memory.
Smaller numbers of grid points spaced far apart will severely limit the accuracy of the
model for most cases, but it limits the amount of memory used and reduces the time
required to compute the interpolation. Unfortunately, it is very hard to determine
the perfect balance. The accuracy is also limited by the fact that a single cutting
plane determines how an entire plane of grid points is interpolated. Multiple planes
could be implemented that would more accurately determine what perentage of the
volume of the voxel is contained inside the bounded volume instead of using a single
area value. Finally, the current interpolation algorithm does provide a method of

combining data sets that overlap in the same voxel. This is all right for solid objects,
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but inadequate for gaseous and liquid objects which can intermix. Again, the user
can attempt to approximate this property by loading “mixed” data sets and placing
them at these boundries.

In general, the VGO, UPO and the interpolation algorithm provide the basis for
a new approach to modeling three-dimensional scenes. Although there are certain
drawbacks, the object-oriented design and their more generalized nature make it
possible to improve their capabilities over time. The additional techniques of ray
tracing through the VGO, and the simulation of temporal behavior exploited by
IRIMAGE, demonstrates that this methodology is effective in simulating behavior

that is not heavily dependent upon surface representations.
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Appendix C Example of Parameter Files
Used by IRIMAGE

This part of the appendix contains an example of the seven parameter files used by
IRIMAGE to run a simulation. In this case, these are the parameter files for the Car
simulation discussed in chapter 2.5. There are seven files, a single general file and
one for each of the major objects of IRIMAGE. You should notice that the format of

the files makes it reasonably easy to determine what each of the parameters are.
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C.1 The General Parameter File

IRIMAGE General Parameter File

Simulation Name: Car

Created on Date: 9/3/97

H O OH* ¥ OH O H H

$ IRIMAGE General Parameters
Memory Model =0
Total Number of Frames= 90

1

Starting Frame Number
Scene Parameter File = car_sim/script/car.scn
Atmosphere Param File = car_sim/script/car.atm
Detector Param File = car_sim/script/car.det
FPA Parameter File = car_sim/script/car.fpa
Optics Parameter File = car_sim/script/car.opt
Output Parameter File = car_sim/script/car.out
Num of Imaging Systems= 1

Imaging System Index = 1

Output Info to Screen = 0

Output Info to File 0

Monitor Filename = car_mon
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C.2 The Scene Object Parameter File

#

# Scene/Image Object (SCN) Parameter File
#

# Simulation Name: Car

# Created on Date: 9/3/97

#

#
# Scene Loading (scene.cxx)
#

$ Scene Parameters

[]

Origin of Scene 0.0, 0.0, 5.0

Orientation of Scene 180.0, 0.0, 0.0

Scene Grid Spacing 2.0e-3, 2.0e-3

Scene Grid Size 400, 400

Interpolation Method = 0

Background Temperature= 293.15

Background Emissivity = 0.90
Background Mask = 0.0
Use Animation Param. =1
First or Only Frame =1

#
# Image Database Loading (image.cxx)
#

$ Image DB Parameters

Number of images =3
Image File Name = bars_t50.ascii
Type of Image File =1
Image Index =1
Corner Location =1

Grid Point:X,Y Spacing= 4.0e-3, 4.0e-3
Grid Point:X,Y Sizing = 200, 200



Pos. of Temperature =

Pos. of Emissivity =

Pos. of Mask Values
ASCII:# of Header Line
ASCII:X, Y Coords

Image File Name =

Type of Image File =

Image Index =

Corner

Location =

Grid Point:X,Y Spacing=

Grid Point:X,Y Sizing =

Pos. of Temperature =

Pos. of Emissivity =

Pos. of Mask Values =

Binary:
Binary:
Binary:
Binary:
Binary:
Binary:

Binary:

Type of File =
Temper. Mult =
Temper. Add =

Emissivity Mult=

Emissivity Add
Mask Mult =

Mask Add =

Image File Name =

Type of Image File =

Image Index =

Corner

Location =

Grid Point:X,Y Spacing=

Grid Point:X,Y Sizing =

Pos. of Temperature =

Pos. of Emissivity =

Pos. of Mask Values =

219

0

car_bw.pgmb

3

2

1

2.0e-3, 2.0e-3
400, 300

1.0

0.0
car_mat.ascii
1

3

1

2.0e-3, 2.0e-3
400, 300

-1

-1

0

ASCII:# of Header Line= 0

ASCII:X, Y Coords =

#

0

# Virtual Image Object Loading (image.cxx)
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#

$ VIO Parameters

Number of VIOs =3

VIO Object Name = Bars_Image
VIO Object Index =1

Image Index =1

Load Temperature Pos = 0

Load Emissivity Pos = -1

Load Mask Values Pos = -1

Interpolate using Mask= 0

VIO Object Name = Car
VIO Object Index =2
Image Index =2
Load Temperature Pos = 0
Load Emissivity Pos = -1
Load Mask Values Pos = -1

Interpolate using Mask= 1

Minimum value of Mask 0.0
Transparency at Min. = 1.0

Maximum value of Mask = 100.0

Transparency at Max. = 0.0

VIO Object Name = Car_Matte
VIO Object Index =3

Image Index =3

Load Temperature Pos = -1

Load Emissivity Pos = -1

Load Mask Values Pos = 0

Interpolate using Mask= 0

#

# Load Animation Parameters (keyfrm.cxx)
#

# Animation Parameters for Each VIO

#

$ Key Frame Param: Bars_Image



Number of Key Frames
Interpolation Method
Frame Number

Object Active

Origin Location (WCS)
Orient. about Origin
Scale about Origin

# of Interp. Coeff.

# of Integer Data Pts
# of FP Data Pts
$ Key Frame Param: Car
Number of Key Frames
Interpolation Method
Frame Number

Object Active

Origin Location (WCS)
Orient. about Origin
Scale about Origin

# of Interp. Coeff.

# of Integer Data Pts
# of FP Data Pts
Frame Number

Object Active

Origin Location (WCS)
Orient. about Origin
Scale about Origin

# of Interp. Coeff.

# of Integer Data Pts

# of FP Data Pts

$ Key Frame Param: Car_

Number of Key Frames
Interpolation Method
Frame Number
Object Active
Origin Location (WCS)

Orient. about Origin

]

]

il
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.0, 0.0, 0.0
.0, 0.0, 180.0

-

.0, 1.0, 0.0

o O o

-.125, -0.05, 0.0
0.0, 0.0, 0.0
1.0, 1.0, 0.0

-0.375, -0.05, 0.0
0.0, 0.0, 0.0

1.0, 1.0, 0.0

0

0

0

Matte

2

0

1

1

-.125, -0.05, 0.0
0.0, 0.0, 0.0
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Scale about Origin =1.0, 1.0, 0.0
# of Interp. Coeff. =0

# of Integer Data Pts = 0

# of FP Data Pts =0

Frame Number = 90

Object Active =1

]

Origin Location (WCS) -0.375, -0.05, 0.0

]

Orient. about Origin 0.0, 0.0, 0.0

Scale about Origin 1.0, 1.0, 0.0

# of Interp. Coeff. =

0
# of Integer Data Pts 0
# of FP Data Pts =0
#

# Load Layout Parameters (keyfrm.cxx)

#

# Layout DB Loads VIO Index and Type in Order of Layout
#

$ Layout DB Param: Scene Object Layout

Number of Layout Obj 1
Layout Key Frame Num. =1
Num of Objects in Fram= 3

Object at Pos #0001 =1

Object Type Pos #0001

It

1]
S N O W O

Object at Pos #0001
Object Type Pos #0001

Object at Pos #0001

Object Type Pos #0001
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C.3 The Atmosphere Object Parameter File

Atmospheric Object (ATM) Parameter File

Simulation Name: Car

Created on Date: 9/3/97

= OH O #H O H*H H R

#
# General Atm Object Parameters (atm.cxx)
#
$ Atm Class Parameters
Origin of Atm Grid = 0.05, 0.0, 2.5

Orientation - Atm Grid= 0.0, 0.0, 0.0

Atm Grid Spacing = 1.0e-3, 1.0e-3, 1.0e-3
Atm Grid Size = 200, 200, 150
Use Geom Objects =1

Background Gas Model =1
Background Aerosol Mod= -1
Type of Standard File = 1

#
# Gas Model Database (modtran.cxx)
#

$ Atmosphere: GasDB

Num. of Models in DB = 2

Model Index: 1

Pressure Value/Unit = 7.60e+02, C
Temperature Value/Unit= 2.931e+02, A
H20 Density/Unit = 0.0, 6

02 Density/Unit = 0.0, 6

03 Density/Unit = 0.0, 6

CO Density/Unit = 0.0, 6

C02 Density/Unit = 0.0, 6



CH4 Density/Unit =
NO Density/Unit =
NO2 Density/Unit =
N20 Density/Unit =
NH3 Density/Unit =
HNO3 Density/Unit =

o O O O o o o©o
o O O O O O O
(o) I e >N o) BN o ) N o BN © ) I o))

302 Density/Unit
Model Index: 2

Pressure Value/Unit = 7.61e+02, C
Temperature Value/Unit= 3.232e+02, A
H20 Density/Unit = 0.0, 6
02 Density/Unit = 0.0, 6
03 Density/Unit = 0.0, 6
CO Density/Unit = 5.00e+03, A
C02 Density/Unit = 0.0, 6
CH4 Density/Unit = 0.0, 6
NO Density/Unit = 0.0, 6
NO2 Density/Unit = 0.0, 6
N20 Density/Unit = 0.0, 6
NH3 Density/Unit = 0.0, 6
HNO3 Density/Unit = 0.0, 6
302 Density/Unit = 0.0, 6

#

# Aerosol Model Database (modtran.cxx)
#

$ Atmosphere: ArsolDB

Num. of Models in DB =1
Model Index: 1

Aerosol Number Density= 1.0
Equiv. Lig H20 Content= 0.0
Rain Rate = 0.0
Aerosol Model =0
Cloud Model Type =0
Upper Atm Aerosol Mod.= 0
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il
(e

Seasonal Modifications

Change Profile Region = O

#

# Modtran Cards (modcard.cxx)
#

$ Modtran: Card 1.

Model Type =7

N

Type of Path =

-

Execution Mode =
Type of Scattering =
Default T/P Model =
Default H20 Model =
Default 03 Model =
Default CH4 Model =
Default N20 Model =
Default CO Model =
Default Trace Gas Mdl =

Data Loading Method =

B, O O O O O O O o

Report Generation Type=
Background Temperature= 293.150
Background Albedo =0.1

$ Modtran: Card 2.
Aerosol Attenuation =1
Season Aerosol Profile= 0
Stratospheric Profile = 1
Mass character-Navy =
Cloud Model Type =
Army Vert. Struct. Alg=
Surface visibility km =

Wind Speed-Navy/Desert=

It

24 hr Ave Wind Speed

Rain Rate (mm/hr)

S O O O O O O Ww
o O O o o

Surface Altitude



$ Modtran: Card 2c.
Number of Atm Layers
User Defined Gas Dens.
User Defined Aerosols
Layer Top Boundry Alt.
Layer Pressure/Unit

Layer Temperature/Unit

H20 Density/Unit
C02 Density/Unit
03 Density/Unit
N20 Density/Unit
CO Density/Unit
CH4 Density/Unit
02 Density/Unit
NO Density/Unit
S02 Density/Unit
NO2 Density/Unit
NH3 Density/Unit
HNO3 Density/Unit

Layer Top Boundry Alt.
Layer Pressure/Unit

Layer Temperature/Unit

H20 Density/Unit
C02 Density/Unit
03 Density/Unit
N20 Density/Unit
CO Density/Unit
CH4 Density/Unit
02 Density/Unit
NO Density/Unit
S02 Density/Unit
NO2 Density/Unit
NH3 Density/Unit
HNO3 Demsity/Unit

Layer Top Boundry Alt.

(o2 T > T E o I« B e B e B o N o) I o

> O O O O O O O O O O O O N N (00 0 O O 0O 0O 0O 0O 0O 0O OO o N N o o

.0
.60e+02, C
.931e+02, A

6

-

-

-

-

M

M

M

-

-

6

.0e-3
.61e+02, C
.931e+02, A

6

- - - - -

M

- - . -

[V o B e ) © N« I © N o N o) B o ) RE o . SN « N o N

o
o
|
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S O O O O O O O O O O O O o ;Mo O O O O o o O o o o o N N
o
9
N

Layer Pressure/Unit

Layer Temperature/Unit
H20 Density/Unit =
C02 Density/Unit =
03 Density/Unit =
N20 Density/Unit =
CO Density/Unit =
CH4 Density/Unit =
02 Density/Unit =
NO Density/Unit =
302 Density/Unit =
NO2 Density/Unit =

NH3 Density/Unit

HNO3 Density/Unit

Layer Top Boundry Alt.

Layer Pressure/Unit =
Layer Temperature/Unit=

H20 Density/Unit

C02 Density/Unit =
03 Density/Unit =
N20 Density/Unit =
CO Density/Unit =
CH4 Density/Unit =
02 Density/Unit =
NO Density/Unit =
302 Density/Unit =
NO2 Density/Unit =
NH3 Density/Unit =
HNO3 Density/Unit =

$ Modtran: Card 3.
Initial Altitude =
Final Altitude =
Initial Zenith Angle =
Path Length =

Earth Center Angle =

.60e+02, C
.931e+02, A
6

- - - - -

- - - -

S O O O O O O O o o o ©
(o> I o B o B e N o N o B o N o N o N ) N o)

M

. . - - - -

-

- - . M -

S O O O O O O O O o o o o o©o
(o) TN e B o« N © ) N o )N « ) B o ) BN o R o NI o I « ) IR o ) I © ) NI o >}

1.0e-2
0.0
179.0
0.0
0.0

227
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Radius of Earth = 0.0
Type of Path =1

$ Modtran: Card 4.

Initial Frequency WN 2000

Final Frequency WN 2300
Frequency Interval WN = 2

Fullwidth at Half Max = 2

#
# Geom Values (geom.cxx)
#

$ Geom Class Parameters

Box Type Index =0
Ellipse Type Index =1
Cone Type Index =2
Cylinder Type Index = 3
#

# Box Object Parameters (box.cxx)
#

$ Geom Model: Box DB

Number of Box Models = 0

#

# Cone Object Parameters (cone.cxx)
#

$ Geom Model: Cone DB

Number of Cone Models = 1

Cone Model Name = Cone_1
Cone Model Index =1
Height along Z axis = 0.4

Start. Angle of 1st Pt= 0.0
Radius of Base = .075
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Number of Pnts in Base= 16

X Offset of Top 0.0

Y Offset of Top 0.0
#
# Cylinder Object Parameters (cylinder,cxx)
#
$ Geom Model: Cylinder DB
Num of Cylinder Models= 0

#
# Ellipsoid Object Parameters (ellipse.cxx)
#
$ Geom Model: Ellipse DB
Num. of Ellipse Models= 0

#

# Load Animation Parameters (keyfrm.cxx)
#

# Animation Parameters for Each Object
#

# Integer Data Value #1 = Gas Model

# Integer Data Value #2 = Aerosol Model
#

$ Key Frame Param: Cone_1

Number of Key Frames = 2
Interpolation Method = 0
Frame Number =1
Object Active =1

Origin Location (WCS) = 0.268, -0.005, 2.5
Orient. about Origin = 0.0, 90.0, 0.0
Scale about Origin = 0.75, 0.75, 1.0

# of Interp. Coeff. =0

# of Integer Data Pts = 2



Integer Data Value #01 = 2

Integer Data Value #02 =1
# of FP Data Pts =0
Frame Number = 90
Object Active =1

It

Origin Location (WCS) .149, -0.005, 2.5

Orient. about Origin 0.0, 90.0, 0.0

H

Scale about Origin 1.0, 1.0, 1.0

0

# of Interp. Coeff.

# of Integer Data Pts = 2

Integer Data Value #01 = 2
Integer Data Value #02 =1
# of FP Data Pts =0
#

# Load Layout Parameters (keyfrm.cxx)
#
# Layout DB Loads Object Index and Type in Order of Layout
#
$ Layout DB Param: Geometry Object Layout

Number of Layout Obj =1

Layout Key Frame Num. = 1

Num of Objects in Fram= 1

Object at Pos #0001 =1

Object Type Pos #0001 = 2
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C.4 The FPA Object Parameter File

Focal Plane Array Object (FPA) Parameter File

Simulation Name: Car

Created on Date: 9/3/97

H O OH O H O H O H®H R

#

# FPA Parameters (fpa.cxx)

#

# Load specified index number for FPA

$ FPA Parameters # 1

WCS Center Pnt of FPA = 0.0, 0.0, -0.17
WCS Orientation of FPA= 0.0, 0.0, 0.0
Detector Element Pitch= 3.8e-5, 3.8e-5

Num O0f Elements (X,Y) = 256, 256

Ray Distrib. Method =1
# of Mesh Points (X,Y)= 1, 1
Optics Object Index =1
Output Object Index =1

Unit Cell:# of Det(X,Y)= 1, 1
Cell Loc. in Unit Cell= 0, O

# of Detectors in Cell= 1t

Pct Size of Element 100.0, 100.0
Detector ID Index =1
Min Wavenumber to Calc= 2040

# of Lines to Calculat= 100

]
N

Bandwidth (wavenumber)

Full Width - Half Max = 2
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C.5 The Detector Object Parameter File

#

# Detector Database (DET) Parameter File
#

# Simulation Name: Car

# Created on Date: 9/3/97

#

#

# General Detector Parameters (detector.cxx)
#

$ Detector Object

Number of PV Detect =1
Number of PC Detect =0
Number of Pyro Detect = 0
Number of Bolo Detect = 0

Detector Type =0

Detector ID Index= 1

#

# Detector Type Information (detector.cxx)

#

# Fach detector has this type of loading parameters

#

# (Integration Time = (1/Frame Rate)*(Amber Int Time/128)
#

$ Param-Detector # 1

Det. Cold Shield FOV = 22.2

Fill Factor = 0.954
Quantum Efficiency = 0.65
Load Resistance = 1.66e9
Integration Time = 0.005208
Detector Temperature = 77.0

0

FPA Qutput Units



233

Noise Prob Function =0
Sigma Width = 2.0
Location of curve =0
Curve Index =1

#

# Photovoltaic Detector Specific Parameters (PV) (detector.cxx)
#

$ PV Detector Param # 1

#
# Responsivity/D* Curves of Detector(s) (detector.cxx)
#

$ Detector Response Param # 1
Type of Curve =0

Output Signal Units =0

Input Power Units =4

Curve Spectral Units = 0
Measured Noise Voltage= 0.624e-3
Meas. Cold Shield FOV = 22.2
Measured Noise Bandwth= 548.57

Measured Int. Time = .000911
# of Points on Curve = 4
Spectral Unit = 1818.0

Responsivity/D* Value = 1.0e-20
Spectral Unit = 1850.0
Responsivity/D* Value = 1.90e-7
Spectral Unit = 2000.0
Responsivity/D* Value = 1.90e-7
Spectral Unit = 3400.0

Responsivity/D* Value = 1.90e-7
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C.6 The Optics Object Parameter File

#

# Optics Object (OPT) Parameter File
#

# Simulation Name: Car

# Created on Date: 9/3/97

#

#

# Optics Parameters (optics.cxx)

#

# Load Specific Optical Index (id) Right Justify
$ Optical Param # 1

Parameter Loading Meth= 0

Front Origin (WCS) = 0.0, 0.0, 0.0
Front 0A Vector (WCS) = 0.0, 0.0, -1.0
1st Focal Point(WCS) = 0.0, 0.0, 0.07
1st Principal Pnt(WCS)= 0.0, 0.0, -0.03
1st Nodal Point(WCS) = 0.0, 0.0, -0.03
Back Origin (WCS) = 0.0, 0.0, -0.1
Back 0A Vector (WCS) = 0.0, 0.0, -1.0
2nd Focal Point(WCS) = 0.0, 0.0, -0.17
2nd Principal Pnt(WCS)= 0.0, 0.0, -0.07
2nd Nodal Point(WCS) = 0.0, 0.0, -0.07
Nodal Phase Angle = 0.0

Effective F Number = 2.5489
Transmission Coeff Loc= 2

Number of Trans Curves= 2

Transmission Coeff Ind= 1

Transmission Coeff Ind= 14

#
# Transmission Coefficients for Compound Optics (optics.cxx)

#



#

# CaF Window

#

$ Transmission Coeff # 1
# of Transmission Pnts=
Frequency (wavenumber)=

Transmission Coeff. =

Frequency (wavenumber)

Transmission Coeff.

Frequency (wavenumber)

Transmission Coeff.

Frequency (wavenumber)

Transmission Coeff. =

Frequency (wavenumber)

Transmission Coeff.

Frequency (wavenumber)

Transmission Coeff.
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

#
# Filter - N03288-8 (Cen
#

$ Transmission Coeff # 2

235

12
1800
0.9356
2000
0.935
2083
0.930
2174
0.920
2273
0.920
2381
0.925
2500
0.930
2632
0.945
2778
0.930
2941
0.910
3125
0.910
3333
0.920

= 3.288, FWHM=.070)
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# of Transmission Pnts= 17
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2973
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2993
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2999
Transmission Coeff. = 0.100
Frequency (wavenumber)= 3005
Transmission Coeff. = 0.200
Frequency (wavenumber)= 3014
Transmission Coeff. = 0.700
Frequency (wavenumber)= 3028
Transmission Coeff. = 0.775
Frequency (wavenumber)= 3044
Transmission Coeff. = 0.730
Frequency (wavenumber)= 3053
Transmission Coeff. = 0.680
Frequency (wavenumber)= 3065
Transmission Coeff. = 0.710
Frequency (wavenumber)= 3067
Transmission Coeff. = 0.700
Frequency (wavenumber)= 3071
Transmission Coeff. = 0.600
Frequency (wavenumber)= 3082
Transmission Coeff. = 0.200
Frequency (wavenumber)= 3086
Transmission Coeff. = 0.100
Frequency (wavenumber)= 3091
Transmission Coeff. = 0.050

Frequency (wavenumber)= 3113

Transmission Coeff. 0.0

Frequency (wavenumber)= 3333

1]

Transmission Coeff. 0.0
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#
# Filter - N03306-6 (Cen = 3.3306, FWHM=.36)
#
$ Transmission Coeff # 3
# of Transmission Pnts= 19
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency {(wavenumber)= 2833
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2861
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2886
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2899
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2915
Transmission Coeff. = 0.850
Frequency (wavenumber)= 2928
Transmission Coeff. = 0.901
Frequency (wavenumber)= 2941
Transmission Coeff. = 0.893
Frequency (wavenumber)= 2967
Transmission Coeff. = 0.901
Frequency (wavenumber)= 3030
Transmission Coeff. = 0.885
Frequency (wavenumber)= 3110
Transmission Coeff. = 0.915
Frequency (wavenumber)= 3210
Transmission Coeff. = 0.890
Frequency (wavenumber)= 3231
Transmission Coeff. = 0.850
Frequency (wavenumber)= 3263
Transmission Coeff. = 0.200
Frequency (wavenumber)= 3279

Transmission Coeff. = 0.100
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Frequency (wavenumber)= 3295
Transmission Coeff. = 0.050
Frequency (wavenumber)= 3311
Transmission Coeff. = 0.025
Frequency (wavenumber)= 3344
Transmission Coeff. = 0.0
Frequency (wavenumber)= 4000

Transmission Coeff. = 0.0

#
# Filter - N03322-8 (Cen = 3.322, FWHM=.071)
#

$ Transmission Coeff # 4

# of Transmission Pnts= 18
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2949
Transmission Coeff. =0.0
Frequency (wavenumber)= 2965
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2970
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2974
Transmission Coeff. = 0.200
Frequency (wavenumber)= 2990
Transmission Coeff. = 0.800
Frequency (wavenumber)= 2999
Transmission Coeff. = 0.862
Frequency (wavenumber)= 3013
Transmission Coeff. = 0.862
Frequency (wavenumber)= 3018
Transmission Coeff. = 0.825
Frequency (wavenumber)= 3028
Transmission Coeff. = 0.790

Frequency (wavenumber)= 3033



Transmission Coeff. = 0.795
Frequency (wavenumber)= 3040

Transmission Coeff. = 0.740
Frequency (wavenumber)= 3053

Transmission Coeff. = 0.200
Frequency (wavenumber)= 3058
Transmission Coeff. = 0.100
Frequency (wavenumber)= 3064
Transmission Coeff. = 0.050
Frequency (wavenumber)= 3071

Transmission Coeff. = 0.020
Frequency (wavenumber)= 3085
Transmission Coeff. = 0.0

Frequency (wavenumber)= 3333

Transmission Coeff. = 0.0

#

# Filter - N03411-6 (Cen = 3.411 , FWHM = .046 )
#

$ Transmission Coeff # 5

# of Transmission Pnts=12
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2880
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2896
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2903
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2923
Transmission Coeff. = 0.750
Frequency (wavenumber)= 2929
Transmission Coeff. = 0.788
Frequency (wavenumber)= 2942

Transmission Coeff. = 0.750



240

Frequency (wavenumber)= 2949
Transmission Coeff. = 0.700
Frequency (wavenumber)= 2966
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2972
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2985
Transmission Coeff. = 0.0
Frequency (wavenumber)= 3333

Transmission Coeff. = 0.0

#
# Filter - N03689-4 (Cen = 3.689 , FWHM = .046 )
#
$ Transmission Coeff # 6

# of Transmission Pnts= 18
Frequency (wavenumber)= 2000
Transmission Coeff. =0.0
Frequency (wavenumber)= 2663
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2667
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2670
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2676
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2682
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2687
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2692
Transmission Coeff. = 0.200
Frequency (wavenumber)= 2703
Transmission Coeff. = 0.665

Frequency (wavenumber)= 2718
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Transmission Coeff. = 0.727
Frequency (wavenumber)= 2721

Transmission Coeff. = 0.700
Frequency (wavenumber)= 2726

Transmission Coeff. = 0.600
Frequency (wavenumber)= 2736
Transmission Coeff. = 0.200
Frequency {(wavenumber)= 2741

Transmission Coeff. = 0.100
Frequency (wavenumber)= 2745
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2752
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2762
Transmission Coeff. = 0.0

Frequency (wavenumber)= 3333

Transmission Coeff. = 0.0

#
# Filter - N03888-4 (Cen = 3.888, FWHM = .047)
#

$ Transmission Coeff # 7

# of Transmission Pnts= 15
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2532
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2539
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2545
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2550
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2556

Transmission Coeff. = 0.200



Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

Frequency (wavenumber)=

Transmission Coeff.

Frequency (wavenumber)=

Transmission Coeff.
Frequency (wavenumber)=

Transmission Coeff. =

#
# Filter - N0O3990-4
#
$ Transmission Coeff # 8
# of Transmission Pnts=

Frequency (wavenumber)=

Transmission Coeff.
Frequency (wavenumber)=
Transmission Coeff. =

Frequency (wavenumber)=

Transmission Coeff.
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =

Frequency (wavenumber)=

(Cen

2576
0.785
2579
0.796
2587
0.760
2597
0.200
2602
0.100
2605
0.050
2612
0.025
2620
0.0
3333
0.0

= 3.990, FWHM

17
2000
0.0
2381
0.0
2433
0.025
2451
0.050
2463
0.100
2503

= .190)



Transmission Coeff. = 0.800
Frequency (wavenumber)= 2509

Transmission Coeff. = 0.872
Frequency (wavenumber)= 2522
Transmission Coeff. = 0.898
Frequency (wavenumber)= 2545
Transmission Coeff. = 0.870
Frequency (wavenumber)= 2567
Transmission Coeff. = 0.885
Frequency (wavenumber)= 2581

Transmission Coeff. = 0.870
Frequency (wavenumber)= 2594
Transmission Coeff. = 0.800
Frequency (wavenumber)= 2635

Transmission Coeff. = 0.100
Frequency (wavenumber)= 2653
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2667
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2740
Transmission Coeff. = 0.0

Frequency (wavenumber)= 3333

Transmission Coeff. = 0.0

#
# Filter - N04227-4 (Cen = 4.227, FWHM
#

$ Transmission Coeff # 9

# of Transmission Pnts= 15

Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0

Frequency (wavenumber)= 2326
Transmission Coeff. = 0.0

Frequency (wavenumber)= 2335

Transmission Coeff. = 0.025

243

= .055)
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Frequency (wavenumber)= 2339
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2345
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2360
Transmission Coeff. = 0.700
Frequency (wavenumber)= 2369
Transmission Coeff. = 0.750
Frequency (wavenumber)= 2372
Transmission Coeff. = 0.754
Frequency (wavenumber)= 2375
Transmission Coeff. = 0.750
Frequency (wavenumber)= 2378
Transmission Coeff. = 0.700
Frequency (wavenumber)= 2392
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2396
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2404
Transmission Coeff. = 0.020
Frequency (wavenumber)= 2410
Transmission Coeff. = 0.0
Frequency (wavenumber)= 3333

Transmission Coeff. =0.0

#

# Filter - N04235-4 (Cen = 4.235, FWHM = .181)
#

$ Transmission Coeff #10

# of Transmission Pnts= 29

Frequency (wavenumber)= 2000

Transmission Coeff. = 0.0

Frequency (wavenumber)= 2283

Transmission Coeff. = 0.0

Frequency (wavenumber)= 2288



Transmission Coeff.

Frequency (wavenumber)

Transmission Coeff.
Frequency (wavenumber)=

Transmission Coeff. =

Frequency (wavenumber)

Transmission Coeff.

Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

]

Frequency (wavenumber)
Transmission Coeff. =

Frequency (wavenumber)=

Transmission Coeff.

]

Frequency (wavenumber)

Transmission Coeff.
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =

Frequency (wavenumber)=

0.010
2294
0.020
2296
0.040
2299
0.080
2304
0.200
2320
0.770
2326
0.840
2336
0.870
2342
0.860
2347
0.830
2353
0.810
2364
0.840
2370
0.850
2375
0.820
2387
0.670
2389
0.650
2392
0.660
2398
0.740
2401

245
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Transmission Coeff. = 0.774
Frequency (wavenumber)= 2404
Transmission Coeff. = 0.760
Frequency (wavenumber)= 2415
Transmission Coeff. = 0.250
Frequency (wavenumber)= 2421
Transmission Coeff. = 0.060
Frequency (wavenumber)= 2427
Transmission Coeff. = 0.025

Frequency (wavenumber)= 2433

Transmission Coeff. = 0.010
Frequency (wavenumber)= 2439
Transmission Coeff. = 0.004

Frequency (wavenumber)= 2451

0.0

1]

Transmission Coeff.

Frequency (wavenumber)= 3333

0.0

Transmission Coeff.

#
# Filter - N04461-8 (Cen = 4.461, FWHM = .052)
#
$ Transmission Coeff #11

# of Transmission Pnts= 21
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2193
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2200
Transmission Coeff. = 0.010
Frequency (wavenumber)= 2212
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2217
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2221

Transmission Coeff. = 0.100



i

Frequency (wavenumber)
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

i

Frequency (wavenumber)
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

H

Frequency (wavenumber)

Transmission Coeff.

i

Frequency (wavenumber)
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

Frequency (wavenumber)
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=
Transmission Coeff. =
Frequency (wavenumber)=

Transmission Coeff. =

#
# Filter - N04577-4 (Cen
#

$ Transmission Coeff #12
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2225
0.200
2228
0.300
2235
0.800
2237
0.830
2239
0.857
2247
0.830
2250
0.800
2260
0.300
2262
0.200
2263
0.100
2270
0.050
2275
0.025
2283
0.010
2294
0.0
3333
0.0

= 4.577, FWHM = .260)



# of Transmission Pnts= 17
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2128
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2167
Transmission Coeff. = (0.025
Frequency (wavenumber)= 2176
Transmission Coeff. =-0.050
Frequency (wavenumber)= 2181
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2195
Transmission Coeff. = (.595
Frequency (wavenumber)= 2210
Transmission Coeff. = 0.795
Frequency (wavenumber)= 2220
Transmission Coeff. = 0.815
Frequency (wavenumber)= 2227
Transmission Coeff. = 0.795
Frequency (wavenumber)= 2250
Transmission Coeff. = 0.595
Frequency (wavenumber)= 2270
Transmission Coeff. = 0.795
Frequency (wavenumber)= 2275
Transmission Coeff. = 0.595
Frequency (wavenumber)= 2288
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2291
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2298
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2326
Transmission Coeff. = 0.0
Frequency {(wavenumber)= 3333

Transmission Coeff. = 0.0



#
# Filter - W04684-4 (Cen = 4.684, FWHM = .600 )
#
$ Transmission Coeff #13
# of Tramsmission Pnts= 17
Frequency (wavenumber)= 1800
Transmission Coeff. = 0.0
Frequency (wavenumber)= 1951
Transmission Coeff. = 0.0
Frequency (wavenumber)= 1992
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2010
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2058
Transmission Coeff. = 0.800
Frequency (wavenumber)= 2073
Transmission Coeff. = 0.850
Frequency (wavenumber)= 2083
Transmission Coeff. = 0.840
Frequency (wavenumber)= 2141
Transmission Coeff. = 0.875
Frequency (wavenumber)= 2183
Transmission Coeff. = 0.900
Frequency (wavenumber)= 2227
Transmission Coeff. = 0.9222
Frequency (wavenumber)= 2270
Transmission Coeff. = 0.800
Frequency (wavenumber)= 2281
Transmission Coeff. = 0.800
Frequency (wavenumber)= 2370
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2378
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2392

Transmission Coeff. = 0.025
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Frequency (wavenumber)= 2439
Transmission Coeff. = 0.0
Frequency (wavenumber)= 3333

Transmission Coeff. = 0.0

#

# Filter - N04693-8 (Cen = 4.693, FWHM = .167)
#

$ Transmission Coeff #14

# of Transmission Pnts= 23
Frequency (wavenumber)= 2000
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2054
Transmission Coeff. = 0.0
Frequency (wavenumber)= 2059
Transmission Coeff. = 0.010
Frequency (wavenumber)= 2071
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2076
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2084
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2089
Transmission Coeff. = 0.200
Frequency (wavenumber)= 2104
Transmission Coeff. = 0.700
Frequency (wavenumber)= 2107
Transmission Coeff. = 0.750
Frequency (wavenumber)= 2112
Transmission Coeff. = 0.780
Frequency (wavenumber)= 2116
Transmission Coeff. = 0.770
Frequency (wavenumber)= 2125
Transmission Coeff. = 0.785

Frequency (wavenumber)= 2133



Transmission Coeff. = 0.775
Frequency (wavenumber)= 2139
Transmission Coeff. = 0.730
Frequency (wavenumber)= 2145
Transmission Coeff. = 0.720
Frequency (wavenumber)= 2156
Transmission Coeff. = 0.750
Frequency (wavenumber)= 2162
Transmission Coeff. = 0.725
Frequency (wavenumber)= 2177
Transmission Coeff. = 0.200
Frequency (wavenumbei’= 2182
Transmission Coeff. = 0.100
Frequency (wavenumber)= 2184
Transmission Coeff. = 0.050
Frequency (wavenumber)= 2191
Transmission Coeff. = 0.025
Frequency (wavenumber)= 2203
Transmission Coeff. = 0.0
Frequency (wavenumber)= 3333
Transmission Coeff. = 0.0

#

# Filter — (Cen = , FWHM = )
#

$ Transmission Coeff #

# of Transmission Pnts=

Frequency (wavenumber)

Transmission Coeff.
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C.7 The Output Object Parameter File

#

# Output Object (OUT) Parameter File

#

# Simulation Name: Car

# Created on Date: 9/3/97

#

#

# Output Parameters (General Information) (output.cxx)
#

# Load General Output Parameters for Object labeled by id.
$ Output Parameters # 1

Coordinate Output Type= 1

Output File Index =1

Output File Parameters

#
#
#
# Load Specific Output file PArameters (based on index)
# Most answers are TRUE-1, FALSE-0

$

Output File Param # 1

OQutput Filename Head = car_sim/data/car_move
Output Detector Type = 0
Output Coordinates =1
Output Incident Power = 1
Output Photon Rate =1
Pur/Pht Rate in LoglO = 1

Output Detector Signal= 1

Output Detector Noise = 1

li
-

Output Detector Total

]
O

Det. Output in Logl0





