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ABSTRACT 

 

 

 

 

Imbalanced data set had tendency to effect classifier performance in machine 

learning due to the greater influence given by majority data that overlooked the 

minority ones. But in classifying data, more important class is given by the 

minority data. In order to solve this problem, original Naïve Bayes was purposed 

as classifier for imbalanced data set. Our main interest is to investigate the 

performance of original Naïve Bayes classifier in imbalanced datasets. From the 

four UCI imbalanced datasets that been used, the purposed techniques show that, 

Naïve Bayes doing well in Herbaman’s datasets and satisfying results in other 

datasets. 
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ABSTRAK 

 

 

 

 

Ketidakseimbangan di dalam kumpulan data mempengaruhi kebolehan sistem 

mesin dalam mengelaskan  data ke kelas masing-masing. Ini kerana “teknik 

pengelasan” yang digunakan dipengaruhi oleh kelas majoriti data walhal kelas data 

yang ingin dikenal pasti selalunya berada di kelas minoriti. Bagi mengatasi masalah 

ini, teknik pengelasan yang dipanggil “Naïve Bayes” telah digunakan terhadap 

kumpulan data yang tidak seimbang. Tujuan utama projek ini adalah untuk 

mengenalpasti tahap kebolehan Naïve Bayes dalam mengelaskan kumpulan data 

yang tidak seimbang. Hasil daripada pengaplikasian teknik ini terhadap empat 

kumpuan data, “Naïve Bayes” hanya menunjukkan keputusan yang baik terhadap 

kumpulan data Herbaman dan keputusan yang memberangsangkan terhadap 

kumpulan-kumpulan data yang lain. 

 

 

 




