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ABSTRACT 

 

 

 

 

            The effective analysis and specification of requirements is critical in software 

development. Faults in the requirements may later have significant impact on the quality 

of the software system. Ineffective communication between users and developers is a 

major cause of failures of software projects. Use case model is a powerful and widely 

recognized tool for elicitation and specification of functional software requirements in 

object oriented methodology. It has been advocated as a way to negotiate and 

communicate requirements between system analysts and stakeholders. However, issues 

concerning the format, level of details and the communication capability of use cases are 

still unclear and debatable. This study uses theories from cognitive psychology on 

human understanding to derive hypotheses on the effect of the format of use case model 

on user understanding. In this study, comprehension of the functional requirements are 

compared between experienced and novice users. Particularly, the effect of differences 

in use case format on novice and experienced users performance in both familiar and 

unfamiliar domains were explored and if combining the textual description of a use case 

with diagrams of different levels of detail improves their understanding. Two controlled 

experiments were conducted; one to assess the performance of novice users, the other to 

assess more experienced users. The results of both experiments provide evidence that 

support the propositions that individuals who view text with use case diagram (simple or 

detailed) will develop higher level of understanding of the system requirements in less 

time when compared to individuals who view a  text only model. The results of both 

experiments provide no evidence that support the propositions of the benefit of the 

simple diagram for improving novice users understanding, and the detailed diagram for 

aiding experienced users when combined with the text description. It is also found that 

neither the observed level of prior domain knowledge nor the observed level of analysis 

method knowledge has a significant effect on the level of “understanding” that users 

developed regarding a system requirements. Finally, our analysis shows no considerable 

differences in performance in the experiments tasks between novice and experienced 

users, which mean that the effect of experience on users understanding is still an open 

issue and needs further research in the future. 
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ABSTRAK 
 

 

 

 

 

Analisis yang berkesan dan spesifikasi keperluan adalah perkara kritikal dalam 

pembangunan perisian komputer. Kesilapan pada keperluan akan memberi impak yang 

besar kepada kualiti sistem perisian yang dihasilkan.  Komunikasi yang tidak berkesan 

di antara pengguna dan pembangun sistem adalah punca utama kepada kegagalan 

sesuatu projek pembangunan perisian. Kes gunaan adalah satu alatan yang berkesan dan 

digunakan secara meluas untuk mendapat spesifikasi keperluan fungsian dalam 

metodologi pembangunan berorientasikan objek. Ia diperakui sebagai satu kaedah untuk 

berunding dan berhubung antara penganalisis sistem dengan mereka yang 

berkepentingan dengan sistem tersebut. Namun begitu, isu-isu berkaitan format kes 

gunaan, tahap perincian dan keupayaan untuk menjadi alat komunikasi yang baik  masih 

kurang jelas dan boleh dipertikaikan. Kajian ini menggunakan teori psikologi kognitif 

berasaskan pemahaman manusia untuk menghasilkan hipotesis mengenai kesan format 

model kes gunaan  ke atas pemahaman pengguna. Dalam kajian ini,  bagaimana seorang 

pengguna berpengalaman dalam kaedah pemodelan berbanding dengan pengguna baru 

dalam memahami keperluan fungsian yang didapati dari model dikaji. Secara khususnya 

kami meneroka kesan ke atas perbezaan pada format kes gunaan ke atas prestasi 

pengguna baru dan pengguna berpengalaman dalam domain yang  di ketahui dan tidak 

diketahui, juga samaada kombinasi teks huraian kes gunaan dengan gambarajah pada 

tahap perincian yang berbeza boleh memperbaiki pemahaman mereka. Dua ekperimen 

makmal terkawal telah dijalankan; satu untuk menilai pencapaian pengguna baru dan 

satu lagi untuk menilai pencapaian pengguna berpengalaman. Hasil kedua-dua 

ekperimen di atas membuktikan yang pernyataan bahawa individu yang menggunakan 

teks model kes pengguna bersama gambarajah (ringkas atau terperinci) boleh 

meningkatkan tahap pemahaman keperluan sistem dalam masa yang lebih singkat 

berbanding dengan menggunakan model yang menggunakan teks sahaja. Hasil 

ekperimen tersebut juga tidak memberi bukti yang menyokong pernyataan bahawa 

faedah gambarajah ringkas adalah untuk pemahaman oleh pengguna baru, dan 

gambarajah terperinci adalah untuk membantu pengguna berpengalaman apabila 

disatukan dengan huraian teks sahaja. Kajian ini juga mendapati bahawa tahap 

pengetahuan awalan mengenai domain dan tahap pengetahuan kaedah analisis tidak 

memberi apa apa kesan yang bermakna kepada tahap pemahaman yang dikumpulkan 

oleh peserta mengenai keperluan sistem. Akhir sekali keputusan kajian kami 

menunjukkan tiada perbezaan yang ketara dari segi pencapaian dalam tugasan 

ekperimen antara pengguna baru dan pengguna berpengalaman. Ini bermakna kesan 

pengalaman ke atas pemahaman pengguna masih menjadi isu semasa dan perlu kajian 

lanjut. 
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CHAPTER 1 

 

 

 

 

 

INTRODUCTION 
 

 

 

 

 

1.1 Root Causes of Software Faults 

 

 

           Information technology (IT) is playing a crucial role in contemporary society. 

Information systems have become a vital component of successful businesses and 

organizations for the enormous advantages it has in easing the delivery of information. 

Moreover, information systems have been used by many organizations as strategic 

resources to attain or retain competitive advantages, as illustrated by the pervasive 

adoption of electronic commerce and enterprise systems (Siau & Xin, 2008). The 

increase production of software and information systems may indicates that system 

development projects are often successful, and that system development methods have 

matured enough to provide relatively low risk and high return business opportunities. 

However, according to industry studies, failure in software projects is common in many 

organizations. Studies pointed out that the errors which appear at the early stage of the 

software development can affect the reliability, cost, and safety of a system. Conclusions 

from these studies points to requirements specification as one major source of errors in 

software development and that the “highest density of major defects found through the 
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use of software inspections was during the requirements phase” (Kelly & Kovington, 

1994) 

 

 

 

                            

The report of the ‘Consultancy Standish Group International Inc.’ (2003 Chaos Report) 

a globally respected source of independent primary research and analysis of IT project 

performance, with an analysis of 13,522 IT projects revealed that 66% of all IT 

projects failed either because of over budgeting, over time, or failed to meet 20% or 

more of the business requirements for the system, 15% of the projects failed 

completely and were canceled prior completion (Figure 1.1). The average cost overrun 

was 43% and 82% of the challenged projects delivered with time overrun. However, 

these numbers are a significant improvement over the previous survey conducted in 

1995.  

          

 

 
 
                                    Figure 1.1   Chaos Report (2003) 
  

         

 

Similar statistics were found in 2004 “CHAOS Report” (Johnson, 2006) when it was 

estimated that only 29% of software projects in large enterprises succeeded (i.e. 
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produced acceptable results that were delivered almost on-time and on-budget (Figure 

1.2), 53% were “challenged” (significantly over budget and schedule), and 18% failed to 

deliver any substantial result. The projects that were in trouble have an average budget 

overrun of 56%. This represents a serious and chronic risk-control problem.  

 

                            

                                      Figure 1.2   CHAOS Survey Results 2004 

 

 

 

Other studies as the one conducted by “Consultant Capers Jones” in Marlborough, 

Mass., US stated:  

 "Large software systems...have one of the highest failure rates of any manufactured 

object in human history" (Ross, 2005). 
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         Most IT experts agree that such failure occur more than they should. The failures 

are all over the world, they happen in every country, to large and small companies, in 

commercial, non profit and governmental organization, (Ross, 2005) (Appendix L). 

Charette (2005) indicates that the business and social costs of these failures run well into 

billions of dollars a year. Moreover he argued that small-medium size businesses spends 

about 4 to 5 percent of revenue on information technology while those that are highly IT 

dependent such as financial and telecommunication companies spending more than 10 

percent on it. In organizations IT is now one of the largest corporate expenses after 

employee costs. Most of that money goes to fund new software projects in order to 

create better future for the organization and its customers.  

 

 

 

 

  1.2     Why Do Software Projects Fail? 

 

 

            Researchers over the past twenty years have studied the factors that could 

increase the high failure rate. A sample of these factors include the lack of early project 

management (Lyythinen et al., 1996), underestimation of the cost and effort associated 

with a project (Jorgensen, 2006), and the lack of structured development techniques 

(methodology) for developing a system design (Coad & Yordon, 1991). One of the most 

common factors repeatedly attributed to system failure, is the lack of accurate 

communication in the early system development process (Holtzblatt & Beyer, 1995; 

Damian et al., 2006). Chaos survey (1995; 2003) helps highlight the historic problem of 

bridging the communication gap between users who understand business, and system 

experts who understand technology. The Standish Group Report (“Chaos1995”) 

provides useful list of factors that practitioners view as important in contributing to 

system development failure (Table 1.1): 

 

In this table, many of the top ten factors (1,2,3,7,8) are concerned with communication 

in the early phase of the system development process. This phase is commonly referred 

to as “System Analysis”. The survey results suggest that when considering factors for 
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project failure, practitioners recognized the importance of communication in early 

phases of planning.  

 

 

 

 

 

                 Table 1.1:   Factors Affecting System Development Failure “Chaos”1995            

                                         

Rank Project Failure Factor  % Responses  

1  Lack of User Input  12.8  

2  Incomplete Requirements / Specifications  12.3  

3  Changing Requirements and Specifications  11.8  

4  Lack of Executive support  7.5  

5  Technological incompetence  7.0  

6  Lack of Resources  6.4  

7  Unrealistic expectations  5.9  

8  Unclear Objectives  5.3  

9  Unrealistic Time Frames  4.3  

10  New Technology  3.7  

 

                                                                

 

 

  

1.3       Information Requirements Determination 

 

        It has been recognized that determining correct and complete information 

requirements is essential for designing an information system. As mentioned in section 

1.2, many information systems failures can be attributed to a lack of clear and specific 

information requirements. Information requirements determination, also known as 

requirements definition, requirements gathering, requirements elicitation, and 

requirements engineering, is concerned about figuring what to build (Holtzblatt & 

Beyer, 1995). It includes any activity undertaken by systems developers and analysts to 

specify the required functions in the proposed system (Browne & Ramesh, 2002). Four 

tasks to be performed in requirements determination have been identified (Siau & Xin, 

2008).  
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 Requirements specification: to understand the organizational situation that the 

system under consideration aims to improve and describe the needs and constraints 

of the system under development. 

 Requirements negotiation: to establish an agreement on the requirements of the 

system among the various stakeholders involved in the process. 

 Requirements representation: to develop a mapping of real-world needs onto a 

requirements model. 

 Requirements validation: to ensure that the derived specification corresponds to the 

original stakeholder's needs and conforms to the internal and/or external constraints 

set by the enterprise and its environment. 

 

During the development of software project systems analysts gather information about 

users’ needs and the requirements expected in the proposed system and sometimes 

negotiate the requirements when they are unrealistic or confliction with others. This is 

done through direct discussions with system stakeholders and observations. 

 

 

  

1.4     Conceptual Modeling 

         

          In the early stages of information systems development, analysts use conceptual 

modeling to build a representation of the domain understudy. High quality conceptual 

modeling work is important because it facilitates early detection and correction of 

system development errors (Wand & Weber, 2002). 

The American National Standards Institute ANSI/SPARC definition of a conceptual 

data model is any model that is independent of the underlying hardware and software. 

Definitions of researchers in the area (Topi & Ramesh, 2002; Batra & Davis, 1992) did 

not also refer to any implementation details. Conceptual modeling is directly related to 

two tasks in requirements engineering- requirements representation and requirements 

validation. In requirements representation, conceptual models are created to map real-
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world needs. During requirements validation, users of the system verify whether their 

needs have been correctly specified by viewing the conceptual models (Siau & Xin, 

2008). 

Many conceptual modeling techniques have been devised in different methodologies. As 

the Unified Modeling Language (UML) widely adopted in modeling, many system 

analysts employ Use Case diagrams to model information requirements. Use cases are 

used to capture the user functional requirements. Each use case describes an element of 

the functionality of a system, which gives users a result of value. The sum of these use 

cases defines the total functionality of the system. The system is then designed and 

implemented to support the use cases (Siau & Xin, 2008). 

 

 

 

 

 

1.5      Human Factors in IS Development 

 

 

          Researchers in the field of information systems have realized the need to pay 

attention to the human dimensions in systems development. In particular, when 

identifying requirements people must communicate effectively and share a common 

understanding of the work problems and the required solutions (Holtzblatt & Beyer, 

1995). For example, when a system analyst represents a domain in a conceptual model, 

the model should be understandable by other developers, or end users. In this social 

process, human factors have significant implications. Human factors may include 

human's cognitive abilities, personality, knowledge, and motivation of the participants in 

the requirements determination process (Siau & Xin, 2008). Researchers in the area of 

conceptual data modeling pointed out the need for more research in human factors in 

information systems development.  Topi and Ramesh (2002, P.11) stated that: 

 

“ We need a better understanding of the psychological processes in data modeling and 

the ways the tools affect these processes. This will enable us to find a firm theoretical 

basis for human factors research on data modeling. Researchers in this area should be 
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interested not only in the characteristics of the current models, but the reasons 

underlying the potential performance differences between various approaches to data 

modeling.” 

  

 

 

 

1.6 Motivation for the Research 

 

 

During the analysis phase of information systems development, system analysts 

and developers capture and represent system requirements using conceptual models such 

as entity relationship diagram, Data flow diagram, Class diagram, Use case diagram. 

Considering that the requirements specification process must support effective 

communication between stakeholders who do not share common background (Holtzblatt 

& Beyer, 1995) and the fact that the failure of system development projects are 

attributed to faulty or incomplete requirements, it is then extremely important for the 

analyst and the success of the system to ensure that the conceptual models developed in 

the early phases of the system development must support communication between users 

and developers in defining and documenting system requirements as accurately as 

possible. The models should allow users to verify whether the analyst’s understanding of 

the system requirements reflects the reality as perceived by the users (Parsons & Cole, 

2005). 

     From this perspective, research to evaluate techniques that represent requirements 

should focus on their capacity to facilitate this verification. To improve the performance 

and selection of analysis technique this work argues for the empirical evaluation of (Use 

Cases), one of the Unified Modeling Language (UML) models. UML is the standard for 

specifying, visualizing, constructing, and documenting the components of software 

systems (Booch et al., 1999). The UML has been adopted as a standard for the object 

oriented modeling and has already found widespread popularity in various domains. 

However, UML diagrams are not widely rated in terms of understandability by end users 

and developers alike (Agarwal & Sinha, 2003). Use case models serve as basis for 
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deriving other UML conceptual models. Thus it is important to ensure the quality of 

these models. 

This research will investigate whether use case models are useful in  the analysis process 

of a software system by enabling users to verify that their needs are documented. There 

are two research questions in this study: 

 

1- Does the format of use case model influence the understanding and the patterns of 

performance, when individuals have to solve tasks on the basis of their previously 

acquired knowledge? And which use case, text only or text accompanied with diagram 

better support user understanding of the domain requirements? 

 

2- How does the degree of detail in a Use Case diagram that accompanies text in a use 

case model affect user comprehension of the domain requirements?  

 

 

 

1.7 Research Objectives 

 

 Use Cases is the technique used in UML for handling the functional 

requirements in a software development project and serve as a means of communication 

between different stakeholders in a project. The models developed as a result of 

requirements analysis are represented in diagrammatic form, supplemented with textual 

description for those parts that cannot be captured diagrammatically. In order to reduce 

the possibility for differences in understanding stem from using different formats for the 

use case models it would be useful to evaluate the extent of the different stakeholders’ 

understanding to the model and also to detect differences in interpretation. This study 

has three objectives: 

 

1-  To present an empirical method for comparing different formats of use case model, 

and investigate the effect of the format on understanding the model by novice end users.  
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2-  To extend the research by investigating high knowledge users to gain a            

comprehensive view of how stakeholders of different degrees of knowledge in the 

modeling technique may understand the use case models for the purpose of identifying 

system requirements.  

  

3-  To find out  the impact of experience on understanding different formats of use case 

model.      

 

To accomplish these objectives, a research instruments for the comparison of 

Use case formats was developed and two comparative studies were designed and 

implemented. The empirical instruments that used in lab experiments was developed 

from a combination of comprehension test, and verification test and finally a comparison 

between the performance of participants in the two studies was undertaken.  

 

 

 

 

 

1.8       The Research Scope  

 

 

            In studying any research problem it is important to identify the research scope 

which is narrow enough to be effectively researched and yet touches an issue of 

significant potential impact. The researcher needs to focus on specific area for 

improvement. This research will focus on one of the techniques used within the unified 

modeling language (UML), the standard modeling language in the Object-Oriented 

methodology of information systems development. The UML has been widely accepted 

as the standard for object-oriented analysis and design (OOAD) (Kobryn, 1999). It has 

been an important part of the software development landscape since its introduction in 

1997.  UML models are used by professional developers to communicate their work to 

project stakeholders. For developers, eliciting high level goals early in the software 

development process is crucial. It focuses the developer on the problem domain and the 

needs of the stakeholders, rather than the implementation of the system. Despite the 

movement toward UML as a standard modeling language in practice, there appears very 
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few empirical researches on the effectiveness of various modeling techniques in UML 

(Dobing & Parsons, 2000). 

“USE CASE” model is one of the key modeling techniques of UML which is 

utilized in the analysis phase for capturing and describing the functional requirements of 

a system. Use Case models can also be harnessed in communication between 

stakeholders in project development. It is therefore essential that use case models 

support the development process and promote understanding of the requirements among 

stakeholders. There is currently no detailed account of the cognitive processes involved 

in understanding software requirements. While there are several studies on how 

programmers understand programs (Burkhardt et al., 2002) we have not been able to 

find any study on human understanding of use case models. This lack of research on Use 

Case models understandability means that the guidelines and practices on how use cases 

should be designed to provide a base for better understanding of the requirements, is 

highly subjective. We intend to investigate how understandability of Use Case models 

may depend on the format of the model and how different stakeholders understand use 

case models. 

Two reasons provided for focusing on Use Case technique as an analysis tool, 

first, solving problems in the early stages of the development process that employ these 

models can reduce the cost and effort of fixing these problems later. Second, although 

considerable attention is devoted to object oriented development methods and the 

standard language (UML) in information systems field, the evaluation of existing 

methods is not keeping pace with the rapid growth of the  systems development methods 

(Siau & Tan, 2005). The implication of that is: 

 

1. By failing to evaluate currently used object oriented methods, organizations may 

not clearly comprehend the usefulness and effectiveness of these methods. 

 

2. The lack of object oriented methods evaluation including (UML), impede 

practitioners and researchers trying to understand the strength and weaknesses of 

various methods. This understanding is a critical knowledge for improving 

existing methods or designing new ones.  
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1.9 Research Implications 

  

1.91          Theoretical Perspective 

 

 In view of the paucity of empirical research on the effectiveness of various 

techniques of UML, it is significant from an academic perspective to 

independently evaluate the capabilities and limitations of UML techniques. Such 

evaluation can contribute to the development of theoretical underpinnings of 

UML, and to an improvement in its modeling power and usability. 

 

 

 This work takes a step towards empirical validation of the theoretical basis 

regarding the understandability of (UML) models. It presents an empirical 

methodology with control, which can hopefully be used to study the effects of 

other factors on understanding the models, and other dependent variables as well 

as studying the rest of the modeling diagrams in UML. 

 

 

 As UML become complex with each version, it is useful to focus on the core 

diagrams of UML particularly in teaching object oriented and software 

development methods. This work is relevant to instructors in universities and 

software practitioners as well. 

 

 

 

1.92      Practical Perspective 

 

       From a practical standpoint, this work aids to the appropriate application of 

UML in systems development projects. It has implications for both method 

developers who want to know the strength and weaknesses of various methods, as 
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well as for practitioners who want to use comparisons as a practical tool for selecting 

methods. From an analyst’s perspective, this work assists in strategies at the 

beginning of the analysis phase, when decisions are made regarding the format and 

level of abstraction to be actually used to create requirements models that meet the 

user’s needs. It would be useful if modelers could create models that convey 

accurate information with an easy-to-understand manner. 

 

 

 

 

 1.10       Organization of the Thesis 

 

  The remaining chapters are organized in the following manner. Chapter 2 

outlines literature review of previous research in system analysis and design 

methods. Chapter 3 outlines the main topics related to use cases. Chapter 4 outlines 

the theoretical foundation for the proposed empirical method which led to develop 

the hypotheses that will form the basis for the two empirical studies in this research. 

Chapter 5 outlines the proposed design for both empirical studies and highlights the 

experimental procedures used in the study. Chapters 6 and 7 present the analysis of 

the empirical work, Chapter 8 presents general discussion and finally conclusions are 

made in chapter 9. 
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